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A map of recent science: 20 million papers, 2 million patents, 200000 clusters lasting 2-16 years each  

Different scientific 
disciplines use 

different statistical 
inference tools 

by tradition (not 
necessarily justified) 



NHST and p-value thresholds 

• 0.05 – highly prevalent in biomedical and 
social sciences 

• 3x10-7 (5 sigma) – in high energy physics 
• 5x10-8 (genome-wide significance) – in 

genome epidemiology 



A view of the biomedical literature 



Proportion of PMC papers with 
P-values in their abstract or text 

• Core clinical journals: 78.4% 
• Meta-analyses: 82.8% 
• RCTs: 76.0% 
• Clinical trials (excluding RCTs): 75.7% 
• Reviews (excluding meta-analyses): 22.3% 
• All papers: 51.1% 



The proportion of PubMed items that have 
any P-values in the abstract is increasing 



Format Number of occurrences in 1990-2015 Average -log(P-value) 

Plain 4,663,091 2.03 

10x 21,708 8.9 

Percentage 1,042 1.78 

Typo? 3,156 0.82 

Expx  1,843 9.27 

 

10x (very small) p-values are 
overall uncommon 



3,428,300 P-values 
in 385,393 PMC 

full-text papers that 
have abstracts 

 
 

Across the entire 
literature, there are 
more p-values at or 

near 0.05 than in 
any other bin  



288,110 P-values in 
the abstracts of the 
88,307 PMC papers 
that have P-values 

(among the 385,393) 
 
 

Abstracts select more 
prominent P-values to 

report 



4,690,840 P-values 
in the abstracts of 

1,608,744 Medline 
papers with P-values 



R=number of 0.05 P-values/number 
of 0.001 or less P-values 

• For the P-values in the full-texts of PMC 
articles, R=1.11 

• For the P-values in the abstracts of the 
respective papers, R=0.59 

 
More impressive P-values are far more 
prevalent in the abstracts than in the full-texts  



Comparison of R in abstracts and 
full-texts 

Full-text 
• Meta-analyses R=0.47 
• Reviews R=0.44 
• RCTs R=0.68 
• Clinical trials R=0.67 
• Core clinical journals R=0.84 
• All papers R=1.11 

Abstracts 
• R=0.13 
• R=0.21 
• R=0.49 
• R=0.47 
• R=0.27 
• R=0.59 



Layers of selection 

• All p-values obtained in analyses 
• P-values selected for presentation in tables 

and figures 
• P-values discussed in the text 
• P-values selected for presentation in the 

abstract 
• P-values used for making 

inferences/conclusions  
 



P-values in tables and figures of 
Nature, Science, and PNAS 

Cristea, Ioannidis, in preparation 



Patel, Burford, Ioannidis. JCE 2015; Patel and Ioannidis, JAMA 2015 

Almost any result can be obtained: Vibration 
of effects and the Janus phenomenon 



Ioannidis PLoS Clinical Trials 2006 and Clinical Trials 2007 







Extremely tiny bias can cause p-curves that falsely 
resemble genuine effects 

Bruns and Ioannidis, PLoS ONE 2016 



Modeling the publication 
selection process 

Pfeiffer, Bertram, Ioannidis, PLoS ONE 2011 



Adding different selection processes for initial studies, 
early replications, late replications 



Selecting the selection model for 
p-values: publication bias, early 

effects, and Proteus phenomenon 

Pfeiffer, Bertram, Ioannidis, PLoS ONE 2011 





Schoenfeld and Ioannidis, AJCN 2013 

Meta-analyses can fix only a small 
part of the problem 



Problems with methods that have 
inappropriate familywise error rates 



Problems with big data: One third of known 
medications may affect cancer risk (!?) 

Patel et al, Sci Rep 2016 



¾ of 
medication 

classes 
may affect 
cancer risk 

(!?) 



Statistical significance has become a boring nuisance: 96% 
of the biomedical literature claims significant results (and 

the vast majority of them say they are novel) 

Chavalarias, Wallach, Li, Ioannidis, JAMA 2016 



Fanelli, PLoS ONE 2010 

Fields with the highest proportion of statistically 
significant claims may be the least reliable 



In-depth assessment of 1000 abstracts 



Effect sizes and  
effect sizes that can be calculated 

 
Effect size Total n = 264 With P –value With CI With P-value or CI 
Relative risk / Risk ratio 8 5 (62.5) 3 (37.5) 8 (100.0) 
Percent difference/change 78 10 (12.8) 6 (7.7)  16 (100.0) 
Mean difference/change  4  0 (0.0) 2 (50.0) 2 (50.0) 
Correlation coefficient 58 18 (31.0) 0 (0.0) 18 (31.0) 
Absolute difference/change 29 10 (34.5) 4 (13.8) 14 (48.3) 
Beta coefficient 8 3 (3.8) 0 (0.0) 3 (3.8) 
Odds ratio 15 8 (53.3) 12 (80.0) 14 (93.3)) 
Hazard ratio 12 5 (41.7) 7 (58.3) 12 (100.0) 
Fold difference/change 34 1 (2.9) 0 (0.0) 1 (2.9) 
Interclass correlation coefficient 4 0 (0.0) 0 (0.0) 0 (0.0) 
Relative risk reduction 6 0 (0.0) 6 (100.0) 6 (100.0) 
Assorted ratio 8 5 (62.5) 2 (25.0) 5 (62.5) 
Where effect sizes could be calculated Total n = 221 With P –value With CI With P-value or CI 
Comparison of means 20 5 (25.0) 0 (0.0) 5 (25.0) 
Absolute comparisons 60 27 (45.0) 0 (0.0) 27 (45.0) 
Comparison of medians 7 6 (85.7) 0 (0.0) 6 (85.7) 
Comparison of proportions 134 41 (30.6) 0 (0.0) 41 (30.6) 

 



Among 100 full-text articles from 
PubMed 

• 55 report P-values 
• 4 present CIs for all the reported effect sizes 
• none use Bayesian methods 
• none use false-discovery rate methods  



Two trials with p<0.05 (FDA rule) – 
what does it mean in BF terms? 

Van Ravenzwaaij and Ioannidis 
PLoS ONE 2017 





Nature Human 
Behavior 
September 1, 2017 





Is NHST a good choice for: 
• Developing a prognostic score for 

cardiovascular disease? 
• Assessing a diagnostic test for depression? 
• Evaluating a medical therapy in a 

randomized trial? 
• Mining electronic health records? 
• Mining big data from metabolomics? 
• Assessing if women athletes with high 

natural testosterone should be excluded 
from the Olympics?  



Concluding comments 
• The use of P-values has become an epidemic affecting the 

majority of scientific disciplines 
• Strong selection biases make almost everything (seem) 

statistically significant 
• NHST and P-values are inherently most suitable/optimal for 

only a minority of current research 
• Using a more stringent threshold is a temporizing measure 

to avoid death-by-significance 
• NHST and P-values may be replaced in many fields by 

other inferential methods 
• Selection biases will need more drastic measures to be 

curtailed rather than just a change in inferential method   
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