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Abstract: 

Telemarketing via outbound phone channel has been a popular channel for organizations to improve 
customer experience or increase revenue for decades. Randomized control trial (RCT) or A/B testing is 
often used to measure program effectiveness, and in this case, the impacts of phone conversations. 
However, because only a small portion of customers tend to pick up such calls, RCT can only adequately 
measure the average treatment effect (ATE) in an Intent-To-Treat (ITT) setting. In our talk, Instrumental 
Variable (IV) method is proposed to estimate the effect of phone interactions only for the reached audience 
which is formally referenced as the Local Average Treatment Effect (LATE).   Armed with these additional 
insights (LATE), marketing managers can make more informed decisions on how to optimize future 
program effectiveness by either improving the phone scripts (if the treatment effects are small) or increasing 
the reach (if those effects are large but are diluted by a low reach rate).     

In addition to measurement and attribution, organizations are naturally motivated to improve program 
effectiveness by targeting a subset of customers who would generate relatively high individual treatment 
effects (or lift values).  To address this second objective, a new approach is proposed to optimize the lift 
values by combining a call pickup propensity model (to increase reach) and an uplift modeling approach 
(to identify heterogeneous treatment effect).  This integrated analytics framework can be leveraged to 
optimize the overall effectiveness of any intervention in an environment where it has limited reach.  The 
reached audience is often referred to as compliers in RCTs.  Finally, a realistic example will be used to 
illustrate the proposed framework. 

Key Words: 

Telemarketing; Intent-To-Treat; Instrumental Variable (IV); Local Average Treatment Effect (LATE); 
Compliers; Uplift Modeling; Conditional Average Treatment Effect (CATE) 

1. Introduction

Outbound telemarketing remains to be one of the common channels for marketing and sales even in this 
digital age. It has been reported that outbound telemarketing programs can generate higher response rates 
than email campaigns (Hadfield (2017)). Examples of a “response” include signing up as a new customer 
(acquisition), buying an additional product or service (cross-selling), purchasing a higher-end product or 
service (upselling), or continuing to be a customer (retention).  

To justify the marketing spend, organizations are often interested in measuring the impact of an outbound 
telemarketing program, typically through A/B testing or randomized controlled trial (RCT) where the target 
group is randomly split into treatment and control. However, a phone conversion with a customer or 
potential customer, regardless of how effective it might be, can only happen if the customer actually picks 
up the phone (see Figure 1). Another usage of A/B testing is to use the data from the experiment to build 
statistical or machine learning models predicting which types of customers are more responsive so that we 

 
1368



can improve future program outcome by targeting the right customers. This paper addresses both problems 
in a situation where an intermediate variable (call pickup in telemarketing) is inherently present as follows: 

1) How to measure the effect of the actual treatment when an intermediate variable is present (the act
of picking up the phone call or not is the intermediate variable in this case) .

2) How to improve future targeting when such an intermediate variable is available? Specifically, how
additional information from the intermediate variable can be incorporated in standard uplift
modeling method to improve targeting?

Figure 1. A Typical Telemarketing Program through A/B Testing. 

This paper is organized as follows. Section 2 will discuss the campaign measurement problem and introduce 
an Instrumental Variable (IV)-based technique to measure the effect of the actual treatment (after having 
phone conversations). We will illustrate the technique using simulated data on non-profit charity donation. 
Section 3 will discuss the problem of improving future targeting through the usage of an intermediate 
variable (call pickup) and compare the proposed methodology with the standard uplift modeling method 
using the simulated example. Section 4 will introduce other applications where our proposed techniques 
can also be applied, followed by concluding remarks in Section 5. 

2. Measuring the Effect of Actual Treatment

To measure the effect of a marketing campaign, a common method is through A/B testing or randomized 
controlled trial (RCT). As shown in Figure 1, campaign targets are randomly split into a treatment group 
(attempting to call them, Z=1) and a control group (not attempting to call them, Z=0). Since the treatment 
and control groups by design are similar in probability distributions of observed and unobserved variables, 
any difference in the outcome (Y) is attributable to the treatment (Z=1 vs 0) itself, resulting in measuring 
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causal effects as opposed to associations.  While this is the gold standard way of measurement (e.g., Hariton 
and Locascio (2018)), it does not provide a deeper insight organizations are often interested in:  what is the 
effect of the “actual” treatment or the phone conversation itself? The phone conversation can only happen 
when customers pick up the call (C=1). Comparing the response rates in Z=1 (treatment group) vs Z=0 
(control group) without conditioning on C will only measure the effectiveness of the program at the Intent-
To-Treat (ITT) level, i.e., measuring the effectiveness based on the population we intend to treat rather than 
a portion of the population who end up receiving the treatment. The response outcome (Y=1 or 0) can 
happen whether they pick up the call (comply, C=1) or not (C=0) in the treatment group (Z=1), or they 
never receive the call in the control group (Z=0). This is analogous to the scenario in randomized clinical 
trials where patients are prescribed a medicine in the treatment group (Z=1), but they may or may not choose 
to take the medicine (i.e., comply, C=1, or not, C=0). 

Measuring the effectiveness of the actual treatment (phone conversation) is equivalent to assessing the 
treatment effect among the compliers (i.e., those who pick up the call).  A naïve approach is to compare the 
response rate among compliers (C=1) in the treatment group (Z=1) against the entire control group (Z=0).  
However, the complier population due to self-selection bias (e.g., the most loyal customers with high 
balance) is no longer a random sample of the treatment group, and this has become a causal inference 
problem with observational data rather than direct measurement with clean data from an RCT experiment.  
Although methodologies from statistics and social sciences exist to solve such causal inference problems, 
including the commonly used propensity score matching or weighting (e.g., Rubin (2006), Rubin & 
Waterman (2006), Rosenbaum (2002, 2010), and Imbens and Rubin (2015)), these methodologies would 
require us to identify an appropriate set of confounders which are not always fully observable.  Given the 
business problem and the limitations of standard causal inference methodologies, we would introduce an 
Instrumental Variable (IV)-based methodology, inspired by a similar application in the biomedical settings, 
e.g., Carmody et al (2018) and Imbens and Rubin (2015, ch.23), as an alternative solution.

Instrumental Variable (IV) is defined as an exogeneous variable that only affects the outcome (Y) through 
an intermediate variable (Imbens and Rubin 2015, ch.23, Morgan & Winship 2015, ch.9 and Angrist and 
Pischke 2009, ch.4). This requirement is also known as “exclusion restriction.” In our earlier example, 
the intermediate variable is having phone conversations (i.e., the actual treatment or complier, C), while 
being selected to the treatment group or not (i.e., attempt to call or not, Z) is the IV. It is also a perfect IV 
because it should not impact any outcome unless a phone conversation happens as seen in this causal path: 
𝑍 → 𝐶 → 𝑌. 

To obtain the Average Treatment Effect (ATE) of the compliers, let’s start with the ATE of the entire 
program at the ITT level which can be expressed as follows using the Law of Iterated Expectation: 

𝐴𝑇𝐸 (ITT) = 𝐴𝑇𝐸 (Complier) ∗ 𝑃(Complier) + 𝐴𝑇𝐸 (Non_Complier) ∗ 𝑃(Non_Complier)         (1) 

If we are willing to assume 𝐴𝑇𝐸 (Non_Complier) =  0, i.e., the response outcome of non-compliers is 
NOT impacted by “failed to treat” (failed to have a phone conversation), then from (1), ATE of the 
compliers can be derived by the Wald Estimator: 

𝐀𝐓𝐄 (𝐂𝐨𝐦𝐩𝐥𝐢𝐞𝐫) =
𝐀𝐓𝐄 (𝐈𝐓𝐓)

𝐏(𝐂𝐨𝐦𝐩𝐥𝐢𝐞𝐫)
 (2) 

Equation (2), originated by Abraham Wald in 1940, is known as the Local Average Treatment Effect 
(LATE) or more intuitively, Complier Average Causal Effect (CACE). Note that the denominator of 
Equation (2), 𝐏(𝐂𝐨𝐦𝐩𝐥𝐢𝐞𝐫) is simply the proportion of compliers in the “intent to treat” group. See Gordon 
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et al (2019), DiazOrdaz et al (2018), Little et al (2009), and Schochet and Chiang (2009) for discussions of 
CACE. 

Below are some common reasons why it is useful to estimate the average treatment effect among the 
compliers (LATE): 

1) The marketers want to know if the intervention itself (call script) is effective in driving
take-actions.

2) If the overall ATE (ITT) effect is low, data scientists and marketers would like to
understand if it is caused by a) low complier rate or b) low impact even among compliers?
These additional insights enable us to focus on the right component for future
improvement.

Example: Charity Donation 

We will illustrate the above method with a simulated example inspired by real use cases for a non-profit 
agency. Assuming the agency runs an annual fundraising campaign by outbound phone calls to past donors 
to encourage them to contribute again. Given their limited staff, the agency must select the most responsive 
donors to contact.  

We assume a data set is available for a historical campaign based on an RCT design including the following 
information (details of the simulation assumptions are in the appendix): 

• 80-20% split between treatment (400K) and control (100K)
• Randomly split into training (300K) and holdout (200K)
• Response variable (Y): Donate or not
• Predictors available:

▪ Age of donor
▪ Frequency – # times a donation was made in the past 3 years
▪ Spent – average $ donation in the past
▪ Recency – year of the last donation
▪ Income
▪ Wealth

• Call pickup probability (for C = 1) is a function of Recency, Age, and
• Response probability is a function of phone conversation (C), Age, Spent, and Frequency

As seen in Figure 2, the response rates in the treatment arm (Z=1) and control arm (Z=0) are 5.8% and 
1.8%, respectively. As a result, the ATE (ITT) for the entire campaign is the difference between the two, 
which is 3.9%. Since the call pickup rate is 18.6%, the estimated LATE using Equation (2) is simply 3.9% 
/ 18.6% = 21.0%. The actual LATE from our simulation is 20.9% so the estimate is very close to the actual 
result in this case. Note that if we simply compare the response rates in C=1 to Z=0 (a naïve estimate that 
ignores the potential selection bias of the compliers), it would be 21.7% - 1.8% = 19.9%, or if we compare 
the response rates in C=1 to C=0 (a naïve estimate that does not control for the differences between the two 
groups), it would be 21.7% - 2.1% = 19.6%, which are both slightly off from the true theoretical value. 
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3. Targeting Improvement using Model Decomposition and Integration for Uplift Modeling

As one of the key applications of predictive analytics and machine learning, models are often 
developed at the individual customer level to predict which customers are likely to respond to a marketing 
campaign based on the characteristics of the customers in the modelling population. Traditional response 
models are designed to identify likely responders regardless of whether these customers are contacted. A 
paradigm shift happened when Radcliffe & Surry (1999) and Lo (2002) proposed the Uplift or True lift 
modeling method to discover customers whose decisions would be positively influenced by marketing 
interaction instead of finding those who would respond naturally. Subsequent methodological 
developments and case studies include Radcliffe (2007a,b), Radcliffe & Surry (2011), Kane et al (2014), 
Athey & Imbens (2015), Lo & Pachamanova (2015), Pachamanova et al (2021). Gutierrez & Gerardy 
(2016) and Devriendt et al (2018) provide surveys of uplift modeling methodologies. An end-to-end 
coverage of uplift modeling, from sampling and design of experiment to model development and treatment 
optimization, is included in Haughton et al (2021, expected). 

Uplift modeling relies on data from RCT or A/B testing in which a randomly-assigned control 
group is available. Similar research and applications in biomedicine for personalized or precision 
medicine include Cai et al. (2011) and Yong (2015, ch.3), and applications in political election are 
documented in Porter (2013), Scherer (2012), Siegel (2013a), and Samuelson (2013) which began with 
the 2012 presidential campaign as a key case study.  

The main objective of uplift modeling is to predict individual customers lift values (or individual 
treatment effects), defined as:  

𝐿𝑖𝑓𝑡 (𝑥) ≔  𝑃(𝑌 = 1 | 𝑍 = 1,  𝑋 = 𝑥) –  𝑃(𝑌 = 1 | 𝑍 = 0,  𝑋 = 𝑥)  (3) 

where 𝑌 is the response outcome, 𝑍 is the intent-to-treat variable, and 𝑋 is a set of available covariates or  
features describing individual characteristics. This modeling technique is enabled by the differentiating 
ability of the available covariates or predictors, 𝑋, which typically include individual demographics and 
past behaviors. Similar to the previous section, this estimate is at the ITT (intent-to-treat) level but is 
individual specific rather than a group average. Since this is conditional on covariates, it is also known as 
Conditional Average Treatment Effect (CATE), as opposed to the overall group-level treatment effect 
ATE discussed in the previous section.  

We now address the scenario where an intermediate variable, C (pick up a phone call or not in 
our case), is available. Referring to Figure 1 or 2, for those in the treatment group (𝑍 = 1), the campaign 
process happens in this sequence:  intent-to-treat (attempt to call customers), customers pick up the calls, 
and customers take actions, i.e., 𝑍 → 𝐶 → 𝑌.   We can decompose this process into two steps:  

1) 𝑍 → 𝐶 describes the call pickup (or complier), and
2) 𝐶 → 𝑌 describes the response among those picked up the call, i.e., among the compliers.

As a result, the overall probability of response for those who received a call (i.e., intended to be called) 
can be decomposed using the Law of Total Probability as follows: 

P(response | received a call) 

= P(pick up the call | received a call) P(response | pick up the call) 

+ P(do not pick up the call | received a call) P(response | do not pick up the call).
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Mathematically, the problem is expressed as: 

𝑃(𝑌 = 1 | 𝑍 = 1,  𝑋 = 𝑥) 
=  𝑃(𝐶 = 1 | 𝑍 = 1,  𝑋 = 𝑥) 𝑃(𝑌 = 1 | 𝐶 = 1,  𝑍 = 1,  𝑋 = 𝑥)

+ (1 − 𝑃(𝐶 = 1 | 𝑍 = 1,  𝑋 = 𝑥)) 𝑃(𝑌 = 1 | 𝐶 = 0,  𝑍 = 1,  𝑋 = 𝑥)      (4) 

This decomposition serves an important purpose in that it enables us to model the two steps in equation 
(4) separately.  A major advantage of this approach is that it allows for a different set of features to enter
each component model, further increasing the predictive accuracy of the combined outcome.

To arrive at the lift value (Equation (3)) which is the key decision metric for targeting, we will need to 
subtract the model score for the control response probability, 𝑃(𝑌 = 1 | 𝑍 = 0,  𝑋 = 𝑥),  from equation 
(4). Note that this probability will need to be estimated through a separate model. 

Finally, we assume that the response rate is the same for those in the control (𝑍 = 0) and those who did 
not pick up the call in the treatment group (𝐶 = 0 and 𝑍 = 1), i.e.,  

𝑃(𝑌 = 1 | 𝐶 = 0,  𝑍 = 1,  𝑋 = 𝑥) =  𝑃(𝑌 = 1 | 𝑍 = 0,  𝑋 = 𝑥).
This assumption is intuitive and reasonable because both groups never had an opportunity for a phone 
conversation1.  This enables us to combine the two groups, i.e., {𝑍 = 0} ∪ {𝐶 = 0,  𝑍 = 1}, in a single 
model to predict 𝑌 = 1.  

In summary, the approach we propose includes estimating the following three models separately: 

1) Call pickup probability in the treatment group: 𝑃(𝐶 = 1 | 𝑍 = 1,  𝑋 = 𝑥)
2) Response probability among the compliers in the treatment group: 𝑃(𝑌 = 1 | 𝐶 = 1,  𝑍 = 1,  𝑋 =

𝑥)
3) Response probability among the non-compliers in the treatment group which is assumed to be the

same as the response probability in the control group: 𝑃(𝑌 = 1 | 𝐶 = 0,  𝑍 = 1,  𝑋 = 𝑥) =  𝑃(𝑌 =
1 | 𝑍 = 0,  𝑋 = 𝑥)

Once the above model estimates are available, they will be assembled using Equations (4) and then (3) to 
compute the lift estimate at the individual level for campaign prioritization. In summary, this new Integrated 
Model not only uses data required by standard uplift models, but also takes advantage of the additional 
information contained in the intermediate variable through probability decomposition. 

Example: Charity Donation (continued) 

To continue with the example in the previous section, we apply the above Integrated Model to the simulated 
data in the charity donation case and compare this new method with the following more standard 
methodologies: 

1) Baseline: Treatment only model, which is a predictive model built based on the treatment group only,
i.e., directly modeling 𝑃(𝑌 = 1 | 𝑍 = 1,  𝑋 = 𝑥) without using any data from the control group. This

1 This is similar to the assumption of assigning 𝐴𝑇𝐸 (Non_Complier) =  0 in Equation (1) in the previous 
section with the LATE. 
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approach used to be the standard technique prior to the invention of uplift modeling and is still routinely 
used today for campaign targeting; and 

2) Standard Uplift Model: This set of methodologies is to model the individual lift in Equation (3) (without
any decomposition proposed in this section). While there are alternative techniques available, for
illustration purposes, we will use the two-model approach which models the treatment and control response
probabilities separately: 𝑃(𝑌 = 1 | 𝑍 = 1,  𝑋 = 𝑥) and  𝑃(𝑌 = 1 | 𝑍 = 0,  𝑋 = 𝑥), before taking the
difference as in Equation (3), as covered in Kane et al (2014), Lo & Pachamanova (2015), and Pachamanova
et al (2020).

The results over the test (holdout) sample (Figures 3-4) indicate that that the Integrated Model posts the 
strongest performance, followed by the uplift model, with the baseline conventional model finishing in last 
place.   Summary model performance measures in terms of Gini confirm this conclusion.  See Kane et al 
(2014) for a discussion of Gini and Gini 15% (which focuses on the top 15% or 1.5 decile as target audience 
in campaigns).  

Figure 3. Lift Chart for the Charity Donation Simulated Example 
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Figure 4. Gains Chart for the Charity Donation Simulated Example 

Table 1. Performance Metrics for the Charity Donation Simulated Example 

4. Other Applications of Our Proposed Methodologies

While our paper focuses on outbound telemarketing program, the proposed methodologies based on 
instrumental variable and probability decomposition can be applied more broadly in other similar situations 
such as: 

1) Webinar invitation: the goal in this case is to invite customers to a webinar through A/B testing so
they may take a desirable action after attending the webinar but typically not everyone invited will
show up (Z = invited, C = attend, Y = take action).

2) Email marketing: when emails are sent out to customers in an A/B test, they will have to open the
email or click a link before being directed to the website to take an action (Z = email sent, C =
open/click, Y = take action).

3) Digital display marketing: in a typical online digital display A/B test, the goal may be for customers
to click on a banner ad but they will have to be able to see it first (Z = customer slated for an ad
impression, C = ad impression is rendered, Y = click on the ad).

4) Pharmaceutical Clinical Trials: in a randomized clinical trial setting where some patients are assigned
to receive a drug to determine its impact on their health outcome, they will have to take the medicine
first (Z = drug prescription, C = take the medicine, Y = health outcome).

5) Digital health: when individuals are recommended to follow health-related advice (e.g., nutrition,
exercise, or sleep) in an A/B test in order to measure the impact on health outcome, they will have to
follow the advice first (Z = message recommended, C = follow advice, Y = health or cost outcome).

5. Concluding Remarks

We have proposed two methodologies for outbound telemarketing where customers will have to 
pick up the phone to receive an actual treatment (phone conversation). First, an instrumental 
variable (IV) based methodology is proposed to causally estimate the effect of the phone 
conversation on business outcome among those who picked up the call (i.e., compliers). These 
insights enable marketing managers to make more informed decisions on how to optimize future program 
effectiveness by either improving the phone scripts (if the treatment effects are small) or increasing the 
reach (if those effects are large but are diluted by a low reach rate).    Second, we have proposed a new 
methodology for improving future campaign targeting by integrating standard uplift modeling 

Model Gini Gini 15%

Baseline: Treatment Only 4.93 0.65

Standard Uplift Model 5.20 0.83

Integrated Model 5.69 0.95
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technique with the intermediate variable (call pickup).  Using simulated data, we have 
demonstrated that the new approach generates a stronger performance than conventional 
approaches. Finally, we have provided a list of potential application areas where our proposed 
methodologies can be utilized to measure program effectiveness and improve ability of targeting. 
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Appendix: Details of the Charity Donation Simulation Example 

The following assumptions are used in the simulation example in this paper for the 

response variable, call pickup, and predictors: 

𝐴𝑔𝑒 ~ 𝑁(55,  102), ln(𝑖𝑛𝑐𝑜𝑚𝑒)~ 𝑁(4 + 0.007 𝐴𝑔𝑒,  0.52) ,  𝑓𝑟𝑒𝑞𝑢𝑒𝑐𝑦 ~ 𝐵𝑖𝑛𝑜𝑚𝑖𝑎𝑙(10,0.25), 

𝑆𝑝𝑒𝑛𝑡′~ 5 ∗ 𝑁(8 𝑖𝑐𝑜𝑚𝑒,  1502), 𝑆𝑝𝑒𝑛𝑡 = max(10,  𝑆𝑝𝑒𝑛𝑡′) ,  

𝑊𝑒𝑎𝑙𝑡ℎ′~𝑁(4 𝑖𝑛𝑐𝑜𝑚𝑒 + 0.04 𝑖𝑛𝑐𝑜𝑚𝑒2 + 200,  1002),  𝑊𝑒𝑎𝑙𝑡ℎ = max(0.001, 𝑊𝑒𝑎𝑙𝑡ℎ′), 

and 𝑅𝑒𝑐𝑒𝑛𝑐𝑦 ~ 𝑃𝑜𝑖𝑠𝑠𝑜𝑛(1); 

𝑃𝑖𝑐𝑘𝑢𝑝 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =
1

1+exp (−(−6.5 −0.3 𝑅𝑒𝑐𝑒𝑛𝑐𝑦 −0.15 𝐴𝑔𝑒))
, 

𝑃𝑖𝑐𝑘𝑢𝑝 ~ 𝐵𝑖𝑛𝑜𝑚𝑖𝑎𝑙(1, 𝑃𝑖𝑐𝑘𝑢𝑝 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦); 

IF 𝑃𝑖𝑐𝑘𝑢𝑝 = 1,  𝑡ℎ𝑒𝑛 𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =
1

1+exp (−(−16+3.3+
150 𝐴𝑔𝑒+𝑆𝑝𝑒𝑛𝑡+100 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦

1000
))

, 

Else 𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =
1

1+exp (−(−16+
90 𝐴𝑔𝑒+𝑆𝑝𝑒𝑛𝑡+100 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦

1000
))

 .
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