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Abstract 

Predicting all-cause mortality is a major goal of public health and often medicine in general. 
Variables such as high blood pressure, advanced age, smoking status, and other factors have 
been associated with an increased risk in all-cause mortality. The CDC’s Third National Health 
and Nutrition Examination Survey (NHANES III) is a large nationwide probability sample of 
39,695 persons. NHANES provides sample information regarding relevant health metrics for 
example blood pressure or age, in addition to patient vital status during the time period. To 
retrospectively determine which features are most relevant in predicting mortality, a selection of 
machine learning models including logistic regression, decision tree classifier, and a random 
forest classifier were trained on the dataset and compared based on accuracy, precision, F1 score, 
and subsequently area under a receiver operating characteristic curve. Overall, the random forest 
classifier seemed to provide the best predictive performance with an accuracy of 0.99, exceeding 
the 0.95 threshold. Scientists could apply this methodology to guide mortality prediction or other 
specific outcomes. 
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1. Introduction  

Previous analyses have been conducted using the NHANES dataset to examine mortality, 
although these have been primarily survival analyses. A recent analysis from 2019 observed that 
all-cause mortality was associated with mean blood pressure, age, metabolic syndrome status, 
and was also influenced modestly by sex (1). A 2013 paper using NHANES in turn found that 
smoking status is also associated with all-cause mortality (2). This is consistent with previous 
research findings, and what has become conventional clinical wisdom that smoking can 
contribute to illness. Notably, neither of these papers applied machine learning techniques to 
analyze mortality in NHANES (1,2). Where machine learning models have been applied to 
mortality prediction in medicine, they have been applied prospectively or concurrently in settings 
such as an intensive care unit (ICU)  following an unplanned extubation, as a recent landmark 
paper published in Nature shows (3). While impressive, an unplanned extubation in an ICU is a 
very specific situation and leaves a more general question concerning mortality prediction 
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unanswered. Namely, how well can commonly deployed machine learning algorithms predict 
mortality in a large national dataset? In this analysis, a logistic regression, random forest 
classifier, decision tree classifier, Naive Bayesian Classifier, XG Boost, and CatBoost were 
deployed and compared upon their prediction accuracy. 
 

2. Methods 

 

NHANES itself is unique based on the fact it combines diagnostic information with risk factor 
data obtained from surveys involving the same participants. This was the primary reason the 
NHANES dataset was selected. NHANES III contains 15838 rows and 32 columns composed of 
32 separate risk factors. The average set of values for each variable for those who lived, and 
those who dead were summarized in the dataset. 
 
The primary reason a logistic regression, decision tree and random forest models are selected is 
because we were attempting to solve a binary classification and prediction problem. Since these 
are typically well-regarded methods for classification and prediction, they allow us to predict 
mortality in the NHANES dataset. Support vector machines and neural network-based models 
were not included due to time limitations of the project. It remains likely that models could be 
expected to preform similarly well, and future analysis may include these procedures. 
 
Prior to analysis, data was balanced by minority oversampling and K-fold cross validation with 
k=10 used to generate more reliable testing and training sets. Feature selection was performed to 
determine which features were of the most relevant interest in predicting all-cause mortality. 
Initially, factors shown to be associated with all-cause mortality such as age and blood pressure 
were used. 
 
Generally, models with an accuracy of 95% or greater are recommended in prediction and 
classification. Thus, this was the primary benchmark upon which we evaluate the performance of 
our models, although comparisons will also be shown regarding F1 score, ROC curve and 
confusion matrices.  
 

Data preprocessing posed the greatest detriment to the project and thus required the most time. 
The first issue was the sheer amount of missing data. Missing data was analyzed by each 
variable. Overall, NHANES was missing a 63% of low-density-lipoprotein (LDL) data. This 
accounted for roughly 9,500 missing entries.  This was dropped from the analysis. Secondly, 
there was substantial collinearity between the variables, for example, the dataset contained not 
only continuous data for LDL and age, but also stratified data for these variables.  All stratified 
data variables were also eliminated from the analysis. The next step was to properly encode our 
binary target and feature variables. Binary encoding was done for mortality status, obesity, 
smoking status, high glucose, metabolic syndrome, fasting, hypertensive status, and high 
triglyceride status. Dummy variable encoding was done for diabetes status, where the groups 
analyzed were diabetic, pre-diabetic, and non-diabetic, and for race/ethnicity, where the groups 
analyzed were white, black, Hispanic and multi-race.  
 
The next step was balancing data for our target variable, mortality status. The initial split 
between “dead” and “alive” was 2162 dead and 9244 alive. This initially posed significant 
problems when the analysis was run without balancing and without cross validation. For 
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example, the logistic regression AUC was initially 0.73, compared with the rectified 0.82. In 
order to rectify the balance issue, minority oversampling was used. Minority over sampling 
resulted in an even split with 9244 alive and 9244 classified as dead. The next step was model 
selection where a full model involving diabetes status, age, SES, cholesterol, triglycerides, HDL, 
BMI, serum albumin, diastolic blood pressure, sex and smoking status was selected based on 
previous research and public health domain expertise. The same model was applied using all 
three techniques.  
 

3. Results 

Following figures show the results of various methods we applied in order to predict and classify 
mortality. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1:  In comparing a Logistic Regression with Random Forest Classifier and CatBoost 
Classifier, the Random Forest Classifier had the greatest AUC at 0.95. CatBoost Classifier had 
an AUC of 0.89, while the Logistic Regression had an AUC of 0.82. The Random Forest had the 
highest AUC of all models tested. 
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Figure 2: In comparing a Naive Bayesian Classifier, XGBoost Classifier and a Decision Tree 
Classifier, the XGBoost classifier had the greatest AUC with an AUC of 0.92. The Decision Tree 
Classifier was a close second with an AUC of 0.91. The Naive Bayesian Classifier was the 
weakest performing model of all tested with an AUC of 0.75. 
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: A comparison of the two top performing models, XGBoost (top) and Random Forest 
Classifier (bottom). Overall, the Random Forest Classifier provided the most accuracy with an 
accuracy of 0.99. 

 
2323



 

 

 

 

 

 

 

 

 

 

 

Figure 4: Feature importance of the top performing Random Forest Classifier model. Overall, 
age was the most significant feature. 
 

4. Discussion  

To the best of our knowledge, this is the first attempt at applying machine learning models to 
predict mortality in the NHANES dataset. Of the three methods utilized, the random forest 
classifier produced the best accuracy, of over 99%. This is similar to the results obtained using 
ICU data after an unplanned extubation, where the random forest preformed the best of the 
models used (3). This was compared with 93% accuracy for the decision tree classifier and 81% 
for the simple logistic regression. The only model that preformed with higher accuracy than the 
sought after 95% accuracy threshold was the random forest classifier.  The ROC AUC was also 
highest for the random forest classifier with a 0.99%. This was compared with 93% and 82% for 
the decision tree model and logistic regression model, respectively. Overall, age was the best 
predictor of all-cause mortality.  
 
 Regarding feature importance, there are a few notable results that require further analysis in 
subsequent studies. Smoking status strikingly offered little predictive capacity (Figure 4). There 
are many potential reasons for this. Foremost, it is possible individuals near death are too sick to 
smoke and thus are “non-smokers”. We do not have information concerning their past tobacco 
usage, or if they used alternate tobacco products.  Secondly, due to the fact this is a binary 
variable, we do not have information concerning the dosage or length of smoking for smokers. 
Clearly, smoking a cigarette a day vs a pack a day would produce different effects. Finally, there 
are strict longitudinal limitations involved in this data set. For example, we do not know when 
individuals are dying, only that their death occurred somewhere between the years 1988 and 
1994. It is possible smokers on average die sooner, just not in significantly larger numbers to 
detect. This is also not concordant with a previous analysis of NHANES (2). 
 
Regarding the longitudinal limitations and the uncertain importance of smoking status, future 
studies could include a survival analysis and focus primarily on smoking status as a predictive 
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variable. Furthermore, ablation studies could be useful in this context. It remains to be seen what 
removing certain features will do to smoking status. This is fertile ground for future analyses. 
Future studies can also include neural networks and SVMs, which were left out due to time 
constraints.  
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