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#### Abstract

Machine learning (ML) models typically train on one dataset, then assess performance on another. We consider the case of training on a given dataset, then determining which (large batch of) unlabeled candidates to label in order to improve the model further. Each candidate we score by its associated prediction error(s).

We concentrate on the large batch case for two reasons: (1) While choose-1-then-update (batch of size 1) successfully avoids near-duplicates, a choose- $N$-then-update (batch of size $N$ ) needs additional constraints to avoid overselecting near-duplicates. (2) Just as large data volumes enable ML, updates to these large data volumes tend also to come in largish batches.

Model uncertainty we estimate by 50 -percent samples without replacement. Using a twolevel orthogonal array with $n-1$ columns, the resulting maximally balanced half-samples achieve high efficiency; the result is one model for each column of the orthogonal array. We use the associated $n$-dimensional representation of prediction uncertainty to choose which $N$ candidates to label.

We illustrate by fitting keras-based neural networks to about 20 percent of the MNIST handwritten digit dataset. keywords: I-optimality, jackknife, neural networks, orthogonal arrays, prediction covariance matrix, prediction uncertainty


## 1 Introduction

This work explores the boundary between the rather classical statistical approaches to experimental design and the relatively more modern approaches to predictive modeling, especially those associated with machine learning (ML) and machine intelligence.

### 1.1 Experimental Design

Statistical experimental design theory posits an experimental domain or space. Factorial designs place points in the corners of this space, achieving high statistical efficiency and enhanced sensitivity to interactions. Box and Hunter (1961a, 1961b) bring two-level factorial designs to substantial maturity, now encapsulated in the classical texts of Box, Hunter, and Hunter (2006) and Montgomery (2013). Plackett and Burman (1948) presented two-level orthogonal arrays for powers other than 2. This line of research and practice emphasizes symmetry properties and highlights orthogonal arrays. Taguchi (1987) expanded the popularity of orthogonal arrays further, especially in the context of estimating variance functions. Daniel (1959) developed the use of orthogonal array contrasts to visualize statistical significant results against background noise.

In their domain of application, two-level designs are statistically optimum. This efficiency comes from three properties: (a) Each coefficient is estimated using all observations. (b) The weights on these observations are equal in absolute value. This implies they are variance-minimizing. (c) The orthogonality implies that each coefficient estimate is uncorrelated with other coefficients. These properties foreshadow a high-efficiency claim we make in section 2.6.

A complementary approach formulates experimental designs as solutions to optimization problems. Wald (1943) introduces D-optimality, which seeks to minimize the volume of the confidence ellipsoid of the coefficients; this volume corresponds to the determinant of the coefficients' variancecovariance matrix. Kiefer and Wolfowitz (1960) propose G-optimality, which corresponds to the largest (greatest) prediction error within a bounded experimental domain; they demonstrate the asymptotic equivalence of D- and G-optimality.

Like G-optimality, Studden (1977) focuses on prediction error, and proposes I-optimality, minimizing the average prediction error - its integral - over a bounded experimental domain. Hardin and Sloane (1993) observe that, relative to D-optimal solutions, I-optimal solutions give rather more preference to points near the center of the experimental domain.

### 1.2 Machine Learning

The distinction between the coefficient-centric D-optimal criterion and the prediction-centric Ioptimal criterion finds some analogy in the difference between statistical models and those of machine learning/artificial intelligence (ML/AI). Breiman (1985) articulates this distinction, which is brought to fruition by Friedman, Hastie, and Tibshirani (2010) and with weak learner theory of Freund et al (2003). Haykin (1998), Bengio et al (2015), and Krizhevshy et al (2012) favor neural network-based models as near-universal interpolators.

The operations research literature has developed approaches to trial-and-error algorithms that work toward online optimization and control. Bellman's classic result articulates the explore-exploit dilemma. For multi-armed bandits, see McMahon and Streeter (2009). Reinforcement learning (RL) adapts more thoroughly to feature spaces, see Sutton and Barto (2018). Characteristic of RL is iteration between proposing a trial and its adaptation to the resulting response. Some versions favor proposals with higher uncertainty, in effect including an explore term into the exploit objective function.

While most of ML/AI presumes a static dataset for training, there has always been an interest in online model updates to streams of data. See, for example, McMahon and Streeter (2014). Sahoo (2017) describe one adaptation of deep learning to the online problem.

It is primarily the field of active learning (AL) that addresses the problem of which candidates for training to label. Settles (2009) offers a still well-cited survey of this field. Lewis and Gale (1994) describes the classic sequential algorithm, and Seung et al (1992) present what has come to be called the query-by-committee algorithm. Cohn et al (1996) implements AL for statistical models, while Schohn and Cohn (2000), Tong and Koller (2001), and Tong and Chang (2001) interweave AL with support vector machines.

For batch labeling problems, Brinker (2003) and Xu et al (2007) build on Tong and Koller (2001) by explicitly incorporating a diversity measure; Brinker uses a minimax correlation, Xu et al a Kullback-Liebler density distance. Working within the framework of logistic regression, Hoi et al (2006) consider the parameters' Hessian matrix. Guo and Schuurmans (2008) propose the entropy of any proposed batch, working around the problem of not knowing labels by an "optimistic" heuristic.

### 1.3 New Molecule Discovery

In the present work, we focus on proposing data, in part to identify new optima, in part to refine our tentative model. Enabled by high-throughput experimental capabilities, our proposals are required to consist of relatively large batches. As is typical of interesting statistical work, the optima we seek are quite, quite rare - yet-to-be-discovered proteins or drug molecules. For this reason, the current draft of the model is imperfect, a deep neural network of some form, say. The large batch requirement appears to put it outside the reach of RL and exposes the ad hoc selection criteria used by AL. Nonetheless, our effort may be fairly summarized as proposing a modification to the RL and AL objective functions, one that elegantly extends to large-batch supplements.

In this paper, we select from $C$ potential candidates - this is an externally defined data structure. For our purposes, these $C$ candidates have known feature vectors, $\mathbf{x}_{c}, c=1,2, \ldots, C$, but unknown responses/labels/rewards $y_{c}, c=1,2, \ldots, C$. So we want to pick a subset of size $C_{1}$ candidates, $C_{1}<C$ to label.

## 2 Approach

### 2.1 The Prediction Variance-Covariance Matrix

Our approach combines two ideas. One idea is that if we were able to posit a prediction variancecovariance matrix $\mathbf{V}$, we can judiciously solve for which $C_{1}$ candidates to use. The second idea is that we propose a particular approach to estimating this variance-covariance matrix $\mathbf{V}$, one based
on carefully balancing half-samples. Along the way, we are sensitive to issues of computational scaling, and consider an option that bypasses computing directly the $C \times C$ matrix $\mathbf{V}$.

Consider two candidates $a \neq b \in\{1,2, \ldots, C\}$, with feature vectors $\mathbf{x}_{a}$ and $\mathbf{x}_{b}$, respectively, and unobserved rewards $y_{a}$ and $y_{b}$. We have a model $M$ by which we make predictions $\hat{y}\left(\mathbf{x}_{a}\right)$ and $\hat{y}\left(\mathbf{x}_{b}\right)$, respectively. Let us suppose we can estimate $\mathbf{V}[a, b]=\operatorname{COV}\left\{\hat{y}\left(\mathbf{x}_{a}\right), \hat{y}\left(\mathbf{x}_{b}\right) \mid \mathbf{x}_{a}, \mathbf{x}_{b}, M\right\}$. When $\mathbf{x}_{a}=\mathbf{x}_{b}, \mathbf{V}[a, b]=\mathbf{V}[a, a]$ and is merely the squared standard error of prediction $\hat{y}\left(\mathbf{x}_{a}\right)$. It is obvious, in a way approaching tautological, that $\mathbf{V}[a, b] \rightarrow \mathbf{V}[a, a]$ as $\mathbf{x}_{b} \rightarrow \mathbf{x}_{a}$. In this way, $\mathbf{V}$ captures a sense in which observing $\mathbf{x}_{a}$ might make observing $\mathbf{x}_{b}$ unnecessary. This issue we call the problem of near duplicates: When $\mathbf{x}_{b} \approx \mathbf{x}_{a}, \mathbf{V}[a, a] \approx \mathbf{V}[b, b] \approx \mathbf{V}[a, b]$ and $\mathbb{C O R}\left(\hat{y}\left(\mathbf{x}_{a}\right), \hat{y}\left(\mathbf{x}_{b}\right)\right) \rightarrow 1$, and there is not offer much incremental benefit from observing both $a$ and $b$ beyond that of just observing one of $a$ or $b$.

For a linear model, we can establish some intuition for $\mathbf{V} . \hat{y}\left(\mathbf{x}_{a}\right)=\mathbf{x}_{a}^{\top} \mathbf{b}$, $\operatorname{so} \mathbb{C O V}\left(\hat{y}\left(\mathbf{x}_{a}\right), \hat{y}\left(\mathbf{x}_{b}\right)\right)=$ $\mathbf{x}_{a}^{\top} \operatorname{COV}(\mathbf{b}, \mathbf{b}) \mathbf{x}_{b}=\mathbf{x}_{a}^{\top}\left(\mathbf{X}^{\top} \mathbf{X}\right)^{-1} \mathbf{x}_{b}$. So if we have a model fit with matrix of features $\mathbf{X}$ and candidates $\mathbf{Z}$, the variance-covariance matrix of predictions $\operatorname{COV}\left(\hat{y}\left(\mathbf{z}_{a}\right), \hat{y}\left(\mathbf{z}_{b}\right)\right)_{a b}$ is $\left(\mathbf{Z}\left(\mathbf{X}^{\top} \mathbf{X}\right)^{-1} \mathbf{Z}^{\top}\right)_{a b}$. Now consider updating $\mathbf{X}_{0}$ with one more row: $\mathbf{X}_{1}=\left(\mathbf{X}_{0}^{\top} \mid \mathbf{x}_{1}\right)^{\top}$. From Sherman-Morrison's (1949) rank-1 update, we have $\left(\mathbf{X}_{1}^{\top} \mathbf{X}_{1}\right)^{-1}=\left(\mathbf{X}_{0}^{\top} \mathbf{X}_{0}\right)^{-1}-\mathbf{x}_{1} \mathbf{x}_{1}^{\top} /\left(1+\mathbf{x}_{1}^{\top}\left(\mathbf{X}_{0}^{\top} \mathbf{X}_{0}\right)^{-1} \mathbf{x}_{1}\right)$. If we associate $\mathbf{V}_{0}$ with $\mathbf{X}_{0}$ and $\mathbf{V}_{1}$ with $\mathbf{X}_{1}$, the Sherman-Morrison calculation gives us that $\mathbf{V}_{1}=$ $\mathbf{V}_{0}-\mathbf{V}_{0}[, c] \mathbf{V}_{0}[, c]^{\top} /\left(1+\mathbf{V}_{0}[c, c]\right)$.

We make three observations regarding $\mathbf{V}$. (1) First, various optimal design criteria are functions of $\mathbf{V}$. In particular, its largest diagonal element, $\max (\operatorname{diag}(\mathbf{V}))$, corresponds to the G-optimal criterion. In similar vein, $\operatorname{ave}(\operatorname{diag}(\mathbf{V}))$ gives the I -optimal criterion, $\operatorname{trace}(\mathbf{V}) / C$. (2) $\mathbf{V}$ is a precision matrix, and if we newly observe $\mathbf{x}_{c}$, we can update $\mathbf{V}$ by the Sherman-Morrison (1949) rank-1 update:

$$
\mathbf{V}_{k+1} \leftarrow \mathbf{V}_{k}-\mathbf{V}_{k}[, c] \mathbf{V}_{k}[, c]^{\top} /\left(1+\mathbf{V}_{k}[c, c]\right)
$$

For trace $\left(\mathbf{V}_{k+1}\right)$, the (scalar) decrement from trace $\left(\mathbf{V}_{k}\right)$ is $\mathbf{V}_{k}[, c]^{\top} \mathbf{V}_{k}[, c] /\left(1+\mathbf{V}_{k}[c, c]\right)$. This decrement has two components: (a) $\mathbf{V}_{k}[c, c]^{2} /\left(1+\mathbf{V}_{k}[c, c]\right)$ is the influence of candidate $c$ on its own prediction, classical leverage. (b) $\sum_{d \neq c} \mathbf{V}_{k}[d, c]^{2} /\left(1+\mathbf{V}_{k}[c, c]\right)$ is the influence of including candidate $c$ on the mean squared prediction error of all the other candidates. When (a) dominates, the I-optimal criterion prescribes essentially memorizing the most uncertain candidates. When (b) dominates, the I-optimal criterion prioritizes those candidates whose predictions are more thickly correlated with many other candidates (interpolation). (3) Third, note that this Sherman-Morrison update can be calculated without actually needing to observe $y\left(\mathbf{x}_{c}\right)$.

By these three properties, $\mathbf{V}$ emerges as a principled object for constructing supplemental batches. The case against using $\mathbf{V}$ is this: as a $C \times C$ matrix, $\mathbf{V}$ becomes an uncomfortably large object as $C$ becomes large, $O\left(C^{2}\right)$. This concern is mitigated in section 3, algorithm 2, which adapts to operate on a $C \times n$ matrix instead, so is rank $n$ not potentially rank $C$, and computationally therefore is $O(C)$. Viswanathan et al (2019) likewise manage and manipulate a $C \times C$ precision matrix, in their case by using sparse matrix representations; their approach is a qualitatively different from the rank $n$ approach presented here as algorithm 2 .

As an aside, consider Sherman-Morrison in reverse: For observation $i$,

$$
\mathbf{V}_{k} \leftarrow \mathbf{V}_{k+1}+\mathbf{V}_{k+1}[, i] \mathbf{V}_{k+1}[, i]^{\top} /\left(1-\mathbf{V}_{k+1}[i, i]\right)
$$

So the increment to $\operatorname{trace}\left(\mathbf{V}_{k}\right), \mathbf{V}_{k+1}[, i]^{\top} \mathbf{V}_{k+1}[, i] /\left(1-\mathbf{V}_{k+1}[i, i]\right)$, quantifies the influence of observation $i$ in the current training set on the overall mean prediction error. As before, note that this increment draws attention to observations whose predictions are more thickly correlated with the predictions of other observations. This diagnostic therefore emerges as intrinsically useful, sufficiently so that it presents an additional reason for calculating $\mathbf{V}$ and its equivalents - one applicable even in contexts when supplementing batches is not of primary concern.

### 2.2 Sample Sizes for Variances

For histograms, a rather well-known rule of thumb for the sample size is $n=50$. The detailed rationale for this is as follows: (a) The proxy for the precision of a histogram is the precision of its spread, e.g. its standard deviation. (b) Based on Gaussian theory and the chi-square distribution, one achieves for an estimated standard deviation a 95 percent confidence interval of $\pm 10$ percent with about $n=200$ degrees of freedom; this corresponds to one significant digit. (c) There is a square-root rule in effect, so doubling the tolerance to $\pm 20$ percent requires one fourth the data, hence, $n=50$.


Figure 1: Geometrical interpretation of the jackknife correction factors, (a) for half-sampling, (b) when retaining $n_{j}$ of $n$.

We now offer a forward reference to section 2.6: By consideration (b), one can reasonably use orthogonal arrays such as $O A(256)$, by consideration (c), $O A(48)$.

### 2.3 Half-Sampling

We now turn to estimating this prediction variance-covariance matrix $\mathbf{V}$. We use a resampling approach, 50 percent samples without replacement, which we term half-sampling. In this regard, it is a particular form of the jackknife of Quenouille (1956) and Tukey (1958).

Half-samples have a minor, if intriguing, property. The variance among random half-samples is an unbiased estimate of the variance of estimates based on the whole sample. This we illustrate in Figure 1a, which pictures a right isosceles triangle.

Denote the sample by $S$, which has $n$ observations and denote the $j$-th half-sample by $S_{j}$, which has $n_{j}=n / 2$ observations. Denote the estimand by $\tau=\mathbb{E}\{T(S)\}=\mathbb{E}\left\{T\left(S_{j}\right)\right\}$. Of primary interest is the standard error of $T(S), \mathbb{V} \mathbb{A}\{T(S)\}^{1 / 2}$, where $\mathbb{V} \mathbb{R}(T(S))=\mathbb{E}\left\{(T(S)-\tau)^{2}\right\}$. This is not straightforward to estimate because $\tau$ is unknown. However, $\mathbb{E}\left\{\left(T\left(S_{j}\right)-\tau\right)^{2}\right\}=\mathbb{E}\left\{\left(T\left(S_{j}\right)-\right.\right.$ $\left.T(S))^{2}\right\}+\mathbb{E}\left\{(T(S)-\tau)^{2}\right\}$. When $n_{j}=n / 2$, then $\mathbb{E}\left\{\left(T\left(S_{j}\right)-\tau\right)^{2}\right\}=2 \times \mathbb{E}\left\{(T(S)-\tau)^{2}\right\}$, so $\mathbb{E}\left\{\left(T\left(S_{j}\right)-T(S)\right)^{2}\right\}=\mathbb{E}\left\{(T(S)-\tau)^{2}\right\}$. The significance of this is that the left-hand side is estimable, and of course, estimates $\mathbb{E}\left\{(T(S)-\tau)^{2}\right\}$, which is exactly the standard error we desire. This calculation is presented geometrically in Figure 1a, essentially a right isosceles triangle.

We can generalize to $n_{j}$ as some other fraction of $n$ : As before, $\mathbb{E}\left\{\left(T\left(S_{j}\right)-\tau\right)^{2}\right\}=\mathbb{E}\left\{\left(T\left(S_{j}\right)-\right.\right.$ $\left.T(S))^{2}\right\}+\mathbb{E}\left\{(T(S)-\tau)^{2}\right\}$. Now, $\mathbb{E}\left\{\left(T\left(S_{j}\right)-\tau\right)^{2}\right\}=\left(n / n_{j}\right) \mathbb{E}\left\{(T(S)-\tau)^{2}\right\}$, so $\left(\left(n / n_{j}\right)-1\right) \mathbb{E}\{(T(S)-$ $\left.\tau)^{2}\right\}=\mathbb{E}\left\{\left(T\left(S_{j}\right)-T(S)\right)^{2}\right\}$ or $\mathbb{E}\left\{\left[\left(n_{j} /\left(n-n_{j}\right)\right)^{1 / 2}(T(S)-\tau)\right]^{2}\right\}=\mathbb{E}\left\{\left(T\left(S_{j}\right)-T(S)\right)^{2}\right\}$. This calculation is presented geometrically in Figure 1b, picturing a right triangle. The right angles in Figures 1a and 1b result from the fact that $\mathbb{E}\left\{(T(S)-\tau)\left(T\left(S_{j}\right)-T(S)\right)\right\}=0$, a result of the unbiasedness of $T\left(S_{j}\right)$ and that $S_{j}$ is interpreted as a random half-sample.

### 2.4 File shards

When implemented in a computer file system, large datasets sometimes consist of multiple physical files called shards. A computationally convenient interpretation of half-sampling is that it consists of half the shards. A recognizably natural practice is for the number of shards to be $2^{k}$ for some integer $k$. $k=9$ to 12 correspond to shard counts of 256 to 4096 . One can use orthogonal arrays to implement half-sampling and enforce the property that each shard is used exactly half the time.

### 2.5 Orthogonal arrays

Figure 2 presents $O A(48)$, an orthogonal array consisting of $n=48$ shards; this array is due to Plackett and Burman (1948). $O A(48)$ gives 47 half-samples. The orthogonality property ensures that these 47 columns have correlation zero, that is, for $j \neq k$ corresponding to different columns of $O A(48), \mathbb{E}\left\{\left(T\left(S_{j}\right)-T(S)\right)\left(T\left(S_{k}\right)-T(S)\right)\right\}=0$.

Intuitively, the careful balancing among shards achieved by orthogonal arrays should be somehow better than half-sampling induced randomly. We assess this question by simulation. We construct orthogonal arrays of size $n=2^{k}, k \in\{4,5,6,7,8\}$, which we assess for $p \in\{0,1,2,4,8\}$


Figure 2: Plackett and Burman's $O A(48)$, a $48 \times 47$ orthogonal array.
two-level features. The results are presented in Figure 3. Note that the largest $p$ considered is 8 , while the smallest $n$ is 16 ; this boundary is chosen to reduce the probability of random half-samples becoming fatally collinear.

For 80,000 simulations, Figure 3 plots the relative statistical efficiencies of orthogonal arrays versus random half-sampling. The estimand is the prediction variance at the $\mathbf{q}=(1,1, \ldots, 0)$ corner, where $\operatorname{sum}\left(\mathbf{q}_{i}\right)=p$. The group labeled $p=1+0$ corresponds to an intercept and no two-level features, $p=1+1$ to an intercept and one two-level feature, and so on. Figure 3 plots the median prediction variance from random halves to that estimated from orthogonal array-based halves.

Note that when $p / n$ is small, the benefit of orthogonal arrays is minimal. When $p / n$ is larger, by eye one can see the relative efficiency is roughly $1+p / n$. A more detailed numerical analysis, plotted by a red " $\mid$ " symbol, suggests the relative statistical efficiency is approximately $(n-1) /(n-1-p)=$ $\sum_{k=0}^{\infty}[p /(n-1)]^{k}$. From the uppermost right point pair, this appears to underestimate the relative efficiency gain for the highest $p / n$, where it approaches a relative efficiency of $2 \times$. Note that conventional neural networks fit models exactly in this domain: high $p$-to- $n$ ratios.

### 2.6 Contrast Matrix $\Delta$

For any given column of an orthogonal array, we have two half-samples, so two predictive models, $f\left(\mathbf{x} \mid S_{j}\right)$ and $f\left(\mathbf{x} \mid S \backslash S_{j}\right)$, say. A natural common estimate is their average, $\left[f\left(\mathbf{x} \mid S_{j}\right)+f\left(\mathbf{x} \mid S \backslash S_{j}\right)\right] / 2$. Their (signed) difference, $\left[f\left(\mathbf{x} \mid S_{j}\right)-f\left(\mathbf{x} \mid S \backslash S_{j}\right)\right] / \sqrt{2}$, estimates with one degree of freedom the standard error for $f(\mathbf{x} \mid S) \approx\left[f\left(\mathbf{x} \mid S_{j}\right)+f\left(\mathbf{x} \mid S \backslash S_{j}\right)\right] / 2$. (In much of what follows, the $\sqrt{2}$ factor is inessential.)

For a typical candidate $c$ with features $\mathbf{x}_{c}$, we have the $n-1$ half-sample contrasts $\Delta\left[\mathbf{x}_{c}, j\right], j=$ $1,2, \ldots, n-1$. The $C \times(n-1)$ matrix $\boldsymbol{\Delta}$ has four properties: (1) It estimates $\mathbb{V} \mathbb{A} \mathbb{R}\{f(\mathbf{x} \mid S)\}$ unbiasedly: $\mathbb{E}\left\{\sum_{j}^{n-1} \Delta^{2}[\mathbf{x}, j] /(n-1)\right\}=\mathbb{V} \mathbb{A}\{f(\mathbf{x} \mid S)\}$. (2) For each $j, \Delta[\mathbf{x}, j]$ make use of all the data in $S$, it is in this sense of high statistical efficiency. (3) For disjoint half-samples, $j \neq k, \mathbb{C} \mathbb{P}(\Delta[\mathbf{x}, j], \Delta[\mathbf{x}, k])=0$. In this second sense, the matrix $\boldsymbol{\Delta}$ is of high statistical efficiency. (4) A modest generalization of (1), $\mathbb{E}\left\{\sum_{j}^{n-1} \Delta\left[\mathbf{x}_{c}, j\right] \Delta\left[\mathbf{x}_{d}, j\right] /(n-1)\right\}=\mathbb{C O V}\left\{f\left(\mathbf{x}_{c} \mid S\right), f\left(\mathbf{x}_{d} \mid S\right)\right\}$. That is, $\boldsymbol{\Delta} \boldsymbol{\Delta}^{\top} /(\mathbf{n}-\mathbf{1})$ estimates $\mathbf{V}$ of section 2.1 Proposition (1) asserts this for the diagonal elements; here we recognize in (4) the more general result for prediction covariances; from section 2.1, we know that estimating $\mathbf{V}$ is important.

We emphasize that points (1), (2), and (3) reiterate the efficient design properties of $O A\left(2^{k}\right)$ listed in section 1.1.

(OAs twice as efficient)
Figure 3: The simulated relative efficiency of orthogonal arrays relative to random half-sampling. Blue diamonds plot the simulation-estimated RE50 (median relative efficiency), | plots the heuristic approximation $(n-1) /(n-1-p)$.

## 3 Algorithms

Note that $\boldsymbol{\Delta} \boldsymbol{\Delta}^{\top} /(n-1)$ is an unbiased estimate of $\mathbf{V}=\left(V_{i h}\right)_{i h}=\mathbb{C O V}\left\{\hat{y}_{i}, \hat{y}_{h} \mid \mathbf{x}_{i}, \mathbf{x}_{h}\right\}$, first encountered in section 2. Assuming the feasibility of computing such a $C \times C$ matrix and holding it in memory, we can iteratively select candidates and update $\mathbf{V}$ as follows:

```
Algorithm 1: extract candidates using \(C \times C\) precision covariance matrix \(\mathbf{V}\)
    Initially :
        \(\mathcal{C} \leftarrow\}\)
        \(\mathbf{V}_{0} \leftarrow \boldsymbol{\Delta} \boldsymbol{\Delta}^{\top} /(n-1)\)
        \(k \leftarrow 0\)
    Loop in \(k\) :
        \(c_{k} \leftarrow \operatorname{argmin} f\left(\mathbf{V}_{k}-\mathbf{V}_{k}[, c] \mathbf{V}_{k}[c] /,\left(1+\mathbf{V}_{k}[c, c]\right)\right)\)
        \(v_{k} \leftarrow \mathbf{V}_{k}\left[c_{k}, c_{k}\right]\)
        \(\mathbf{V}_{k+1} \leftarrow \mathbf{V}_{k}-\mathbf{V}_{k}\left[, c_{k}\right] \mathbf{V}_{k}\left[c_{k},\right] /\left(1+v_{k}\right)\)
        \(\mathcal{C} \leftarrow \mathcal{C} \cup\left\{c_{k}\right\}\)
        \(k \leftarrow k+1\)
    Returning:
        \(\mathcal{C}\)
```

When $f(\mathbf{V})=\max \operatorname{diag}(\mathbf{V})$, algorithm 1 corresponds to G-optimality; when $f(\mathbf{V})=\operatorname{trace}(\mathbf{V})$, it corresponds to I-optimality.

Typically, it is not at all convenient to compute or maintain the $C \times C$ matrix $\mathbf{V}$ in memory. The following (equivalent) algorithm requires only maintaining the $C \times(n-1)$ matrix $\Delta_{k}$ :

As before, choosing $f(\cdot)$ as max $\operatorname{diag}(\cdot)$ corresponds to G-optimality while taking $f(\cdot)$ as trace $(\cdot)$ gives the I-optimal criterion.

Note that trace $\left(\boldsymbol{\Delta}_{k} \mathbf{H}_{c} \mathbf{H}_{c}^{\top} \boldsymbol{\Delta}_{k}^{\top}\right)=\operatorname{trace}\left(\mathbf{H}_{c} \mathbf{H}_{c}^{\top} \boldsymbol{\Delta}_{k}^{\top} \boldsymbol{\Delta}_{k}\right)$, and the latter form merely involves the multiplication of two $(n-1) \times(n-1)$ matrices, $\mathbf{H}_{c} \mathbf{H}_{c}^{\top}$ and $\boldsymbol{\Delta}_{k}^{\top} \boldsymbol{\Delta}_{k}$.

Finally, note that one can form from new candidates another $\boldsymbol{\Delta}$-matrix, $\boldsymbol{\Delta}^{(1)}$, say, and reenter algorithm 2 by initializing $\mathcal{C} \leftarrow \mathcal{C}, \mathbf{H} \leftarrow \mathbf{H}$, and $\boldsymbol{\Delta}_{0} \leftarrow \boldsymbol{\Delta}^{(1)} \mathbf{H} /(n-1)^{1 / 2}$. This enables the construction of a series of supplemental batches, each of which would present its own list of candidates. The effect of including previous candidates $\mathcal{C}$ is recorded in the $(n-1) \times(n-1)$ matrix

```
Algorithm 2: extract candidates using \(C \times(n-1)\) half-sample matrix \(\boldsymbol{\Delta}\)
    Initially :
        \(\mathcal{C} \leftarrow\}\)
        \(\mathbf{H} \leftarrow \mathbf{I}_{n-1}\)
        \(\boldsymbol{\Delta}_{0} \leftarrow \boldsymbol{\Delta} /(n-1)^{1 / 2}\)
        \(k \leftarrow 0\)
    Loop in \(k\) :
        \(c_{k} \leftarrow \operatorname{argmin} f\left(\boldsymbol{\Delta}_{k} \mathbf{H}_{c} \mathbf{H}_{c}^{\top} \boldsymbol{\Delta}_{k}^{\top}\right)\),
            where \(\mathbf{H}_{c} \equiv \mathbf{I}_{n-1}-\boldsymbol{\Delta}_{k}[c,] \boldsymbol{\Delta}_{k}[c,]^{\top} /\left(1+\left\|\boldsymbol{\Delta}_{k}[c,]\right\|^{2}\right)\)
        \(v_{k} \leftarrow\left\|\boldsymbol{\Delta}_{k}\left[c_{k},\right]\right\|^{2}\)
        \(\mathbf{H}_{k} \leftarrow \mathbf{I}_{n-1}-\boldsymbol{\Delta}_{k}\left[c_{k},\right] \boldsymbol{\Delta}_{k}\left[c_{k},\right]^{\top} /\left(1+v_{k}\right)\)
        \(\mathbf{H} \leftarrow \mathbf{H H}_{k}\)
        \(\boldsymbol{\Delta}_{k+1} \leftarrow \boldsymbol{\Delta}_{k} \mathbf{H}_{k}\)
        \(\mathcal{C} \leftarrow \mathcal{C} \cup\left\{c_{k}\right\}\)
        \(k \leftarrow k+1\)
    Returning:
        \(\mathcal{C}, \mathbf{H}\)
```



Figure 4: Geometry of the candidates (the rows) of $\boldsymbol{\Delta}$.
H.

### 3.1 Geometry and Clustering

The $C \times(n-1)$ candidate $\times$ half-sample matrix $\boldsymbol{\Delta}$ has an interesting (and Euclidean!) geometry (Figure 4). In $\mathbb{R}^{n-1}$, the lengths of each row $\|\boldsymbol{\Delta}[c]$,$\| are the estimated standard errors of the$ corresponding predictions $f(\mathbf{x} \mid S)$ and distances from the origin. Candidates near one another have predictions that correlate highly. From this geometry, it is natural to consider any given candidate as giving substantial information about the peers of its clusters. The computational benefit is that rather than pick candidates one at a time, one can pick them one per cluster for a pre-specified number of clusters - in other words, as a batch. (The cluster(s) near the origin may not need to be selected.) For a given cluster, a natural selection rule would be to select that one farthest from the origin - the one with the largest standard error.

This cluster-based approach should be somewhat less efficient relative to using the prediction variance-covariance matrix. It also has reduced computational requirements $-O\left(C^{2} \log (C)\right)$ vs $O\left(C^{3}\right)$.


Figure 5: As a function of the number of candidates selected, the (lower-is-better) I-optimal criterion for three different selection algorithms.

## 4 Example

For an example, we consider the handwritten MNIST digits (LeCun, et al 1995). These digit images are $28 \times 28256$-valued grayscale matrices. Following the template of Chollet (2018), we flatten this representation to 784 -tuple vectors of floats, scaled into $[0,1]$. The ground truths of the digits are represented by 10 -tuples of mutually exclusive booleans: The digit 0 is $(1,0,0,0,0,0,0,0,0,0)$, the digit 1 as $(0,1,0,0,0,0,0,0,0,0)$, etc. The MLP consists of two hidden layers, respectively of 256 and 128 fully connected nodes. We set the cross-validation rate at 0.50 .

For training, we use the first $12,288(=48 \times 256)$ digits, and for candidates the second 12,288 digits of the 60,000 -digit training set. The orthogonal array we use is $O A(48)$, due to Plackett and Burman, 1948. Following Chollet (2018), we fit an initial keras model using 64 iterations to all 48 shards; this model $M(S)$ defines the warm start for all subsequent half-sample models $M\left(S_{j}\right)$ and $M\left(S \backslash S_{j}\right), j=1,2, \ldots, n-1$. The result is for each of the 12,288 candidates, the 47 contrasts sketched in Table 2a.

We apply hierarchical clustering to obtain 64 clusters, of which one holds 97.4 percent of all candidates: these all have small prediction variances - these images are so easy to classify that their predictions are insensitive to changes in the underlying training data.

Table 2 b reports the scores and cluster names for those images in Table 2a. The reported score of each image (row) is the root mean square of the half-sample contrasts for that row. Table 2a displays 5 rows extracted from the $C \times(n-1)=12,288$ row $\times 47$ column matrix $\boldsymbol{\Delta}$.

Figure 5 compares three selection rules for selecting a supplement of size 64 . The $y$-axis of the plot is the lower-is-better I-optimality criterion, the trace of the matrix $\mathbf{V}_{k+1}$, which is proportional to average prediction variance. This is somewhat similar in spirit to AUC-type scoring, in that both are overall scalar metrics of predictive performance.

In Figure 5, we have three curves, gray, red, and blue. Gray selects by the G-optimal criterion, then updates the matrix $\mathbf{V}_{k}$. Gray is sort of a proxy for reinforcement learning, except that it looks ahead to the post-update impact on $\mathbf{V}_{k+1}$.

Red selects by clustering the rows of $\boldsymbol{\Delta}$; this selection is more-or-less in parallel, with no operations on $\mathbf{V}_{k}$. Blue selects by the I-optimal criterion, and like G-optimality, also updates the matrix $\mathbf{V}_{k}$ to $\mathbf{V}_{k+1}$.

It is not too surprising that the blue curve does better; it's the curve associated with a greedy algorithm keying the y-axis's very own criterion. It's a little bit interesting that the red curve does better than gray also. These half-sampling clusters do not depend on or update $\mathbf{V}_{k}$; and instead prioritizes the parallelism that hierarchical clustering provides.

One can calculate the ratios of the last values plotted; these can be interpreted as statistical efficiencies: I-optimal-based selection is 15 percent more efficient than G and half-sample-based clusters are 11 percent more efficient. With respect G-optimality, neither of these values has reached an asymptote, and their advantages relative to $G$ should increase as we add candidates. The ratios between I-optimal and half-sample clusters seems more stable, about a 3 percent efficiency deficit
for the latter.

## 5 Summary

The problem we consider is that of supplementing training data for a machine learning model. One family of motivating examples is discovering molecules for an intended function. The space of potential molecules is combinatorially large, and any model predicting the suitability of new molecules is likely to be perpetually incomplete.

For our purposes, there is a pre-existing model, of a modern ML type, a deep neural network, say, fit using a current dataset, so there is some ability to make model predictions. For candidate $c$ drawn from $C$ potential candidates, we have available the associated feature vector $\mathbf{x}_{c}$ but not the associated response/reward $y_{c}$. Consistent with many big data applications, any data supplement likely needs to consist of a batch of substantial size, drawn from an even larger set of potential candidates.

Common also with many ML models, we balance statistical considerations with those of computational feasibility, both in terms of computing complexity and data object size.

In general, we pursue a paradigm of multivariate model uncertainty, recognizing early that merely adding error bars to our model predictions is insufficient. This is because of the nearduplicate problem: Two molecules close together in molecule space may share about the same prediction and also larger error bars. If we observe only one of them, we may gain enough information about the other that observing both becomes wasteful. This redundancy can be detected, for instance, were we to have available the prediction variance-covariance matrix; this would signal near-duplicates by the high correlation between the two candidate molecules' predictions.

Our approach therefore has two parts. The first consists in recognizing the theoretical centrality of the $C \times C$ prediction covariance matrix $\mathbf{V}$. $\mathbf{V}$ is a precision matrix, and quite suitable for this batch supplement problem, even for, especially for, modern ML models such as deep neural networks, for four reasons: (1) Consistent with such semi-parametric models, $\mathbf{V}$ is defined in the prediction domain. (2) $\mathbf{V}$ does not require observing the response/reward $y_{c}$ in order to be updated by the prospect of including candidate $c$, with features $\mathbf{x}_{c}$, in the supplement. (3) When constructed for training set observations, $\mathbf{V}$ can be used to quantify for each observation the impact on overall model fit. (4) The underlying theory for $\mathbf{V}$ is comfortably compatible with linear model theory and classical experimental design ideas.

Actually estimating $\mathbf{V}$ and its kin defines the second element of our approach, half-sampling. Half-sampling strongly resembles a fifty-percent jackknife. In the context of deep neural networks, which act almost as interpolators, such without-replacement sampling seems preferable to withreplacement bootstrap resampling. As presented here, half-sampling depends on defining mutually exclusive, equally sized data shards, then enforcing careful balance properties by using a two-level orthogonal array. (Note that when shards correspond to physical computer files, half-sampling cuts file input reads by half.) The use of the orthogonal array buys something substantial: relative efficiencies approaching $2 \times$ when the ratio of parameter count to sample size becomes large exactly the case inhabited by deep neural networks. Thus, half-sampling adapts to ML-type models three ways: without-replacement sampling, file sharding, and orthogonal-array-based sample balancing.

The resulting matrix of prediction contrasts, $\boldsymbol{\Delta}$, inherits the statistical efficiency properties of two-level orthogonal arrays: (1) For every candidate, each half-sample contrast uses all the training data. (2) The (signed) weights on each shard are equal in absolute value. (3) Between any two half-samples, the weights are uncorrelated. In this sense, the construction of $\boldsymbol{\Delta}$ has high statistical efficiency, and therefore estimates $\mathbf{V}=\boldsymbol{\Delta} \boldsymbol{\Delta}^{\top} /(n-1)$ with $n-1$ degrees of freedom. This is reflected in the blue curve in Figure 5.

We give due diligence to computational issues: (1) Fitting by half-sampling can be accelerated by warm starts, reduced file reads, and parallel computation. (2) By using algorithm 2, we can avoid direct calculation of the $C \times C$ prediction variance-covariance matrix $\mathbf{V}$. (3) We provide the alternative batch construction method C, based on non-iterative clustering, which proceeds with a three percent loss in statistical efficiency.

Finally, half-sampling sets forth a parallel algorithm for estimating a sampling distribution. For the subset of data and models to which it applies, half-sampling therefore offers an estimation paradigm that is computationally more elegant than that based on (the fundamentally singlethreaded) Monte Carlo Markov chains.
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