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Abstract 
 
We demonstrate a novel application of a weighted zero-inflated negative binomial model 
to quantify regional variation in HIV-AIDS prevalence in sub-Saharan African countries. 
We use data from latest round of the Demographic and Health survey (DHS) conducted 
in three countries (Ethiopia-2011, Kenya-2009 and Rwanda-2010). The outcome is an 
aggregate count of HIV cases in each census enumeration area (CEA) from the DHS of 
the three sub-Saharan African countries. Data are characterized by excess zeros and 
heterogeneity due to clustering. We compare several scale-weighting approaches to 
account for the complex survey design and clustering in a zero inflated negative binomial 
(ZINB) model. Finally, we provide marginalized rate ratio (RR) estimates from the best 
ZINB model. 
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1 Introduction 
 

Sub-Saharan Africa has the largest AIDS epidemic in the world. There have been 
24.7 million persons infected with HIV in sub-Saharan Africa, which constitutes about 
4.7% of the adult population in this region and accounts for around 70% of the people 
living with HIV worldwide (AVERT 2014). HIV prevalence in sub-Saharan Africa varies 
regionally. In Kenya (2010) and Ethiopia (2011), HIV prevalence was 6.4% and 1.5%, 
respectively [Demographic and Health survey (DHS)]; in Rwanda (2010), the prevalence 
was 3.0% (CSA 2012, Macro 2010, NISR 2012). As depicted in Figure 1a, gender 
specific HIV prevalence varies not only by country, but also by provinces within each 
country. For example, in Ethiopia and Kenya, the HIV prevalence among both genders 
increases from east to west. It is of high importance to policy makers and regional health 
administrators to understand the characteristics that have influence in regional HIV 
prevalence and consequently there is an uptake of research towards this goal. However, 
most of the complex survey studies on HIV prevalence in sub-Saharan African countries  
are country-specific. Few studies have used multi-country data to assess the issue of 
regional variation in sub-Saharan Africa. The statistical approaches used in these studies 
are limited to less advanced statistical methods. The main goal of this study is therefore 
to show a novel application of a weighted zero-inflated negative binomial model (ZINB) 
to examine factors (demographic, socio-economic, behavioral, and HIV knowledge) 
associated with regional variation in HIV-AIDS prevalence in sub-Saharan Africa. 
 
Figure 1a. HIV prevalence in Ethiopia, Kenya and Rwanda ((a) Male (b) Female) 

(a) 

 
(b) 

 
Legend description: prevalence increases with increasing intensity of darkness in color 
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2 Data and Study Design 
Use of a weighted zero-inflated negative binomial model (ZINB) to examine 

factors associated with regional variation in HIV-AIDS is novel in that, in addition to 
zero-inflation, the model also accounts for both the complex sampling design nature of 
the data (two-stage cluster sampling design) and for the clustering of observed count 
responses by census enumeration area (CEA) and country.  Data used in this study are 
count data from the latest round of DHS conducted from 2008 to 2011in three countries 
(Ethiopia-2011, Kenya-2009 and Rwanda-2010). The primary outcome is defined as an 
aggregated count of HIV positive people in each CEA standardized by CEA specific 
population size as an offset. We compare several scale-weighting approaches to account 
for the complex survey design and clustering in a zero inflated negative binomial (ZINB) 
model. We also provide marginalized rate ratio (RR) estimates from the best ZINB model 
that provide measure of the overall association between HIV prevalence and covariates. 

The survey data from each country were obtained via household-based surveys 
which used a two stage sample design (Figure 2). At the first stage, a sample of CEAs 
was selected with probability proportional to size, and at the second stage, households 
were selected by equal probability in the selected CEAs. In each selected households, all 
women of reproductive age (15–49) were eligible and considered for an individual 
interview (ICF-International 2012b). In every second or third selected households, 
eligible men were included for an individual interview. In these selected households, all 
eligible respondents were asked to give a few drops of blood to be tested in a laboratory 
for HIV (ICF-International 2012a). The HIV test results of those eligible and who 
consented were linked to the interview information. 

 
 

Figure 2 Two stage sample design of DHS 

 
Variables assessed in the DHS included age, sex, education, and the relationship 

of the subject to the head of the household among other characteristics. Since the 
eligibility age ranges for males and females are different, to balance the gender 
proportion in each CEA, the data used for analysis included eligible participants aged 15 
to 49 years who had the HIV test. As shown in Figure 1b, both the outcome variable and 
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the risk factors are aggregated for each CEA to generate cluster-level information. This 
allowed us to get more stable values of the variables that were less affected by 
measurement error (Guthrie, Sheppard, and Wakefield 2002). The primary outcome is 
defined as an aggregated count of HIV positive people in each CEA. Except for country 
and location of residence (whether the cluster is urban or rural); the cluster-level 
variables are derived as the weighted proportion of individuals who have specific 
characteristics in the cluster. Key variables used in analyses are as follows:  
Gender: summarized as percentage of males in each CEA.  
Age: percentage of population in each age category in each CEA.  
Marital status: percentage of single, married, and divorced members in a cluster. 
HIV knowledge: percentage in each category answering correctly to a standard battery of 
knowledge questions: very low AIDS knowledge (0–20% correct answers), low AIDS 
knowledge (20–40% correct answers), medium AIDS knowledge (40–60% correct 
answers), and high AIDS knowledge (60–100% correct answers). 
STI symptom prevalence: percentage of people with any self-reported signs or 
symptoms of sexually transmitted infections, such as genital discharge or genital ulcer. 
Multiple sexual partners: percentage within categories relating to the number of self-
reported sexual partners in the past 12-months: (1) none, (2) one, (3) two or more. 
Media usage: percentage of people who reported using any of the three media 
(television, radio, or newspaper) more than 1 hour per week 
 

3 Statistical Models and Inference 
3.1 Pseudo maximum likelihood for multilevel models 

We consider a two stage sampling scenario. At the initial stage, cluster 
1,2,...,j m  is sampled with probability j , and at the subsequent stage, unit i  is 

sampled with conditional probability |i j  given that cluster j was sampled in the first 
stage. In level two, the sampling weight for cluster j  is 1/j jw  . In level one, the 
sampling weight for unit i  in cluster j  is defined as | |1/i j i jw  , and the probability of 
selection for each unit is computed as |ij j i j   . 

For two stage sampling, for individual 1,2,..., ji n  in cluster 1,2,...,j m , let 
ijy  be the observed variable. Let ijx  be the individual level covariates and jx  be the 

cluster level covariates. Let  1| , ,ij ij jf y x   be the density function of ijy  and 
 2| ,j jx   be the density function of j . 1  and 2 are the parameters to be 

estimated. Let jw  be the sampling weights for cluster j  and |i jw be the conditional 
sampling weight for individual i  in clusters, and js  be a scale factor. The multilevel 
pseudo maximum likelihood estimates are the parameters that maximize the weighted 
pseudo-likelihood (Asparouhov 2006). The corresponding multilevel pseudo maximum 
likelihood (MPML) can be given by, 

   |

1 2 1 2( , ) | , , | ,i j j

wj
w s

ij ij j j j j
j i

l f y x x d       
  

   
  

 
 

 
3.2 Weight scaling method 

With the aim of reducing bias in parameter estimates, different scaling methods for 
the MPML above have been proposed (Stapleton 2002, Pfeffermann et al. 1998). One of 
the most common ways of scaling weights is to multiply weights by a scale factor so that 
the sum of the weights is equal to some characteristic of the cluster sample (Potthoff, 
Woodbury, and Manton 1992). The two most common scaling methods are as follows: 
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Method A: the sum of the weights is equal to the effective sample size
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(Longford 1996), and the scale factor for weight of the units in cluster j  becomes  
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Method B: the sum of the weights is equal to the actual cluster size jn  (Pfeffermann et al. 

1998), and the scale factor weight of the units in cluster j  becomes 
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In this study, we consider and compare four different approaches to incorporating 
weights in MPML that range from the simplest unscaled raw weights to advanced scale 
adjusted weights. These scaling methods are described below: 
 

Method 0. Unweighted analysis 
Method 1. Raw weight ( |i jw ) is used with 1js  . 

Method 1A. Rescaled weight method A is used with 

|

j
j

i j
i

n
s

w
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
. 

Method 1B. Rescaled weight method B is used with 
|

2
|( )

i j
i

j

i j
i

w
s

w




. 

3.3 MPML for zero inflated count data 
In a two level dataset, a generalized linear regression model with random effect 

can be formulated as 

  1
1 0 1| , , ( )ij ij j ij ij jE y x g x          

where ijy is the dependent variable, ijx  are the individual level covariates, 1 0 1( , )    
are the parameters to be estimated, 2

1~ (0, )j N  is the cluster level random effect, and 
g is a monotone link function (described below). 

Typically, Poisson regression is used to model count data where observations are 
assumed to be independent and the number of cases has variance equal to the mean for 
each level of the covariates. However, in a complex survey situation, often either the 
independence or the equal mean and variance assumption is violated, mostly leading to 
overdispersion. Thus, we consider a negative binomial (NB) model that handles the 
problem of overdispersion (Moghimbeigi et al. 2008) via inclusion of an extra parameter. 
To accommodate the case where overdispersion may not be sufficiently modeled via the 
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extra parameter in the NB model, we consider including random effects into the NB 
model. 

Another challenge with modeling count data is the issue of excess zeroes. When 
count data that are distributed as NB have point mass at zero, the zero-inflated negative 
binomial (ZINB) model handles the problem of excess zeros. The ZINB model is a 
mixture of the NB model for the count part (Yij) and a logit model for the excess zeros. 
Assuming an observation has probability ijp  to be zero and probability 1 ijp  to follow 
a negative binomial distribution, the ZINB distribution is given by (Lambert 1992), 

( 0) (1 )(1 )ij r
ij ij ijf y p p

r


      

( )( ) (1 ) (1 ) (1 )
! ( )

ij r y
ij ij

ij

y r rf y y p
y r r





  
    


, 1,2,...y   

Since zero inflated models correspond to a mixture of a subpopulation generated from a 
negative binomial distribution and a subpopulation that provides the excess zeros, it is 
difficult to use the estimated parameters to make inference on the marginal mean of the 
sampled population. The marginalized zero-inflated model has been developed to directly 
model the marginal means of mixtures of two discrete distributions to make the inference 
straightforward. The marginalized zero-inflated model of a two level dataset can be 
formulated as a two part model as follows (Long et al. 2014): 
 0 1 1log{ / (1 )}ij ij ij jp p X       
 0 1 1log( ) log( ) log(1 exp( ))ij ij ij jm X         
where 

0 1exp(log( ) )ij ij ij ijm N X       

is the overall mean, and 1 , 2( )j j  are level two random effects, and ijN  is included as an 
offset term. 
 

3.4 Variance Estimation 
If ( )f  is the likelihood for the optimization, then the asymptotic covariance 

matrix of the maximum likelihood estimator is given by, 

     
1 1ˆ ˆ ˆ ˆ ˆcov ( ) ( ) 'i i

i
H g g H    

  
  

 
  

where  ˆH  is the second derivative matrix of ( )f   and  ˆ( )ig   is the first derivative of 
( )f  for the i th subject (Self and Liang 1987).  

In standard maximum likelihood estimation, the covariance estimator is obtained 
by inverting the information matrix, H( ) . Obtaining the sandwich estimator is also 
straightforward. However, when using pseudo-likelihood estimation, the sandwich 
estimator does not collapse because the pseudo-likelihood does not represent the 
distribution of responses (Rabe-Hesketh and Skrondal 2008). Both Proc GLIMMIX and 
NLMIXED procedures in SAS are used for estimating the sandwich variance using the 
EMPIRICAL option in PROC NLMIXED and the EMPIRICAL=CLASSICAL option in 
PROC GLIMMIX (SAS 2004).  
 

4 Simulation Study 
4.1 Simulation 

To generate data under the zero inflated negative binomial distribution, we used 
the conditional mean 1

0 1 2 1( ) ( )ij ij ij j jE Y g x x         with 0 1 2 1      
and a zero-inflated model given by 0 1 2 0logit( )ij j jx x       . We also assumed the 
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following 1 2 0.5   ; 1 2( , )j j jc   , which is the cluster level random 
intercept and  

2
1

2
2

0
~ (0,0) ,

0
T

j N





  
   

  
 with 2

1 0.25  and 2
2 0.09  . We use three different 

values for 0  to get three different zero inflation proportions. For 0  = -2, -1, -0.2 the 
approximate proportion of zeros are 15%, 30% and 45%, respectively. The joint 
probability function for ij ijY y is given by, 

0 0 0 0

0 0

logit( ) (1 logit( )) (0) 0
( )

(1 logit( )) ( ) 0
j j j j j j ij

ij ij
j j j ij ij

x x k y
P Y y

x k y y
     

  

      
  

   
, 

where (.)k is either a Poisson distribution or negative binomial distribution. 
The selection probability of each cluster j  is defined by  1/ 4j   if | | 1j  , 

and 3 / 4j   if | | 1j  , and the selection probability of each unit ij  in each cluster j  
is defined by | 1/ 2i j   if 0ijy  , and | 3 / 4i j   if 0ijy  . 

The NLMIXED procedure in SAS 9.4 is used to perform the pseudo-likelihood 
estimation using ZINB model. Each of the analysis is replicated 100 times, and in all 
cases, we generate datasets which contain 100 cluster units. We compare the performance 
of the different scaling methods in terms of bias, asymptotic standard error.  
 

4.2 Simulation results 
The results of the ZINB model with different zero inflation proportions are given 

in Figure 3 and Figure 4. For coefficients in the zero part, using scaled sampling weights 
(Method 1A and 1B) gives the least biased estimates. For coefficients ( 1 and 2 ) in the 
count part, when the zero inflation proportion is 15%, the least biased method for 
estimating parameters is the raw weighted model (Method 1), and when the zero inflation 
proportion is 30% to 45%, the least biased method for estimating parameters is the scaled 
weighted model (Method 1A and 1B). As expected, with increasing zero inflation, all the 
models give better estimations for the coefficients in the zero part. 

 
Figure 2 Parameter estimate for ZINB model (zero-inflated part) 
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For the coefficients ( 0 , 1  and 2 ) in the count part, the estimates from 

Methods 1A and 1B are similar.  However, the zero inflation proportion seems to affect 
the estimates for all four weighting methods. The most biased scenario is the one that has 
the smallest zero proportion. When the zero proportion is 15% all the methods give 
biased estimates for the intercepts in the zero part. This may be due to the fact that these 
models account for these through the overdispersion parameter of the NB model. For 
coefficients 0  and 1 , the least biased estimates result when using scaled weights 
(Method 1A and 1B). However, for coefficient 2  using scaled weights (Method 1A and 
1B) gives the least biased estimates. Overall, while there does not appear to be one 
method that applies to all situations, the ZINB approach seems more robust.  

Figure 3 Parameter estimate for ZINB model (count part) 
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5 DHS Data Analysis Results 
Table 1 shows the parameter estimates using (unweighted) maximum likelihood 

and pseudo-maximum-likelihood. Although the models resulted in different estimates of 
the parameters, most of them identified country, gender, rural residence, proportion with 
STI, number of partners, and marital status  to be significantly associated with HIV 
prevalence (p<0.05). Compared to the weighted models, the unweighted model was more 
likely to generate estimates with greater standard error, which resulted in the weighted 
methods giving more significant results compared to the unweighted method. 

 
Table 1 Parameter estimates of zero-inflated negative binomial (ZINB) models; DHS 

survey results for Ethiopia, Kenya and Rwanda; 2008–2011. 
    Non weight Raw weight Scale Method A Scale Method B 

Parameters Est Std P Est Ste P Est Std P Est Std P 
Count part                         

Country Kenya 
1.82 0.72 0.0

2 
1.73 0.1

6 
<.0

1 
1.51 1.2

7 
0.2

5 
1.55 0.6

0 
0.02 

 Rwanda 
1.16 0.44 0.0

1 
1.07 0.1

7 
<.0

1 
1.19 0.7

0 
0.1

0 
1.13 0.3

6 
<.0

1 

gender male 
-0.70 0.45 0.1

3 
-

1.27 
0.0

5 
<.0

1 
-

1.22 
0.6

7 
0.0

8 
-

1.24 
0.3

6 
<.0

1 

media use               Yes 
0.58 0.57 0.3

1 
1.12 0.0

7 
<.0

1 
1.52 0.9

0 
0.1

1 
1.39 0.5

1 
<.0

1 

STI burden Ethiopia 
6.92 2.23 0.0

1 
6.94 0.2

4 
<.0

1 
7.12 4.0

9 
0.0

9 
7.22 1.6

2 
<.0

1 

 Kenya 
-6.75 2.53 0.0

1 
-

7.06 
0.2

8 
<.0

1 
-

7.54 
4.5

8 
0.1

1 
-

7.52 
1.8

8 
0.00 

 Rwanda 
-3.85 2.46 0.1

3 
-

4.29 
0.2

6 
<.0

1 
-

4.57 
4.3

0 
0.3

0 
-

4.66 
1.8

7 
0.02 

HIV Knowledge     20-40% 
-1.70 1.52 0.2

7 
-

1.19 
0.1

9 
<.0

1 
-

1.88 
2.4

1 
0.4

4 
-

1.05 
1.3

1 
0.43 

 40-60% 
-1.08 1.37 0.4

4 
-

0.44 
0.1

8 
0.02 -

1.37 
2.2

0 
0.5

4 
-

0.35 
1.2

2 
0.78 

 >=60% 
-0.04 1.33 0.9

8 
0.17 0.1

8 
0.33 -

0.87 
2.1

9 
0.6

9 
0.04 1.2

1 
0.97 

Partners 1 
1.73 0.57 0.0

1 
2.07 0.0

6 
<.0

1 
2.00 0.9

1 
0.0

4 
2.13 0.4

7 
<.0

1 

 2+ 
2.07 0.97 0.0

4 
1.59 0.1

2 
<.0

1 
1.43 1.6

1 
0.3

8 
1.44 0.8

8 
0.11 

Marital 
Status Married 

0.84 0.80 0.3
1 

1.52 0.0
9 

<.0
1 

0.81 1.3
3 

0.5
5 

1.01 0.6
5 

0.13 

 Divorced 
5.41 1.36 0.0

0 
2.05 0.1

5 
<.0

1 
0.88 2.4

0 
0.7

2 
1.34 1.0

4 
0.21 

Age 20-24 
-0.47 0.60 0.4

5 
-

0.94 
0.0

7 
<.0

1 
-

0.42 
0.8

9 
0.6

4 
-

0.73 
0.5

0 
0.16 

 25-29 
-1.19 0.65 0.0

8 
-

1.28 
0.0

8 
<.0

1 
-

0.70 
1.0

0 
0.4

9 
-

1.00 
0.5

9 
0.10 

 30-34 
-0.66 0.70 0.3

6 
-

1.16 
0.0

8 
<.0

1 
-

0.30 
1.0

5 
0.7

7 
-

0.73 
0.6

1 
0.24 

 35-39 
-0.45 0.78 0.5

7 
-

1.18 
0.0

9 
<.0

1 
-

0.92 
1.2

1 
0.4

5 
-

1.29 
0.6

8 
0.07 

 40-44 
-1.26 0.85 0.1

5 
-

1.85 
0.1

0 
<.0

1 
-

1.80 
1.2

7 
0.1

7 
-

2.05 
0.7

6 
0.01 

 45+ 
-2.63 0.87 0.0

1 
-

2.63 
0.1

0 
<.0

1 
-

2.81 
1.3

3 
0.0

5 
-

2.91 
0.7

4 
<.0

1 

Education Primary 
0.47 0.48 0.3

4 
0.55 0.0

6 
<.0

1 
-

0.14 
0.7

3 
0.8

5 
0.25 0.4

2 
0.56 
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 Secondary 
0.47 0.53 0.3

9 
0.27 0.0

6 
<.0

1 
-

0.40 
0.8

1 
0.6

2 
-

0.17 
0.4

6 
0.72 

 
More than 
secondary 

-0.23 0.64 0.7
2 

-
0.14 

0.0
7 

0.06 -
1.05 

1.0
5 

0.3
3 

-
0.58 

0.5
5 

0.30 

Residence Ethiopia 
-0.87 0.20 0.0

0 
-

0.22 
0.0

2 
<.0

1 
-

0.39 
0.3

2 
0.2

5 
-

0.34 
0.1

4 
0.03 

 Kenya 
0.75 0.26 0.0

1 
0.20 0.0

3 
<.0

1 
0.34 0.4

4 
0.4

4 
0.24 0.2

0 
0.23 

  Rwanda 
0.10 0.25 0.6

9 
-

0.43 
0.0

3 
<.0

1 
-

0.56 
0.3

7 
0.1

5 
-

0.46 
0.2

0 
0.03 

Zero part                           

Country Kenya 
6.30 13.2

5 
0.6

4 
-

0.93 
0.0

4 
<.0

1 
-

0.87 
0.4

4 
0.0

6 
-

0.91 
0.2

7 
<.0

1 

 Rwanda 
-1.81 46.8

9 
0.9

7 
-

1.63 
0.0

6 
<.0

1 
-

1.38 
0.4

4 
0.0

0 
-

1.46 
0.4

9 
0.01 

STI burden 
-9.33 8.65 0.2

9 
-

6.05 
0.3

9 
<.0

1 
-

6.65 
3.9

2 
0.1

0 
-

6.62 
2.7

5 
0.02 

Partners 1 
2.55 3.20 0.4

3 
2.90 0.2

0 
<.0

1 
2.53 2.2

1 
0.2

6 
2.82 1.3

9 
0.05 

 2+ 
-7.50 8.99 0.4

1 
-

3.13 
0.4

0 
<.0

1 
-

2.67 
4.2

3 
0.5

3 
-

2.70 
2.7

2 
0.33 

Marital 
Status Married 

-4.56 3.23 0.1
7 

0.02 0.1
8 

0.90 0.07 1.9
8 

0.9
7 

-
0.09 

1.2
2 

0.94 

  Divorced 
-

10.24 
8.46 0.2

4 
-

8.13 
0.3

0 
<.0

1 
-

8.88 
3.4

4 
0.0

2 
-

8.55 
2.0

6 
<.0

1 

 
Note: Est: Estimate Std: Standard error P: P-value Reference group for each variables: 
country: Ethiopia, gender: female, HIV knowledge: answer less than 20%,  
age: 15–19, education: no education, STI: no STI in each CEA, marital status: singles in 
each CEA, residence: urban in each CEA, number of partners: zero partners. 

Table 2 shows the rate ratio (RR) and 95% CI estimates from the weighted ZINB 
and marginal ZINB (mZINB) models using method A. The RR of mZINB can be 
interpreted as a regular RR estimate from a NB model. Higher proportion of HIV 
knowledge, higher number of sexual partners, higher proportion of people with STI, and 
rurality of residence were all associated with HIV prevalence. Compared to those CEAs 
with a higher proportion of people with no sexual partners, CEAs with a higher 
proportion of people with one or more partners were associated with higher prevalence of 
HIV (RR=3.58 for two or more and RR=3.09 for one or more). Compared to CEAs with 
higher proportion of people with less than 20% HIV knowledge, CEAs with higher 
proportion of people with HIV knowledge more than 20% were associated with  lower 
prevalence of HIV (RR=0.05 for 20%-40% RR=0.10 for 40-60% and RR=0.13 
for >60%). CEAs with a higher proportion of STI (p<0.05), and that are rural (p<0.05) 
are associated with HIV prevalence differentially by country. In Ethiopia, Kenya and 
Rwanda, CEAs with higher proportion of people with STI compared to those without STI 
are 1031.12, 1.72 and 55.26 times more likely to have higher prevalence of HIV, 
respectively. Rurality of the census enumeration area was also associated with lower rate 
of HIV prevalence in Rwanda (RR=0.46), while in Ethiopia and Kenya there was no 
significant difference between the people living in urban and rural areas.  

Table 2 also shows odds ratio estimates from the ZINB and mZINB models in 
zero part. The two models generated similar values. Each estimate compares the odds of 
being an excess zero to the odds of not being an excess zero in each CEA as a function of 
selected covariates. Clusters with an excess of negative tests (zeros) were more likely to 
have a lower number of people with two or more partners and a lower proportion of 
people with STI. 
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Table 2 Parameter estimates of zero-inflated negative binomial (ZINB) and marginal 
ZINB Models for HIV prevalence 

    ZINB Marginal ZINB 
    RR 95% CI RR 95% CI 
Count part             
media use 4.55 0.7 29.38 2.68 0.95 7.5 
HIV Knowledge 20-40% 0.15 0 22.44 0.05 0 0.7 
 40-60% 0.25 0 24.01 0.1 0.01 1.38 
 >=60% 0.42 0 38.64 0.13 0.01 1.66 
Partners 1 7.38 1.11 48.89 3.09 1.11 8.6 
 2+ 4.16 0.15 115.7 3.58 0.57 22.59 
Education Primary 0.87 0.19 3.95 1.2 0.53 2.71 
 Secondary 0.67 0.12 3.58 0.84 0.34 2.06 
 More than secondary 0.35 0.04 3.09 0.42 0.14 1.22 
STI burden Ethiopia 911.87 26.33 31583.81 1031.12 33.65 31602.77 
 Kenya 0.65 0.01 43.12 1.72 0.2 14.74 
 Rwanda 12.76 0.6 273.66 55.26 7.79 391.86 
Residence Ethiopia 0.68 0.35 1.33 0.78 0.59 1.03 
 Kenya 0.96 0.5 1.84 0.91 0.67 1.23 
 Rwanda 0.39 0.25 0.62 0.46 0.34 0.63 
Zero part      OR          OR     
Country Kenya 0.42 0.17 1.03 0.41 0.25 0.68 
 Rwanda 0.25 0.1 0.63 0.31 0.15 0.63 
STI burden 0 0 4.27 0.03 0 5.44 
Partners 1 12.61 0.13 1223.9 22.17 1.61 305.39 
  2+ 0.07 0 437.77 0.01 0 6.47 

Note: Est: Estimate Std: Standeard error P: P-value Reference group for each variables: 
country: Ethiopia, HIV knowledge: answer less than 20%, age: 15–19, education: no 
education, STI: no STI in each CEA, marital status: singles in each CEA, residence: 
urban in each CEA, number of partners: zero partners. 

 
6 Conclusion and Discussion 

In this study, we demonstrated a novel application of a scale weighted ZINB to 
analyze count data from a survey of three countries. This expands current single country 
level approaches to include incorporation of aggregate data to examine factors associated 
with regional variation in HIV-AIDS prevalence in sub-Saharan Africa.  We also made 
comparisons among several weight scaling methods for incorporating design weights in a 
multilevel pseudo likelihood via simulation studies. Our results show the utility of 
multilevel pseudo likelihood estimation in complex survey data when design weights are 
properly accounted for by considering appropriate scaling methods. We also estimated 
RRs of the mZINB model to report estimates that have the same interpretation as regular 
RRs from NB models. Based on the analysis results, we conclude that scale weighted 
ZINB model is effective and robust for the analysis of aggregated count data with extra 
heterogeneity due to clustering. Finally, we would like to mention that further simulation 
studies might be needed to fully understand the operational characteristic of these 
models. Applications in other areas of biomedical research in which count responses are 
measured in clusters using a complex survey design might also be helpful to get further 
insights about the applications of these models. 
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