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Abstract

We begin by arguing that the often used algorithm for the discovery and use of disease risk
factors, stepwise logistic regression, is unstable. We then argue that there are other algorithms available
that are much more stable and reliable (e.g. the lasso and gradient boosting). We then propose a protocol
for the discovery and use of risk factors using lasso or boosting variable selection with logistic regression.
We then illustrate the use of the protocol with a set of prostate cancer data and show that it recovers
known risk factors. Finally we use the protocol to identiôr new risk factors for prostate cancer.

1. Introduction

As Austin and Tu (2004) remark, researchers as well as physicians are often interested in
determining the independent predictors of a disease state. These predictors, often called risk factors,
are important in disease diagnosis, prognosis and general patient management as the attending
physician tries to optimize patient care. In addition, knowledge of these risk factors help researchers
evaluate new treatment modalities and therapies as well as help make comparisons across different
hospitals (Austin and Tu, 2004). Because risk factors are so irnportant in patient care it behooves us
to do the bestjob possible in the discovery and use ofdisease risk factors. Because new statistical
methods (Ayers and Cordell (2010), Yuan and Liu (2006), Steyerberg et al (2000), Wiegand (2009),
Breiman (1995), Tibshirani (1996), Dahlberg (2010), Efron and Hastie (2016)) have been and are
being developed, (Dahlgren (2010)) it is important for risk factor researchers to be aware of these new
methods and to adjust their discovery and use of risk factor protocols as is necessary. In this paper,
we argue that now is such a time. For a number of years in risk factor research a method of automatic
variable selection called stepwise regression and its variants forward selection and backward
elimination (Chatterjee and Price 1977 (chapter 9)) have been used even as new methods have
become available (see Neter, Wasserman and Kutner, 1983, Chapter 12, Kutner et al 5tl' ed. 2005 P
364ff, Labidi etal2009, Queiroz et al2010, Qui et a12013, Guo et a12076, Khan et al20I6 and
many others). The last three cited are risk factor studies. We do not argue for a change of protocols in
risk factor discovery and use simply because newer methods are available. As literature
shows(Austin and Tu,2004) the older methods are often unreliable and the newer methods are much
less so. We point out that the purpose of this paper is the following:

1. To summarize some of the studies that show that stepwise regression and its
variants, as now used more often than they should be in risk factor studies ,are
unreliable and in fact may cause some of the irreproducibility of life sciences
research as discussed by Arnaud (2014) as we shall discuss later.
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To argue on the basis of current research that there are methods available that are
considerably more reliable.
To propose a modern statistical protocol for the discovery and use of risk factors
when using logistic regression as is commonly done.
To illustrate the use of the protocol developed in 3 using a set of prostate cancer data
(Cooper et al 2008).
To report the finding of new prostate cancer risk factors using the modern
procedures.

We further note that nothing in the way of statistical methods is new in this paper. What is new is the
inh'oduction of a clear protocol to identiÛr and use disease risk factors that involve much less problernatic
methods than stepwise regression. We then use the proposed methodology to identiff a known prostate
cancer risk factor and then discover new prostate cancer risk factors.

2.What then should replace these automatic variable selection methods?

From the references in Section 1, we see that the shrinkage methods have done well when
compared to the current stepwise and all subsets methods and thus we follow the suggestion of
Steyerburg et al and look at shrinkage methods. The question then becomes what shrinkage method
might we choose as the next variable selection method? We are impressed by the work of Ayers and
Cordell (2010) in this regard. First we note that shrinkage estimators are also called penalized estimators.
In particular the lasso (Tibshirani 1996) as defined by Zou (2006) can be considered. We note that the
factor lambda is said to be the penalty.

Now Ayers and Cordell (2010) studied "the performance of penalizations in selecting SNPs as
predictors in genetic association studies." Their conclusion is: "Results show that penalized methods
outperform single marker analysis, with the main difference being thaf penalized methods allow the
simultaneous inclusion of a number of markers, and generally do not allow correlated vadables to enter
the model in which most of the identified explanatory markers are accounted for." At this point, penaþ
estimators (i.e. shrinkage) look very attractive in risk factor type studies. (Efron and Hastie (2016),
Chapter 16.)

Another paper (Zou2006) helps us make our final decision. Zou (2006) considers a procedure
called adaptive lasso in which different values of the parameter L are allowed for each of the regression
coefficients. Fufthermore, Zou shows that an adaptive lasso procedure is an oracle procedure such that
B(3) (asymptotically) has the following properties

a) It identifies the right subset model and
b) It has the optimal estimated rate.

Zou then extends these results to the adaptive lasso for logistic regression. Wang and Leng
(2007) developed an approximate adaptive lasso (i.e. a different l. for each B is allowed) by
least squares approximation for many types of regression. Boos (2014) shows how easy it is
to implement this software in the statistical language R for logistic regression. Thus, we
choose to use the least squares approximation to their adaptive lasso logistic regression in the

2.

3 .

4.

5 .
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next section. We note here that a special variant of lasso, group lasso (Meier et al (2008)) is
needed for categorical predictol variables.

In the next section, we propose and discuss a protocol for the discovery and use ofrisk factors in
logistic regression models. In the following section we illustrate the use of the protocol using the
data of Cooper et al (2008) to look at some risk factors for prostate cancer. We will show that
currently known risk factors can be identifìed as well as new risk factors discovered using these
methods.

ln addition a new method of variable selection called gradient boosting has been
developed. (Ridgeway (2015), Kendziorski (2016) James et al (2013), Chapter 8, Maloney et al
(2012), Efron and Hastie (2016), Chapter 17.) This method has some of the same advantages as
lasso and we add it to the protocol and test it as well.

3. A suggested protocol for using logistic regression to discover and use disease risk factors.

Our suggested protocol is shown below. We discuss the protocol in this section and illustrate its
use with prostate cancer risk factors in the following section. This protocol uses the R statistical
language.

The Logistic Regression

Protocol for use with Risk Factors

l. Ready data for analysis.
2. Input to R.
3. Regress a suitable dependent variable ((say) 0- Control, 1 - Has disease) on X (a potential

risk factor) as described by Harrell(2OO1 Chapter l0) for logistic regression.
4. Select a set of potential risk factors. If an X variable is continuous, we suggest use of the

Bianco-Yohai robust (outlier resistant, see Hauser and Booth (2011)) estimator and furlher
suggest putting outliers aside for further analysis as they may give rise to extra information.

5. Now build a full risk factor prediction model.
6. Use potential risk factors (Xs) to form a full rnodel with the appropriate dependent variable

(as in 3).
7 . If any variables are continuous repeat 4 using the entire potential full model.
8. With any outliers set aside for further study, regress the dependent variable on the logistic

regression full model using the adaptive lasso method, least squares approximation, as
described by Boos (2014) which is easiest in R.
Using a Bayesian Information Criterion (BIC) select variables without zero lasso regression
coefficients to be predictors in a risk factor based reduced model. If categorical risk factors
are present use group lasso regression (Meier et al (2008)). Use graphs like Fig. 1 in Meier et
al (2008) to identiff the zero lasso regression coefficients that may exist for the categorical
variables.
Repeat Step 8 for gradient boosting as described by Kendziorski (2016).
Validate the reduced model, with the similar validation of the full model of step 6, if there is
any doubt about variables discarded from the full model using bootstrap cross validation
(Hanell, 2001) and then check the usual model diagnostics (Pregibon, 1981) for either lasso
or boosting or both.

9.

10 .
1 1 .
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12. Predict with the reduced model containing the appropriate risk factors as described in Hamell
(2001), Chapter 11 and Ryan (2009), Chapter 9.

Notes to the protocol.

We note that for the genome wide case of predictors one should refer to Li et al (20 I I ) and
Wu et al (2009).
All logistic regression assumptions should be checked and satisfied as in Pregibon (1981).

5.The prostate cancer example including new risk factors

This example is taken from Cooper et al (2008) where the data and biological system are
described. The data set used in this paper is a subset of the Cooper et al data set with all observations
containing missing values removed. We note that all potential predictor variables are categorical so no
imputation was performed. The coding assignments and the variable definitions are given in the
Appendix. The simple and multiple logistic regressions are caried out as described in Haruell (2001).
Robust logistic regressions, when needed, are carried out as described in Hauser and Booth (2011).
Variable selection is carried out using the adaptive lasso (Zou, 2006) with the least squares approxirnation
of Wang and Leng (2007) for continuous independent variables and by group lasso (Meier et al (2008))
for categorical independent variables. Gradient boosting is camied out using R Package gbrn Ridgeway
(2015) as described by Kendziorski (2016), Ho (2012), Maloney (2012). All computations are carried out
using the R statistical language. The R functions for variable selection (adaptive lasso and group lasso)
along with the papers are available from Boos (2014), and used as described there. The use of the group
lasso R function is covered in R help for packages grplasso and grpreg. The data sets and R programs are
available from the authors (DEB). The variables studied as potential risk factors are listed in the X
column of Table 1. The dependent variable is cunent status.

We now follow the protocol and explain each step in detail. We begin by considering the one
predictor logistic regressions in Table 1. First note that all potential risk factors in this data set are
categorical (factors) so we do not have to consider the Bianco-Yohai (Bianco and Martinez (2009))
estimator of protocol Step 4 for this data. Cooper et al (200S) hypothesize a SNP-SNP interaction as a
risk factor for prostate cancer. We now test this hypothesis and attempt to answer the question is there
such an interaction? In order to answer this question, we first note that the answer is not completely
contained in Table l. Second, we recall that we have a gene-gene interaction of two genes if both affect
the final phenotype of the individual together. To be specific, we now consider the two genes representing
the relevant alleles of the SEPPI and SOD2 genes. If there is a gene-gene interaction, we must see the
following statistically. The relevant alleles of the SEPPI and SOD2 genes must be selected to be in a
reasonable prediction equation for the disease state by the appropriate lasso or boosting algorithm (see
Figures 1,2,3, and 4). The appropriate lasso algorithm here is the group lasso for logistic regression
because the predictor variables are categorical. We now note that in our data set we have four candidate
predictor variables from which to search for our gene-gene interaction MnSOD_DOM_Final,
SeP-Ad-Final, MnSOD-AD-Final and SeP_DOM_Final. Either obseryation of the Variable Values or a
simple trial shows that we cannot include all four variables in the model at once because they are pairwise
collinear. Hence we have to separate the variables into the two cases, the models of Figure I and Figure
2. We also note that lasso generally does not allow correlated variables to enter the model (Ayers and
Cordell(2010)).

A.

B .

JSM 2016 - Biometrics Section

340



We now begin our search using lasso with the model of Figure 1. This gives us a candidate for an
interaction. We then perform the group lasso analysis of Figure l. Here we must determine if the
relevant alleles are included in the group lasso selected prediction equation. Roughly this is the case if
the lasso regression coefficients are not zero at the end of the algorithm's execution as shown on the
coefficient path plot of Figure 1. By looking at equation (2.2) of Meier et al (200S) we see that 0<1,<oo
hence as L-*.o, sr(F)-O and thus 9¡ -0 but not uniformly. Hence the question is what value of l, do we
choose to determine if the coefficients are close enough to zero to discard that term frorn the model as a
zero coefficient. Based on Table 2 where we compute the

Table 1 Simple Logistic Regression Results
t variable CURRENTSTATUS In1ercepts are not li

X Coeff. SE P
X STRATUM -.055132 .005646 (2x10-'o

MnSOD AD Final 0
I
2

-0.4334
-0.2478
-0.3140

I24l
tt57
1233

0.000477
0.032196
0.010879

SeP_Ad_Final 0
1
2

0.2t219
0.12890
0.23484

0.10309
0.10754
0.15797

0.039ss7
0.230675
0.1371r7

MnSOD DOM Final0
I

0.4334
0.2704

0.1241
0 . t t 2 6

0.000477
0.0t6369

SeP DOM Final 0
I

0.21219
0.14445

0.10309
0. I  0568

0.039ss7
0.r71679

Smoke_ever 0
I

.00339

.03797
. 0 8 1 6 1
.070t6

0.967
0.589

Alco_ever 0
1

-0.428943
0.002951

0.142425
0.0623t7

0.0026
0.9622

FAMHIST 0.84619 0.09497 <2x10-'o

sted
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Table 2

OptimalÀs Computed from R Packages

grplasso and grpreg for Indicated Models

Note: Àmin computed by package grpreg using a Bayesian Information Criterion Àmax was computed by

package grplasso.

Predictors in Model l.min ì.max Àont
MnSOD_AD_Final
SeP DOM Final

.009 70.55 .635

MnSOD_DOM_Final
SeP Ad Final

.017 83.99 r.428
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Figure 1 - The Group Lasso Coefficient plot for the logistic regression -

Containing MnSOD_DOM_Fl NAL and SeP_Ad_Fina I

We note that for lambda=Àopt none of the paths shr ink to zero suggest ing that a SNP-SNP interact ion,

as reported in Cooper et al (2008) exists.
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Figure 2 - Grouplasso Coefficient Plot for Model Containing MnSOD_AD_Final and SeP_SOM_Final
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optimal î" to use we choose ̂ F1.428 to be the cutoff point. Hence we can now apply the condition of the
previous paragraph. We now check Figure 1 to see which if any of these candidate alleles are selected
for the group lasso prediction equation which was our criterion. We now examine the Figure 1 plot at
)''opF1.428. We note that at this À none of the candidate alleles have coefficients of zero. Hence usins
our criterion \rye can summarize as follows:

l. We need Figure 1 selection to show interaction. SeP_Ad_Final0 was Ala/Ala so this is one
allele that qualifies. Similarly for SeP Ad Finall and 2 which are Ala/Thr and Thr/Thr
respectively

2- Both MnSOD-DOM-FinalO and MnSOD_DOM_Finall (i.e. AlalAla and +/Ala) satis$ so this
shows that for MnSOD the result is +/Ala. Hence the identified interaction alleles are

SEPP1 SOD2

Ala/Ala +/Ala

which agrees with the Cooper et al (2008) finding on a gene-gene interaction risk factor.
Similarly we have from SeP Ad Final 1 and2

which are also risk factors.

We now repeat this analysis for the model which contains the other possible candidate alleles, By
our criterion for gene-gene interaction we need FilO for IopF0.635, from observing Table 2. Now by
observing Figure 2 we see that for MnsoD_AD_
Final the 0, I and 2 values meet the criteria while for SeP DOM_Final only the 0 and 1 alleles do. By
consulting the Appendix we see that

SeP_DOMFinall is ala/Ttu and ThriThr

SeP_DOM_FinalO is Ala/ Ala

MnSOD_AD_FinalO is Val/Val

1 is Val/Ala

2 is Ala/Ala

Hence we conclude that we have additional gene-gene interactions that are risk factors. Since one
combination was identified using the frrst model. We now have

Ala/Thr

Thr/Thr

SEPPl

Ala/Ala

Ala/Ala

+/Thr

+/Thr

+lAla

+lAla

SOD2

Val/Val

YallAla

Val/Val

Val/Ala

as risk factors. None of these have been reported in the prior literature as far as we can determine
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Figure 4 Corresponds to Fig.1, Same Conditions as in Fig. 3
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We can now make prediction equations using our now known risk factors which will give our
predicted diagnosis ofwhether or not a patient is at risk for prostate cancer based on our variable values
assuming that we use a new observation not one which is included in our current data set.. We
recommend the use of bootstrap cross validation to validate this equation and full details are included in
(Hanell, 2001). As a final reminder, all of the other assumptions of logistic regression need to be
checked each and every time. The reader is refened to Pregibõn (1981) foi furtneidetails. These new
risk factor results are particularly irnportant since the SEPPI gene product is in the same metabolic path
as a tumor suppressor for prostate cancer (Ansong et al 2015).

We now repeat the analysis using gradient boosting. The results are shown in Figures 3 and 4.
The results are identical to the lasso results.

6.Limitations of the proposed Protocol and Future Research

As much as we would like this to be the last word on the discovery and use of disease risk factors
with logistic regression, it is not. We will mention a few possible limitations and our hope for some future
work perhaps by us or others that we would like to see.

First, Ayers and Cordell (2010) mention a limitation of this suggestion, the fact that there is no
known way to get confidence interuals and p-values for lasso estimates. Fortunately this is changing.
Currently, there is a paper by Lockhart er. al (2012) entitled "A significance test for the lasso". While this
is a complicated paper that doesn't solve all problems a strong beachhead has been established.

Next, we discussed the advantages of adaptive lasso earlier (esp. the oracle property) but no
algorithm currently exists to solve the adaptive group lasso problem in the case of logistic regression. We
conjecture based on the results of the linear regression case extended to the logistic case that if we could
extend adaptive lasso to the group lasso for logistic regression cases that the same desirable properties of
adaptive lasso would hold, especially the oracle property.

Finally the usual problems of outliers, etc., as always, raise their head. The Bianco-Yohai
algorithm (Bianco and Martinez (2011) ) is a start but this hasn't been extended to any penalized
shrinkage regression method. We conclude that there is much work to be done and fully expect to see
other papers like this one in the future and hopefully statistical practice can continue to evolve and even
better solutions can be applied to these interesting and important problems.

7. Conclusion

We have attempted in this paper to bring up to date statistical thinking to the problem of the
identification and use of disease risk factors, where stepwise regression is still too often used. Much
remains to be done, but we hope that the ideas presented here will improve statistical practice in this very
important area. In the process of bringing this thinking up to date, we have shown that we recover a
currently known risk factor and identi$; new risk factors which suggest the value of our approach. These
new risk factor results are pafticularly important since the SEPP1 gene product has recently been shown
to be in the same metabolic pathway as a tumor suppressor for prostate cancer (Ansong et al 2015)
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Appendix
Data Set
Variable

INCLUSIONSTATUS

X-INCLUSIONAGË-YRS

CURRENTSTATUS

T

N

DIFF

GLEASON

PSA

ADV

X-sÏRATUM

FAMHIST

smoke_ever

alco_ever

X-BMI

MnSODJÞ_Final

MnSOD_DOM_Final

5ÈP_Ad_Final

5eP_DOM_Final

inclusion_age_banded

Ad_control_100_final

Loc_contro1100

Cancer stätus at inclusion

AEe

Upciated cancer status

T- Stage

N - Stage

M - Stage

Tumour Dlff erentiation

Gleason Score

Prostate specif ic antigen

Advanced stage cancer in at least one
of the above markers {TNM, Diff,
Gleason, PSA) See below for how the
cancers were classified

Stratificatiorr of data based on age and
geographical location
Famìly history

Smoking

Alcohol consumpt¡on

Body Mass hdex

S0D2 Genotype

SODZ Dominant Model

SePPI Genotype

SePPI Dominant Model

Age banded within 10 years

Aggressive and Control. All ôtlìer
cases excluded
Non- aggressive ànd Contrûl. AII other
¡¡cac ovr lr  r¡ la¡{

0 = Controi
1 = Cancer
Age

0 = Control
I = Cancer
St¿rg¡ng I to 4
-1 = Control
9 = No dat¡r
0 = N -
1 =  N +
-1 = Control
99 = No data
0 = M -
L = M +
-L = Control
99 = No data
Staging I to 3
-1 = Control
99 = No dato
Staging L to 10
-1 = Control
99 " No daÌa
trg,/rnl
-1 * Data not avallable
-2 = Control
0 = Not aggressive
1 = Aggressive
-L = Control
99 = No d¿ta

0 = N o
1 = Y e s
0 = ltlever
I = Ever
99 = DaTa rnissirrg
0 = Neue[
1 * Ever
99 = Data missing
-L - No Dat¡
1<,  = BMI
0 = Val,/Val
1 = Val/Ala
2 = Ala/Ata
0 * VaUVal
1= V¡l/Ala ancl Ala/Ala
0 = Ala/Aia
1 = Aìa/Thr
2 = Thr/Thr
0 = Ala/Ala
I = Afa,/Thr and Thr/Thr

0 = Cotrtrol
1 = A8gressive
0 ' Control
1 =  h ln r r  Âssro tc i r ¡e

M
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Cases were classified as either non-aggressive at diagnosis (tumor stage 1 and2, Gleason score <
8, Differentiation GI-G2,NP^trX, MO/MX, PSA < 100 pgll,; NPC) or aggressive at diagnosis
(tumor stage 3-4, Gleason score ) 8, Differentiation G3-G4, N+, M+, PSA > 100 ¡rg/L;APC).
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