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Abstract
Increasing productivity is a major priority for the U.S. and other advanced nations. Because of

this, the link between innovation input (R&D), innovation output (process, product and logistic
innovation) and productivity is a relevant policy issue. This presentation is about the capability
of currently available survey data such as the Business Research and Development and Innovation
Survey (BRDIS) to establish a causal relationship that is useful for making predictions about the
consequences of changing innovation inputs. The observational nature of BRDIS makes it necessary
to recognize potential selection, simultaneity and, more generally, endogeneity biases before any
links between R&D, innovation and productivity can be established. Lacking random assignment
policy evaluations and a causal interpretation of the findings, a new identification strategy based on
structural equation models is presented in this paper that tries to address all those problems.

Key Words: Structural equation models, SUR, graphical models, R&D,

1. Introduction

The goal of this paper is to validate well known theoretical causal hypotheses about drivers
of R&D investment using a micro-econometric model. The following two research ques-
tions are addressed: (i) do those drivers help predict innovation outcomes and the per-
centage of sales due to innovation, and if so how can we measure their effect? (ii) what
percentage of innovation sales accrue via the effect of those drivers on R&D as compared to
their direct effect on innovation sales? Because the causal assumptions made are grounded
on well known theories, the building blocks of the model are defensible and consistent
with the current state of knowledge. In particular, the micro-econometric model under in-
vestigation is intended to provide convincing evidence for causal claims about the effect
of demand, appropriability of returns, collaboration, technological opportunity, firm char-
acteristics (such as size, market power, diversification, legal form of organization), use of
external knowledge [65], market structure and financial constraints on the decision of firms
to invest in R&D and on innovation sales. Separating out the causal effect of R&D and the
direct effect of those drivers on innovation is necessary in order to account in the analysis
for firms that innovate without R&D, but may be driven instead by collaboration, intel-
lectual property transfers (IP) and costless incentives. This in turn is useful for making
predictions about the consequences of changing circumstances or policies relevant for both
types of firms such as for example open innovation policies that affect intellectual property
exchange; the separation would tell us what would happen in alternative (or counterfactual)
worlds[2, 3, 49].

Private Research and Development outlays (R&D) are investments of firms on activities
intended to innovate. Successful implementation, i.e., commercialization, is necessary for
the innovative effort to end up being an innovation and for sales revenues due to innovation
to ensue [53, 10] . The innovativeness of the U.S., however, is measured almost exclusively
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Table 1: Percentage of firms reporting innovation, by R&D status. Source: BRDIS 2008-2011.
Note that these are row percentages. The numbers in the last row reflect only the sample that reports
innovation. Sample size: 159,000.

R&D status Goods Services Process Logistics Support
No R&D 7,600 (6%) 6,600 (5%) 6,200 ( 5%) 3,800 (3%) 8000 ( 7%)
120,500
R&D 22300 (58%) 10500 (27%) 14100 (37%) 6500 (17%) 11400 (30%)
38,500
159,000 29900 17100 20300 10300 19400

by its R&D (i.e., by its innovative activities effort) [12, 7, 66]. By that metric, the U.S. was
10th in the world in 2011, with somewhat over 2.8% of GDP[23].

The recognition that private innovative activity, measured by private R&D investment,
is a fundamental contributor to the economic growth and competitiveness of the U.S.
[22, 4, 55] has led national science and innovation policy under the umbrella of the America
COMPETES Act to aim to bolster corporate research by making R&D tax credits perma-
nent [9, 54, 43, 44, 11, 64, 36, 12]. R&D tax credits have been the most important private
innovation policy of the last two decades, despite evidence that R&D and total economic
growth at the firm level do not always correlate [36, 12]. Finding channels for alternative
private innovation policies that do not lean on tax credits and R&D but could nonetheless
foster innovation in those firms that innovate without R&D is not easy. To find them, it
is first necessary to know how well R&D predicts a firm‘s actual innovation and innova-
tion sales, and what are alternative mechanisms leading to innovation, which are not well
understood yet [24, 33, 34]. Causal inference in this complex context is hard for three
reasons: first, the state of knowledge prevailing in this field is not always consensual be-
cause it has been obtained through a variety of data sets, periods and methods, leading to
multiple interpretations, as indicated by the comprehensive survey of Cohen [12]; second,
although there are long time series records of R&D data, the production of data on U.S. in-
novation and innovation sales at a large scale is still in its infancy, making large scale panel
data analyses of U.S. innovation not feasible yet; and third, innovation strategies of firms
have many dimensions, such as for example intramural, extramural, research, development,
commercialization, goods and services or process. In particular, as services increasingly
dominate the global economy, firms aim to introduce service innovations and gain com-
petitive advantage [20]. While small scale studies of particular industries have provided
valuable knowledge [60], the importance of innovation for U.S. competitiveness [55] calls
for causal inference using large and diverse populations of business establishments. Using
the same data throughout the preliminary analysis described in this paper helps focus the
interpretation on the methodology and not on the data.

This paper contains the results of preliminary research on the determinants of inno-
vation sales (with or without R&D). Firms in the U.S. are classified by their innovation
strategies, with groups differing by drivers of innovation such as demand, appropriability
of returns, technological opportunity, R&D and economic sector [62]. That descriptive
confirmation of causal assumptions grounded in theory needs is strengthened with causal
inference intended to determine the size of the causal effects [61]. Regression approaches
to causal inference with seemingly unrelated regression models (SUR) for Research, Devel-
opment, innovation sales and productivity indicate that each of those outcomes is affected
by different groups of drivers, as should be expected, given the differences in characteris-
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Table 2: Percentage of goods and services innovative U.S. firms that have new-to-market or new
to firm innovation, by R&D status and economic sector. Source: BRDIS 2009-2011. Weighted.
Sample size: 47000.

R&D Status Sector New-to-market New-to-firm Sample size
No R&D Service 52% 67% 4700
No R&D Manufacturing 54% 68% 4600
R&D Service 71% 64% 6500
R&D Manufacturing 70% 73% 11100

Table 3: Percent of sales due to “new-to-market (ntm)“ and “new-to-firm“ (ntf) innovations and
sales due to the usual line of business. Weighted. Source: BRDIS 2009-2011.

R&D Status Sector N Variable Average sd
% sales

No R&D Service 4700 % sales due to ntm 13 29
% sales due to ntf 14 27

No R&D Manufacturing 4600 % sales due to ntm 10 23
% sales due to ntf 12 23

R&D Service 6500 % sales due to ntm 24 39
% sales due to ntf 16 29

R&D Manufacturing 11100 % sales due to ntm 13 24
% sales due to ntf 12 22

tics among them. Separately, multinomial choice models support the hypothesis that the
type of innovation pursued by firms is also associated with some of those drivers. The
Structural equation models (SEM) then help identify which factors are relevant when all
the relations are simultaneously taken into account and the separation of direct and indirect
effects of the drivers on innovation sales is made. The preliminary results were obtained
using microdata produced by the Business Research and Development and Innovation Sur-
vey (BRDIS) 2008-2011, which contains data on innovation by firms that do and do not
conduct R&D. BRDIS is an annual mandatory survey of approximately 40,000 for-profit
non-farm firms (with at least 5 employees) representing about 2 million firms in the U.S.
each year [68, 8, 10]. The paper ends with a discussion of possible directions for future re-
search, in particular, the examination of the causal hypotheses already examined by means
of Bayesian Graphical Models (also known as Directed Acyclic Graphs or Dags).

2. Theoretical context and research hypotheses

Causal claims on the effect of drivers of innovation have been usually framed in a knowl-
edge (K) production function and the contribution of innovation to productivity in an output
production function [31, 30]. The knowledge production function approach assumes that
the production of new knowledge depends on current and past investment in new knowl-
edge (e.g. current and past R&D expenditures) and on other factors such as knowledge
flows from outside the firm. The augmented Cobb-Douglas production function for inno-
vation sales that drives this paper‘s hypotheses has the following form [36]:

Y = ALαCβ[K]λ[K0]φeµ.
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Table 4: Dual innovation status of U.S. firms, BRDIS 2008-2011 (weighted percentage). A star
indicates that the manufacturing sector has higher share of that category than the non-manufacturing
sector.

Status Percent of all firms
Dual innovation 13%(∗)
Goods innovation/no services innovation 22% (∗)
No innovation in goods or services 60%
Services innovation/no goods innovation 5%

Y is innovation sales, L is labor decomposed into specialized R&D labor and other labor
and the two Ks have a direct and indirect component. The direct component measures the
direct effect of drivers of innovation on innovation sales (Y ) and the indirect one the influ-
ence on Y due to the effect of those drivers on R&D. By separating the effects, we allow
for the R&D and non-R&D firms to be represented by the same function. The variable A
captures other drivers of innovation such as firm‘s age, firm‘s legal form, demand, appro-
priability of returns, market structure and other exogenous factors that may have an impact
on innovation sales.

A stylized fact is that innovation depends on how much is spent on R&D and economic
sector [46]. BRDIS firms that do and do not do R&D provide a counterfactual scenario with
a quasi-treatment group (R&D) and a quasi-control group (no R&D). The data confirms
that: (i) there are firms that innovate without investing in R&D [8, 26, 27, 40, 14, 68,
62] (Table 1) and 6% of the latter were involved in goods innovation [10]; (ii) there are
firms investing in R&D that do not innovate [60] (Table 1); (iii) the proportion of sales
due to innovations is not largest in the manufacturing sector which is the most prominent
investor in R&D and the recipient of the largest proportion of R&D tax credit incentives
(Table 3). Open innovation policies could be targeted to firms that innovate without R&D
outlays [24, 33, 34]. The manufacturing sector in the tables and elsewhere in the paper
comprises companies with NAICS 31-33. R&D active companies are companies that either
perform or fund R&D research.

Table 2 describes the percent of firms with at least one type of innovation that have new-
to-market and new-to-firm goods and services innovations. Innovative enterprises are firms
that actively create new knowledge, they have new-to-market innovations [1, 36, 29]. New-
to-market innovation is sequential [56, 58] and requires both research (R) and development
(D), whereas new-to-the-firm innovations may only require D outlays. As we can see in
Table 3, sales revenue due to innovativeness in goods and services, do not necessarily
follow the R&D outlays. The sales revenue from R&D outlays on radical innovations is
higher in the non-manufacturing sector, despite the fact that manufacturing firms introduce
more product and process innovations (22% versus 8%) [8], are the major investors in R&D
and receive the largest share of R&D tax credits.

Table 4, which focuses only in goods and services innovations, reveals that a significant
share of U.S. firms (13%) implement both goods and services innovation, and more so in
the manufacturing sector than in the service sector.

2.1 Drivers of innovation in the literature. Research hypotheses

Regarding the effect of the following factors on R&D [12], the literature has presented
mixed results. This paper hypothesizes that the following factors are drivers of innovation,
not only through R&D but also indirectly via other mechanisms yet to be found:
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Table 5: Factor Analysis of innovation strategies of firms, based on BRDIS data, years 2008-
2011.Rotated Factor Pattern. Varimax rotation. N=159000.

Variable Factor1 Factor2 Factor3 Factor4
New to firm innovation 0.12 0.11 0.80 0.25
new-to-market innovation 0.21 0.12 0.80 0.16
Technical process innovation or not 0.23 0.05 0.33 0.75
Nontechnological process innovation 0.14 0.06 0.13 0.89
In house RD 0.66 0.22 0.43 0.16
firm applies, receives or gets
license money from patents. 0.69 0.21 0.18 0.05
Paid by firm, performed by
others 0.19 0.95 0.14 0.06
RD expenses in equipment 0.61 0.26 0.37 0.08
Purchased external knowledge 0.17 0.95 0.12 0.05
Design patents are important
or very important 0.78 0.04 0.03 0.14
Copyright is important or very
important 0.76 0.05 0.05 0.17
Variance explained 24.3 18.2 16.4 14

appropriability of returns obtained through patents, copyrights and trademarks [22, 28,
42, 35]. The surge in patenting in the last two decades has not translated into a
significant effect on economic performance, and only a small fraction of innovative
firms relies on patents to protect their inventions[18, 13, 16, 35, 51]. Trademarks,
trade secrets, and copyrights are more important forms of protection, and a potential
driver of innovation [14].

technological opportunity (closeness to science, technology within the industry, maturity
of the industry) affects research differently than development;

demand conditions , how much the market is expecting the innovation affects innovation
directly;

industry structure has had a mixed impact that will continue with the BRDIS data set [12];

firm characteristics such as market power, monopoly, size, legal form of organization
affect innovation directly;

intellectual property transactions and research collaboration schemes are more relevant
now than in the past, and may result in innovation without R&D.

formal collaboration with other companies [48, 37] leads to higher productivity depend-
ing on the type of R&D and management of technology.

cash flow has a mixed effect on innovation [50].

in-licensing or out-sourcing and other forms of strategic alliances such as cross-licensing
mediate effects of market structure and other factors on innovation [13, 63, 32].
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3. Research Results

Guided by the theoretical causal assumptions described above, the empirical validation
that follows is done under different perspectives and multivariate methodologies, seeking
replicability of the results. This section summarizes the results obtained.

3.1 Innovation strategies of firms

Exploratory and confirmatory factor analysis identifies latent innovation strategies of firms
that could be seen as different dimensions of the innovation process. Cluster analysis to
group firms into categories with specific ratings in terms of their innovation strategies
scores [25] result in groups well defined by variables traditionally used in R&D academic
research [62].

The results of the factor analysis presented in Table 5 are based on unweighted data,
principal component analysis and varimax rotation method [62]. An item is said to load
(be given a lot of weight) on a given component if the factor loading is .50 or greater for
that component, and is less than .50 for the other. The magnitude of the factor loading
represents how correlated a firm‘s response for that item and the underlying, latent dimen-
sion is. Using these criteria, four items are found to load on the first component, which
is subsequently labelled the intramural, capital intensive, intellectual protection intensive
R&D strategy. Two items load on the second component, which is labelled the extramural,
intensive use of external knowledge R&D strategy. Two items load on the third compo-
nent, which is labeled the goods and services innovation strategy. Finally, two factors load
on the fourth component, which is labeled the process innovation strategy. Confirmatory
factor analysis suggests that this is a good fit to the data.

Firms present more than one innovation strategy. Factor scores are assigned to each
firm. A factor score is an average that weights each item according to how salient it is to
the concept being measured. They range from approximately −3 to 3. A firm with a factor
score of 3 in factor 1 is strongly characterized by the mode of innovation represented by
factor 1, that is, it performs above average in relation to factor 1.The proximity of firms to
other firms based on the factor scores yielded 4 main groups obtained with cluster analy-
sis [62] [19] [41]. We can see preliminary results in Table6. The values are unweighted,
thus they represent only the sample.

The average and standard deviation of the factor scores in each cluster, the average size
and sales of the firms in each cluster, and the average values of many other relevant vari-
ables can be seen in Table 6, which shows that innovation strategies present themselves in
groups of firms with distinctive economic characteristics. Cluster 1 contains the smallest
(on average) firms that are intramural and goods and service innovators, over 70% R&D
active, relying on trade secrets for intellectual property protection and the highest percent-
age of sales from innovations. On the other hand, cluster 4 has the largest, intramural and
heavy R&D companies that process innovate, make heavy use of external knowledge and
other forms of intellectual property protection and are second in innovation sales. Cluster 2
clearly represents the companies that are below average in all innovation strategies. Groups
1, 3, and 4 have approximately the same proportion of manufacturing firms.

3.2 Strategies for the validation of causal claims

Clarifying the economic mechanisms that bring the innovation phenomenon and the inno-
vation sales into existence requires more than descriptive analysis. Knowing the process
that generates innovation sales can indicate points for policy intervention. There has been
one main evidentiary strategy for supporting studies‘ causal claims: mimic an experiment
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Table 6: Cluster analysis based on BRDIS data 2008-2011. Factor scores are standard devia-
tions above (+) or below average (−). Dichotomous variables are in proportions of firms with the
characteristic. Sales are in thousand dollars. Source of data: BRDIS 2008-2011.

Variable Cluster 1 Cluster 2 Cluster 3 Cluster 4
N 14000 117400 18000 9600
Average Sales 211466 270601 561078 1259655
Average employment 540 778.83 1438 2111
Factor1 0.53 −0.16 0.29 0.70
Factor2 −0.57 −0.18 −0.40 3.77
Factor3 2.19 −0.31 0.08 0.43
Factor4 −0.34 −0.32 2.31 0.17
New to firm innovation 0.72 0.00 0.28 0.43
new-to-market innovation 0.66 0.00 0.25 0.44
Technical process innovation 0.33 0.01 0.79 0.37
Nontechnological process innovation 0.13 0.00 0.82 0.28
In house RD (intramural) 0.75 0.12 0.57 0.91
Firm applies, receives or gets
License money from patents. 0.32 0.05 0.22 0.54
R&D paid by firm, performed by
others (extramural) 0.05 0.00 0.01 1
RD expenses in equipment. 0.45 0.06 0.33 0.69
Purchased external knowledge. NA 0.00 0.00 0.95
Design patents are important
or very important. 0.32 0.09 0.28 0.46
Copyright is important or very
important. 0.46 0.13 0.42 0.58
Utility patents 0.41 0.09 0.33 0.65
IP transfer 0.21 0.04 0.33 0.65
Formal collaboration expenditures 0.08 0.00 0.03 0.22
Total World RD 0.72 0.11 0.55 1
RD paid by others, own performed 0.13 0.03 0.10 0.23
Weight of trade secrets 0.64 0.17 0.60 0.78
Weight of mask works 0.06 0.03 0.08 0.11
Variety of industries Most least
Percent in manufacturing 54% 40% 57% 58%
Average innovation sales 1st last 2nd 2nd

by attempting to hold other explanatory variables constant through stratification, matching,
or regression, in order to strip an observed association of all spurious components. This ap-
proach has dominated Economics for decades and has been and will continue to be a major
tenet of any research. A look at the long list of papers on innovation and R&D testifies to
that [12].

3.2.1 Multinomial models of the decision to innovate

The first question addressed is: does R&D have any effect on the type of innovation ob-
tained by the firm. To have innovation sales a firm must first innovate. This is a rather
stochastic event that happens if the right decisions are made, and if chance helps as well.
Thus it differs from the decision to invest in R&D, which is made only by the firm. When
there are more than two categorical responses without order, the logit model is also called
generalized logit model, discrete choice model or multinomial model [38, 57, 47]. This
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Table 7: Four Seemingly Unrelated Regressions. Dependent variables: Research part
of R&D, Development part of R&D, Innovation sales and Productivity. Results include
coefficients and standardized coefficients (in parenthesis). Starred are significant at 5%
level. Weighted. Sample size used for computations=2200 (rounded) (those observations
with complete data). The data gets reduced to those firms that conduct both Research and
Development, have sales due to innovation new-to-market or new to firm, and have non-
missing value of productivity. System weighted R-square=0.67. Source of data: BRDIS
2008-2011.

Lagged
Independent Research Development Innovation Productivity.
Variable Intensity Intensity sales
lag sales 0.42(0.52)∗ 0.57( 1.26)∗

lag sales square −0.03(−0.48)∗ −0.04(−1.28)∗

lag IP trade 0.07(0.02)∗ 0.18(0.07)∗

lag capital −0.14(−0.24)∗ −0.05(−0.17)
lag capital square 0.01(0.21)∗ 0.005(0.26)∗

lag demand 0.10(0.03)∗

lag high tech 0.16(0.04)∗

lag market
appropriability 0.46(0.02)
lag log R intensity 0.76(0.79)∗ 0.06(0.07)∗

lag log D intensity 0.8( 0.90)∗ 0.14(0.17)∗

lag sales −0.13(−0.07) −0.16(−0.09)∗ −0.21(−0.15)∗ 0.59(0.64)∗

group 0.21( 0.08)∗

lag innovation 0.25(0.05)∗

lag market power 0.34(0.96)∗

lag markpower sq 0.03(1)∗

type of model has been used to model firm‘s innovation strategies choices, complemen-
tarities in innovation, and innovation and competition [15, 21, 5]. The results are usually
presented in the form of odds ratios.

A weighted generalized logistic regression (or multinomial) model used to investigate
what characteristics of firms lead them to be in any of the categories seen in Table 4 [61]
revealed the following: Manufacturing firms that hire R&D workers and engage in infor-
mal IP trading and do intramural R&D are more likely to be dual innovators other things
constant. Tacit knowledge embedded in the R&D workers is eight and a half more likely
to result in dual innovation. Firm size and productivity had odds ratios very close to one,
indicating that although significant they are equally likely to result in any of the types of
innovation.

3.2.2 Systems of equations with SUR models

Some authors have shown that Research (R) and Development (D) have different deter-
minants [6]. Seemingly unrelated regression models (SUR), which fit separate regression
models to each of the dependent variables, but assuming that there are correlations between
the residuals of these models, is an appropriate method to answer this question [39]. Table
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7 shows results for four equations for dependent variables log Research intensity, log De-
velopment intensity, log innovation sales and log productivity. All independent variables
are lagged to avoid reverse causality and endogeneity that could arise due to heterogeneity
of omitted variables [52].The model controls for 11 industry fixed effects and year (not
shown, but coefficient estimates reveal that there is significant heterogeneity across firms).
The lagged independent variables include lagged values of the R and D and innovation
sales variables. Table 7 only contains variables that were significant for at least one of
the dependent variables. Other variables such as process and logistic innovation were not
significant. The most significant finding is that blocks of the independent variables affect
one dependent variable but not the others. All four dependent variables are inelastic with
respect to the independent ones. The effect sizes are small.

We see in Table 7 that past innovation in goods and services, past log Research and
log Development and past IP exchange is associated with higher logged innovation sales.
Those lagged variables, however, do not affect productivity (sales per employee). The lat-
ter is only affected by lagged firm size, lagged sales, lagged capital (a nonlinear effect) and
lagged market power. The only variable that appears to depend the most on the traditional
determinants of R&D is log research. The coefficients are elasticities. In parenthesis are
the Beta coefficients, which allow us to see which variable has higher effect on the depen-
dent variable. The system wide R square is 67%. The correlation between research and
development is 0.26, research and productivity 0.21, development and productivity 0.26.
Only firms that participated in the survey more than one year and that had values of all the
variables could be included. One drawback of this model is that there is no correlation be-
tween the residuals of the innovation equation and the other equations.The other dependent
variables are correlated however. SUR also does not allow the estimation of indirect effects
in a way that would allow to establish strong causal conclusions. It is possible that the
weak strength in the direct associations observed is compensated with a stronger indirect
association.

3.2.3 Structural Equation Models

The estimation of functional forms like those described earlier in section 3.2.2 are useful
lend statistical support to some of the causal hypotheses posed by economic theory regard-
ing development, research, innovation sales or productivity. This is consistent with the
descriptive findings of section 2. Correlation of errors of the four SUR equations amelio-
rates the endogeneity bias. But stronger causal assumptions can not be brought together
and their implication or plausibility can not be imposed on the model to test their com-
patibility with the data. The two strongest types of causal assumptions are: (1) imposing
zero coefficients and (2) imposing zero covariances. These are addressed with structural
equation models (SEM).

SEM is a causal inference engine that expresses relationships among a system of vari-
ables that can be either observed variables (manifest variables) or unobserved hypothetical
variables (latent variables). SEM presents an opportunity to specify causal mechanisms
as a way to provide empirical support to causal claims. It takes in two inputs, qualitative
causal assumptions and empirical data, and derives two logical consequences of these in-
puts: quantitative causal conclusions and statistical measures of fit for the testable implica-
tions of the assumptions. Failure to fit the data casts doubt on the strong causal assumptions
of zero coefficients or zero covariances and guides the researcher to diagnose, or repair the
structural mis-specifications. Fitting the data does not prove the causal assumptions, but it
makes them tentatively more plausible. Any such positive results need to be replicated and
to withstand the criticisms of researchers who suggest other models for the same data [67].
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Figure 1: Structural Equation Model. Preliminary results. Source of data: BRDIS 2008-
2011

Allowing multiple directions of causality constitutes a conceptual improvement over the
single-equation and even instrumental variables and sample selection models. SEM also
allows the estimation of direct and indirect effects [59].

The data ended up supporting the four initial factors considered earlier in this pa-
per(now numbered 1, 2, 3, 6) and an additional factor, 8, representing firm characteristics.
The structural part of the model is added to the first model described above by incorpo-
rating causal relations of the drivers of innovation with innovation sales, economic sector
and other variables, as well as causal relations among the factors. The structural equation
model supported by the data is that seen in Figure 1 .

Shown in Figure 1 are the standardized coefficients, which measure the effect in stan-
dard deviation units and show which variable has the strongest effect. The variables in
boxes are observed, the ones in ovals are latent factors. These are variables that are in the
theory tested but are not observed as indicated in Section 2. One directional arrows repre-
sent effect, two directional ones (in green color) simply association due to unknowns. For
example, the correlations between the latent factors, are practically and statisticially sig-
nificant for factor2 and factor1 (0.921), factor8 and factor1 (0.77), an factor8 and factor2
(0.46). The numbers are not shown, but the green arrows indicate that they are significant.
The Chi-square statistic is misleading for such large data set. But the other model fit statis-
tics such as BCFI (larger than 95%), SRMSR (smaller than 0.05), RMSEA (smaller than
0.08) are saying that the data support the causal assumptions made for identifiability.

To conduct the structural equation modeling we restrict the sample to those firms that
had positive R&D expenditures or reported some type of innovation. This guarantees to
have firms that have only R&D but not innovation and firms that have R&D and innovation.
But firms that do not conduct R&D will not be represented because there is no R&D data
for these firms. This will have to be palliated in the future with imputation of missing data.

The effects seen in Figure 1 are total effects. Table 3.2.3 identifies the direct and indirect
effects in paths where they are significant. The intramural dimension has a positive direct
effect on innovation sales but a very strong negative indirect effect via factor3. On the
other hand, the extramural dimension has a negative direct effect on innovation sales, but
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Table 8: Structural equation modeling (N=24000, rounded). Method of estimation is maximum
likelihood. Standardized direct and indirect effects. Preliminary results. Source of data: BRDIS
2008-2011.

Variables Total Direct Indirect
factor1 on inovsales −189.228 1.253 −190.481
factor2 on inovsales 135.952 −0.900 136.852
factor8 on inovsales 83.837 0 83.837

a very strong positive effect through innovation in goods and services. The characteristics
of the firm represented by factor 8 has only an indirect effect on innovation sales. The first
result is counterintuive. Intramural research having negative effect on innovation in goods
and services dimension has not been supported by the research described earlier. Future
research will investigate this issue further. The results presented in Figure 1 are preliminary.
Research in progress using the Longitudinal Business Database, and imputation will shed
more light on these issues.

An advantage of structural equation models is that it forces us to think about the covari-
ance structure, as each model represents one. Thinking in terms of the covariance structure
helps see the hypotheses that we are making regarding the covariances and variances. An-
other advantage we can account for the error in variables, via the variables error term. But
using cross-sectional data with structural equation models leads to the same problem found
in single multivariate models with cross-sectional data. Temporal mismatch. Lagged val-
ues of the explanatory variables must be used. Versions of the model presented here will
be tested using lagged variables and incorporating more bidirectionality among factors and
heterogeneity among firms by incorporating industry controls.

4. Conclusions and directions of future research

The preliminary results presented in this paper lead to the conclusion that the innovation
process is complex and that looking beyond R&D and into the actual percentage of innova-
tion sales due to innovation helps disentangle some of the complexity. The analysis reveals
that some of the drivers of R&D investment traditionally considered in the literature can
be considered drivers of innovation sales as well. However, when drivers of innovation
are examined in contexts that do not consider the simultaneity of the variables involved,
the conclusions seem to be very different from the conclusions reached in simultaneous
equation models. Moreover, the identification made with SEM is an identification of causal
associations, not causal effects [45]. If we fix a factor at a particular value, the joint proba-
bility of all variables does not include a probability term for that factor, since probability of
a given value is 1. To represents the causal effect, the joint probability of an outcome under
all possible values of the parent variable is needed. With Directed Acyclic Graphs (DAGs)
we can obtain causal effects and that is the main reason why new directions of research
being considered include use Directed Acyclic Graphs (DAGs) or Bayesian networks to
help identify what the structural model should look like and then build the SEM model and
confirm with it the relationship hypothesized [17].
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