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Abstract

Space plasma simulations are known to generate vast amounts of numerical data. In recent times,with

greater availability of computer power, the proportion of data generated has increased exponentially

posing new challenges in its analysis. Simulations can be scaled up, but matching methods for

analysis have not been developed at the same pace, except in the industry setting where companies

utilize big-data techniques to build advanced analysis engines. Although many of these methods

need developers working with low-level big-data programming, today there exist powerful out-of-

the box solutions that can be easily employed. In this paper, using SAS Visual Analytics as one

of these tools, we will demonstrate how existing statistical tools and analytical platforms can be

used to analyze simulations of the Sun in a novel way. In our case, simulations generated roughly

660mb/time unit and hundreds of them were needed to provide an adequate analysis. Thus, appli-

cation of our method allows instant analysis and prevents the need to guess “when” and “where”

the interesting physical phenomena occurs, thus effectively getting rid of data which has little or no

scientific value.
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1. Introduction

What could a space plasma physicist have in common with a data warehouse consultant?

At first glance, not much, but is it really so? If we try to remove space physics terminology,

ignore fluid dynamics and Maxwells equations, and instead focus on what these types of

scientists actually do with their data, it might not be that foreign after all. The fact is that

both numerical-physicists and experimentalists are completely dependent on their data for

new insights. The data source is usually numerical simulations based on a model, or as

in the case of an experimentalist, the instruments with which they use in their experiment.

Both cases however can produce really Big Data, huge even. Next, the physicist would pre-

pare the data for analysis in different ways. If you have a data warehouse background, you

might have just thought quietly for yourself “ETL?” (Extract-Transform-Load)[Kimball

and Ross (2013)] and you would be right to think so, in some sense it is an ETL-process.

Even though this might be true, data warehousing [Kimball and Ross (2013)] is used very

little in this type of academic research. The question that comes to mind is: Can Big Data

be a connection point between academia and the business world, where the two help each

other learn new and old methods so that both parties can obtain insights quickly? Yes, we

believe that it could happen.

With these reoccurring thoughts we started working together and asked ourselves a

simple question: What would happen if we were to take numerical plasma simulations

of the Sun and structure them in such a way that they could be uploaded into a Big data

in-memory environment that used out-of-the-box analytical methods? The challenge that

we faced at NASA was not in producing big data volumes, but in analyzing it effectively.
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Figure 1: A simplified description of the existing process on how insights are drawn from

scientific data.

Figure 2: Simplified description of the new process that for creating/collecting data to

insight , where we first load the entire data, automatically analyze and visualize all candi-

dates of Point of Interest (POI) and then export the data for deeper analysis performed by

the subject expert.

In the academic numeric world, the fast paced technical development and access to large

super computer centers has meant that production of data can easily be scaled up. However,

much of the data produced is of little or no scientific interest, it is simply already known

physics or noise of different sort.

Basically this is a needle in a haystack situation, the phenomena of interest are buried

somewhere in the data, without a clue as to where or even when in the data it can be found.

At the same time, the visualization and analysis methods typically employed are time con-

suming. As a consequence of this, the researcher in question (in this case, a physicist) needs

to slice the data by making qualified guesses as to where and when in the data the needle

lies. A simplified description of the process is depicted in Figure 1. The problem with

this process is that even if one is lucky and just happens to find an interesting phenomenon

on the first guess, one can’t be sure that this is the only point of interest in the data. This

problem means that the time between the gathering of data (from numerical simulations of

the sun in our case) to drawing insights of data becomes very long. But what if one didn’t

have to visualize the data in slices? What if we could take out the guesswork from the

process? What if it were possible to upload all of the data at once onto a platform which

would instantly point out the location of the needle (or needles) by employing standardized

methods? What if, after locating the needle(s), the full analysis is be done only on the data

of interest by an easy and simple export?

The phenomena that we wanted to study were simulations of the sun, or more specif-

ically the magnetic arches associated with the sun’s atmosphere, Figure 3, not limited to

solar spots, flares and coronal mass ejections, which contribute to a considerable increase

in the X-ray and ultraviolet radiation from the outer solar atmosphere (and hence into the

upper atmosphere of the earth) and how these arches arise. This phenomena has been ob-

served for many years from the earth, as well as from satellites like the NASA mission
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Figure 3: The background picture of the sun is taken by the SDO/AIA (Atmospheric Imag-

ing Assembly) [Pesnell et al. (2012); Lemen et al. (2012)] and show the dynamics of the

coronal plasma which has a temperature close to 0.6 million Kelvin. The figure is showing

the plasma flows as it follows the magnetic fields structure on the Sun. In our models we

are interested in the interaction of different field lines in a magnetic loop as marked by the

red box. We want to see how the different magnetic field line bundles in the loop structure

develop in time as shown in Figure 4. Most of the loops we have modeled in this paper are

of a smaller size than the one marked by the red box.

Solar Dynamics Observatory (SDO) [Pesnell et al. (2012)].

Even in the present times, there are many open questions regarding the structures we

see in Figure 3. When these powerful arches are created, there are situations wherein a

phenomenon called magnetic reconnection occurs (Petschek, 1964; Sweet, 1958; Parker,

1957). Our understanding of this active research area has evolved substantially in recent

years (e.g. Bhattacharjee, 2004; Zweibel and Yamada, 2009; Cassak and Drake, 2013). It

is precisely this moment in the data simulation that one needs to identify, both spatially and

in time, that is, both “where?” and “when?” the magnetic reconnection happens.

We loaded the entire data set into SAS Visual Analytics [SAS (2014)], in our own

set up on Microsoft Azures cloud environment, and started looking for the phenomena of

interest in the data. The aim was to automatically identify where and when the magnetic

reconnection occurs, for all possible candidates. We wanted to replace the circular process

described in Figure 1 with the linear process described in Figure 2. This could simplify and

speed up how you actually get results and find insights, in this particular case regarding

how the sun works, maybe in your case, how your customers work.

What we see in Figure 6 is how standardized methods which are widely used in the

business world, suddenly find use for a completely different application. The methods for

identifying Points of Interest, performing analysis, visualizations and creation of reports

are the same, regardless of business or scientific data.

Something the academic world is generally very good at, is to experiment with their

data, dare to play with it, explore it with the mindset ”I don’t really know what I will find,

but I hope it’s something interesting!”, or to quote a famous physicist
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Figure 4: The figures shows two results from two different simulations where we have

stretched out the magnetic loop structure as given in Figure 5. To the left we have a re-

sistive magneto hydrodynamic (rMHD) simulation run, showing the resulted recombined

magnetic field (stream lines) colored by the fields magnitude [Tesla]. Right panel show

the mass density profile for a simulation which also contain radiation loss, electron heat

conduction, and bulk heating. We clearly see the large densities [Kg/m3] of the chromo-

sphere taken in the lower and upper section. The grid plane near the middle shows where

we extracted for data used in Figure 7. The different resolutions of the grid can also be

seen. The wave like structure in the density comes as a quniqence of the heating associated

with magnetic reconnection.

“Experiment is the only means of knowledge at our disposal. Everything else is poetry,

imagination.”- Max Planck

In section 2 we will describe the simulations done for generating the data used in this

study. Section 3 will outline how data from the simulations was organized and stored, while

section 4 describes the process of identifying the position in time and space of the magnetic

reconnection from the physical variables in the simulation.We conclude with a discussion

in section 5.

2. simutalion

To simulate the Solar atmosphere we are using the Space Weather Modeling Framework

(SWMF) with the Block Adaptive Tree Solar-wind Roe Upwind Scheme (BATS-R-US)

fluid solver [Tóth et al. (2005, 2012); Powell et al. (1999)] from the University of Michi-

gan. We will assume that all the gass on the Sun will be fully ionized so we can use magneto

hydrodynamic description of the fluid, plasma, picture to describe its behavior. We are solv-

ing the resistive magneto hydrodynamic (rMHD) combined with Spitzer heat conduction

QSpitzer , optical thin radiation loss function Qradiation [Klimchuk et al. (2008)] and an

artificial volumetric heating rate Qheating based on the steady state model of coronal loops

[Rosner et al. (1978); Klimchuk et al. (2008)]:
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Where we have the mass density ρ, bulk velocity vector u, pressure p, magnetic field

vector B, gravity g, resistivity η, total energy e, number density for electron and ions Ne,i,

electron temperature Te and the optical thin radiative loss function Λ.

To simplify the calculation we will take the Corona loop and straighten it into a rectan-

gular box, see Figure 5. The two ends, which are also the footprints on the Suns surface, are

now on the top and bottom of the box. As the hydrostatic scale length are large compared

to the perpendicular dimensions of the loop We have only included gravity along the loops

length.

For the initial solution of the loops we define the temperature of the Corona and Chro-

mosphere and the length of the loop together with a theoretical equilibrium model [Rosner

et al. (1978); Klimchuk et al. (2008)] for the loop, we can set up the initial solution. This

solution will not necessarily be a perfect stable solution for our numerical solver so we

will run it to the plasma in the box has stabilized. Typical values are TCorona = 106K,

Tchromosphere = 104K and Lloop = 5.0 · 107 m.

When solving numerical the physics of a Coronal loop, as shown in Figure 5, we need

to set the proper boundary condition. At the foot points of the loop, in the vertical direction,

we enforce no flows out of the domain and hydrostatic equilibrium solution for mass density

and pressure. For the other variables we assume no change at the boundary. In the other

direction we use periodic boundaries.

2.1 Shearing boundary

To mimic the photospheric flows on the Suns surface which can generate condition where

the magnetic field can recombine Parker (1983), we set up a velocity shearing profile at the

loops footpoints pendicular to it length, see figure 5. This will generate a magnetic field

components out of the plain which will recombine when it has grown large enough.

3. The data

A single simulation will produce about 25 trillion data points in both time and space con-

taining the state variable describing the plasma as well each grid cells position. Each of

them are internally represented by a 64 bit floating point number, but can be stored in any

wanted precision to reduce storage needs. The three dimensional grid data is organized in

discrete time steps which are stored at regular intervals. The grid is composed of a set of

blocks each containing a homogeneous cartesian grid. A cut plane through the box showing

the grid in the left panel in Figure 4, where we can see that the resolution is increasing as we

get closer to the center of the box where we have vertical sheet like structure. Resolution

change between neighboring blocks can only change by a factor of two. The possibility of

having different area with different resolution is used to resolve the physics properly where

its necessary and use less computational resources where we have smoother solution, less
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Figure 5: In Figure 4 we have marked a loop structure on the solar surface. In this work we

want so simulate similar but smaller loop structure on the Sun. To do this we will simplify

the geometry as shown in this figure. To the left we see a 2D cut of the loop similar to in

the image in Figure 3, we have a magnetic field generating the loop, guide field, in red.

And solar surface flow pattern out of the plane as illustrated by the green function at the

footpoints of the loop. For the simulation we will straighten the loop out to a box where

the foot points will end up at the top and bottom. To get the stratification of the solar

atmosphere we will change what is a constant gravity field, blue, on the loop, left, to a

function of height as shown to the right. We are ignoring gravitational effects across the

magnetic field lines, red.

interested in the local physics or close to a boundary to make it less costly to push them

fare from the interior of the simulation. In this study our data is describe as table of cells

given their position in space, time and state variable.

We use a couple of data sets from different simulations to represent the span of parame-

ters dependent on the plasma environment. The data sets varied in size from about 1 GB to

15 GB size and with different spatial and temporal resolution to test different algorithms for

detection of the magnetic reconnection (previously mentioned ”Point of Interest”). Figure

6 shows an example from a low resolution run, taking the whole domain, while the data for

figure 8 was taken around zenit of the loop configuration, as illustrated by the horizontal

grid shown in Figure 4.

4. The analysis

We loaded one data set at a time with sizes up to about 15GB into SAS Visual Analytics to

look for different statistical identifiers in order to identify for magnetic reconnection which

is the previously mentioned proverbial “needle in the haystack”. The search was split into

two groups, spatial and time evolution.

What becomes clearly visible even for the lowest resolution runs of rMHD shown in

Figure 6 is the large expansion in parameter space occurring at the moment the magnetic

reconnection starts. The upper left Figure 6 shows the heat map of the span of pressure

values in time. The sudden increase with the sudden release of magnetic energy when the

magnetic reconnection starts giving rise to pressure waves propagating in the system. In the

upper right panel in Figure 6 we see the corresponding values for the generated magnetic

field. We see the same bursty nature of the initial state of the reconnection but opposite to
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Figure 6: Shows simulated data for one of the many arches that are formed at the surface

of the sun and how we used SAS Visual Analytics [SAS (2014)] to identify the crucial

moment, the proverbial needle in the haystack, with the help of heat-maps and decision

trees.

the pressure we an slow build up and after initial start of reconnection we see a relaxation of

the solution. This observation can be an artifact of the low resolution of the run. In the lower

part of the Figure 6 we see the same clear difference in the histogram for the decision tree

where the histogram for pressure, lower right panel in Figure 6, are separated in before and

after the initial reconnection event while for the generated magnetic field , lower left panel

in Figure 6, the decision tree only takes out the time step where the magnetic reconnection

starts.

The same physical model of rMHD was used for Figure 8 but with a higher resolution.

Figure 8 shows box plots of five time steps while magnetic reconnection is proceeding

spaced by 100 seconds around the central sheet shown where the magnetic fields are in-

tertwining in the left in figure 4. In SAS Visual Analytics the box of the box-plot [SAS

(2014)] is between first and third quartiles, the black line is the median value and the line

spans the whole range of values. In the lower left of Figure 8 the “S” shaped curve is the

driving magnetic fields which is increased by ∼ 30% during the time span of the figure.

We also see the guided, vertical, component field at around 0.005 Tesla and the generated

magnetic field across the vertical sheet structure seen in the center of both pictures in figure

4. All components shows clear signs of wave activity but not as clearly as the three com-

ponents of the velocity vector shown the upper panels and lower right panels in Figure 8 or

in Figure 7. The main conclusion to take away form this is that there are no clear trends in

the fluctuations of the velocities and the size of the plotted boxes are larger than the max

range of values which are limited by physics of the local plasma.

When we include more of the physical processes than what was used for Figure 8 ,

for the Solar Corona as electron heat conduction, radiation loss in a optical thin medium

and plasma bulk heating to match the radiative loss we get a similar picture as illustrated

in figure 7. Here we see three time steps, separated by 100 seconds showing the vertical

velocity components associated with the magnetic reconnection. We see a slow build up

phase in the first two time steps. Where the box-plot box is not much smaller than the full
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Figure 7: The figure shows a box plot of the horizontal velocity component along the

sheet structure sampled on the horizontal grid shown in right picture in figure 4 for tree

time steps from left to right 100 seconds apart. For the to first snapshots we only see

small variations in the system up to the point where reconnection is starting, right most

figure. The clearest indicator is the large range for outliers. The dataset was taken from

a simulation using resistive magneto hydrodynamic with additional terms for electron heat

conduction, radiation loss in thin medium and had-hoc buck plasma heating.

range of velocity values. This change is dramatic when the magnetic reconnection sets in.

In both figure 7 and 8 we see that the variations outside the reconnection area are much

lower and the box plots proposing is similar to what you expect for a normal distribution.

As we get closer to the center the two figures start to diverge, as the rMHD runs of figure

8 have a mostly a steady increase in the variation while the run with more physics show an

decrease before the we get into the reconnection region. In figure 7 we have also a max

variable range much larger than the area covered by first to third quartiles.

5. Conclusion

Many of the observed differences between the simulation runs can be because we only

dump data for post processing at preset intervals. As we change the physics we will not

be able to get the data at the same time in regards to the onset of magnetic reconnection.

Therefore making it harder to know what is the influential physical aspect of the onset

mechanism for magnetic reconnection. One way of solving this is to store data to disk

much more often, but this will waste storage space as most of the data is not of interest.

Instead we can find the variability of the velocity variable to check for there changes and

then only store it if it passes a threshold value. When we have reached steady reconnection

levels we can go back to regular storage intervals. We have seen that using what is to

the business and statistical world, familiar methods, faster insights can be achieved by

shortening the process from what is described in Figure 1 to Figure 2. Explorative analysis

can be a powerful tool, regardless if your trying to understand the sun, studying effects of

new drugs, or trying to understand your customers better.
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Figure 8: The data is taken form a resistive magnetohydrodynamic simulation, same as

shown in figure 4 to the left but narrowed in on the central sheet where we have magnetic

reconnection. The figure shows the variations in velocity components, to upper and lower

right, and lower left magnetic as they evolve in time with each snapshot separated by 100

seconds. The lower right is equivalent to Figure 7 which is taken from the same simulation

as shown in the right pane of Figure 4. We can clearly see the enhanced variability of

the velocity in the reconnection region, with a sharp decrease as soon as we are outside

the reconnecting sheet structure. In the lower left picture the magnetic fields we see, the

“S” shaped driving magnetic field generated by the flows on the boundary is increasing

during the time period shown. The vertical magnetic field has been compressed with a

resulting gaussian shape and the generated magnetic field by the magnetic reconnection is

near horizontal line. We can see the some increase in variation in all the magnetic field

components but not as clearly as in the velocity components.
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