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Abstract

In the parametric setting in statistics, the notion of a likelihood function forms
the basis for the development of tests of hypotheses and estimation of parameters.
Tests in connection with the analysis of variance stem entirely from considerations of
the likelihood function. On the other hand, the empirical likelihood method which is
entirely data driven, presents an alternative to the parametric notion. In the present
article, we define a likelihood function motivated by characteristics of the ranks of
the data. Such a likelihood function can be fruitfully used in several problems in
nonparametric statistics involving the use of ranks.
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1 Introduction

Let X be a random k − dimensional vector defined on the space of t! permutations {ωj}
of the integers 1, 2, ..., t. Define the probability distribution of X as

πj (θ) = exp {θ′xj −K (θ)} 1

t!
, j = 1, ..., t!

where θ = (θ1, ..., θk)
′ is a k-dimensional vector of parameters, K (θ) is a normalizing

constant, and X (ωj) = xj. When θ = 0, πj (θ) = 1
t!

and X has a uniform distribution.
The hypothesis of uniformity can be tested using a traditional χ2 goodness of fit approach.
However, the fact that t! is large even for moderate values of t diminishes the power of this
test since many of the cells would be sparse. Alvo (2015) considered the Rao score test of
the

H0 (θ0) : θ = θ0 vs H1 (θ0) : θ 6= θ0

The likelihood function for a random sample of n observations derives from the multi-
nomial distribution and is proportional to

L (θ) ∼ πn1
1 (θ) πn2

2 (θ) ...πnt!
t! (θ)

where nj represents the observed frequency of occurrence of the ranking ωj. The log
likelihood is proportional to

log L (θ) ∼ n [θ′η̂ −K (θ)]

where the sample estimate of the mean K ′ (θ) = Σt!
j=1xjπj (θ) is given by

η̂ =

[
t!∑
j=1

xjπ̂n

]
, π̂n = (nj/n)

which also represents the usual sufficient statistic. Letting

U (θ) =

(
∂log L (θ)

∂θr

)
the Rao score test rejects the null hypothesis for large values of

Sk = [U (θ0)]′ [I (θ0)]−1 [U (θ0)]

where

I (θ) =

(
−Eθ

∂2log L (θ)

∂θr∂θs

)
represents the Fisher information matrix. For large n,

Sk ⇒L χ2
f
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where f = rank I (θ0) . Alvo (2015) has shown that when θ0 = 0 and X is the t-dimensional
random vector of adjusted ranks and

X (ωj) =

(
ωj (1)− t+ 1

2
, ..., ωj (t)− t+ 1

2

)′
, j = 1, ..., t!

Sk =
12n

t (t+ 1)

t∑
i=0

(
R̄i −

(t+ 1)

2

)2

the usual Friedman test statistic which has asymptotically a χ2
t−1 distribution under the

null hypothesis.
Alvo (2015) proposed penalized likelihood as a way to focus on only a small number of

θ′s. We describe this in the next section for the Spearman score function above. The rest
of the paper is organized as follows. In section 2, we apply the method to a data set using
the Spearman score. In section 3 we consider the Kendall score function. In section 4, we
consider the two sample problem. We conclude with some remarks in section 5.

2 Penalized likelihood estimation

Define the penalized likelihood in order to narrow down the number of items to look at.
The idea is to minimize the negative likelihood function subject to a constraint on the
parameters as follows:

Λ(θ, c) = −θ′
[

t!∑
j=1

njxj

]
+ nK(θ) + λ(

t∑
i=1

θ2
i − c)

for some prescribed values of the constant c. When t is large (say t ≥ 10), the computation
of exact K(θ) involves a summation of t! items. Instead, we approximate this constant by
following a suggestion of McCullagh (1993):

K(θ) ≈ 1

t!
(2π)

t
2 I t

2
−1(‖θ‖) ‖θ‖−

t
2

+1

where ‖θ‖ is the norm of θ and Iυ(z) is the modified Bessel function of the first kind given
by

Iυ(z) =
∞∑
k=0

1

Γ(k + 1)Γ(υ + k + 1)

(z
2

)2k+ν

We proceed to find the Maximum Penalized likelihood estimation for θ after ensuring
that ‖xj‖ = 1 in our model using algorithms implemented in MATLAB that converge
very fast. Following the estimation of θ, we apply the basic bootstrap method in order
to assess the distribution of θ. The basic idea of the bootstrap is to sample n rankings
with replacement from the data. Then we find the maximum likelihood estimate of each
bootstrap sample. Repeating this procedure 10, 000 times leads to a distribution of θ. We
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Rankings (123) (132) (213) (231) (312) (321)

Frequencies 1 1 1 5 7 12

Table 1: Combined data on leisure preferences

c θ1 θ2 θ3 Λ(θ, c)

0.5 0.53 -0.06 -0.47 50.00

1 0.75 -0.09 -0.66 50.36

2 1.06 -0.12 -0.93 54.62

Table 2: Penalized likelihood for the combined data

can draw useful inference from the distribution θ and in particular construct a two-sided
confidence interval. We applied this to a data set with t = 3. In order to interpret the
meaning of the coefficients, let π̂i = Pr(observing ωj) = nj/n and let π̂ be the column
vector of π̂i. The first part of the function Λ(θ, c) becomes:

−nθ′Tsπ̂ = − n

‖x‖
×
[
θ1 θ2 θ3

] π5 + π6 − π1 − π2

π2 + π4 − π3 − π5

π1 + π3 − π4 − π6


where TS is the t × t! matrix of possible values of X. We note that for θ1, π5 + π6 =
Pr(givingrank3toitem1) and π1+π2 = Pr(givingrank1toitem1). So here θ1 weights the dif-
ference in probability giving the top rank and the lowest rank to item 1 (Pr(givingrank3toitem1)−
Pr(giving rank 1 to item 1)). Similarly for θ2 and θ3.

We can also illustrate the matrix of possible scores for t = 4. The first row element for
TSπ̂ for item 1 is

−1.5 Pr(giving rank 1)−0.5 Pr(giving rank 2)+0.5 Pr(giving rank 3)+1.5 Pr(giving rank 4)

which is a weighted average of the probabilities of assigning the high ranks compared with
the low ranks. The weight here is i − t+1

2
, i = 1, ..., t. Note for t is odd, the weight of the

middle item is 0 making the comparison symmetric. A similar interpretation can be made
for θ2 and θ3

C. Sutton considered in her 1976 thesis, the leisure preferences and attitudes on retire-
ment of the elderly for 14 white and 13 black females in the age group 70- 79 years. Each
individual was asked: with which sex do you wish to spend your leisure? Each female was
asked to rank the three responses: male(s), female(s) or both, assigning rank 1 for the most
desired and 3 for the least desired. The first item in the ranking corresponds to “male”, the
second to “female” and the third to “both”. To illustrate the approach in the one sample
case, we combined the data from the two groups as in Table 1.

We applied our penalized likelihood in this situation and the results are shown in Table
2.

To better illustrate our result, we rearrange our result (unconstrained θ, c=1) and data
as Table 3. It can be seen that θ1 is the largest coefficient and Item 1 (Male) shows the
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Item Number of

judges

Action Difference θ Λ

Male
2 assign rank 1

-17 θ1 0.75
19 assign rank 3

Female
8 assign rank 1

2 θ2 -0.09
6 assign rank 3

Both
17 assign rank 1

15 θ3 -0.66
2 assign rank 3

Table 3: The combined data re expressed

greatest difference between the number of judges choosing rank 1 or rank 3 which means
that the judges dislike spending leisure with male the most. For item 3 (Both), the greater
value of negative θ3 means judges prefer to spend leisure with both sex the most. θ2 is close
to zero and we deduce the judges show no strong preference on Female. This is consistent
with the hypothesis that θ close to zero means randomness. To conclude, the results also
show that θi weights the difference in probability giving the top rank and the lower rank to
item i. Negative θi means the judges prefer item i more and positive θi means the judges
are more likely to give a lower rank to item i.

We plot the bootstrap distribution of θ in Figure 1. For H0: θi = 0, we see that θ1

and θ3are significantly different from 0 whereas θ2 is not. We also see that the bootstrap
distributions are not entirely bell shaped leading us to conclude that a traditional t-test
method may not be appropriate in this case.

3 Using the Kendall score function

Suppose now that the random vector X takes values(tK (µ))qwhere the qth element is given
by

(tK (µ))q = sgn [µ (j)− µ (i)]

for q = (i− 1)
(
t− i

2

)
+ (j − i) , 1 ≤ i < j ≤ t . This is the Kendall score function whose

matrix of possible values of becomes the (t2)× t! matrix

TK = (tK (µ1) , ..., tK (µt!))
′

The covariance matrix when θ = 0 is given by

Cov0 (X) =
1

t!
TKT

′
K

whose entries A (s, s′, t, t′) = 1
t!

Σνsgn (ν (s)− ν (t)) sgn (ν (s′)− ν (t′)) are, by Lemma 4.1,
p.58 in Alvo and Yu (2014), given by

A (s, s′, t, t′) =


0 s 6= s′, t 6= t′

1 s = s′, t = t′

1
3

s = s′, t 6= t′

−1
3

s = t′, s′ 6= t

.
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Figure 1: The distribution of θ for Sutton data by bootstrap method
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Pair Compare choice of c

item i item j θ c=0.5 c=1 c=2 c=10 no constraint

1 2 θ1 -0.35 -0.49 -0.70 -1.56 -0.60

1 3 θ2 -0.56 -0.80 -1.13 -2.53 -0.97

2 3 θ3 -0.24 -0.34 -0.48 -1.08 -0.41

Λ(θ, c) 42.79 40.17 40.20 127.76 39.59

Table 4: Penalized likelihood using the Kendall score function for the Sutton data

Moreover, the eigenvalues of Cov0 (X) are 1
3
, t+1

3
with multiplicities

(
t−1
2

)
, (t− 1) respec-

tively. The choice of TK leads to the test statistic

n (TKπ̄n)′ (TKT
′
K)
−1

(TKπ̄n)⇒ χ2

(t
2)

The inverse matrix which can be readily computed even for values of t = 10, has entries of
the form

A (s, s′, t, t′) = a


0 s 6= s′, t 6= t′

b s = s′, t = t′

−1 s = s′, t 6= t′

1 s = t′, s′ 6= t

for constants a = t− 1, b = 3
t+1
. As an example, consider the case t = 3. Then,

X(ν) =

sgn(ν(2)− ν(1))
sgn(ν(3)− ν(1))
sgn(ν(3)− ν(2))


and θ1 weights the comparison between item 1 and item 2, θ2 is between item 1, 3 and θ3

is between item 2, 3. As well,

TKT
′
K =

 6 2 −2
2 6 2
−2 2 6


and

(TKT
′
K)
−1

=

 1
4
−1

8
1
8

−1
8

1
4
−1

8
1
8
−1

8
1
4


When θq < 0 (θq weights the comparison between item i and item j), it means that the

judges prefer item j over item i (µ(i) > µ(j)). When θq is close to zero, the judges have
no special preference between this pair. in the next section we apply the Kendall score
function to the previous data sets.

We consider once again the Sutton data (t = 3) and apply penalized likelihood. The
results are shown in Table 4.
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item i item j number of judges Pair comparison θ

1 2
7 more prefer 1

-0.49
20 more prefer 2

1 3
3 more prefer 1

-0.80
24 more prefer 3

2 3
9 more prefer 2

-0.34
18 more prefer 3

Table 5: Pair comparison for The Sutton data and the estimation of θ

We rearrange the Sutton data focusing on paired comparison and the results (c=1) are
displayed in Table 5. First, we note that all the θ′is are negative. This is consistent with
our interpretations. The judges show a strong preference for Males to Both and Males to
Females. They least prefer Females to Both. We can conclude that the θ′is represent well
the paired preferences among the judges.

4 The two-sample ranking problem

We may extend the one sample problem to the two sample case. We shall use the Spearman
scores throughout the two-sample case. Let X1, .X2 be two independent random vectors
whose distributions are given by π (θ1) , π (θ2) respectively where

πj (θl) = exp {θ′lxj −K (θl)} pj, j = 1, ..., t!, l = 1, 2

and θl = (θl1, ..., θlt)
′ represents the vector of parameters for population l. It follows that

the covariances are for l = 1, 2,

Cov (Xl) = TSΣlTS
′

where
Σl = diag (πj (θl))− [π (θl)] [π (θl)]

′

As in Alvo (2015) let γ = θ1 − θ2 and write

θl = µ+ blγ

for l = 1, 2 where

µ =
n1θ1 + n2θ2

n1 + n2

, b1 =
n2,

n1 + n2

, b2 = − n1

n1 + n2

.

The logarithm of the likelihood L as a function of (µ, γ) is proportional to

log L (µ, γ) ∼
2∑
l=1

t!∑
j=1

nlj
{

(µ+ blγ)′ xj −K (θl)
}
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rankings (123) (132) (213) (231) (312) (321)

Frequencies for white females 0 0 1 0 7 6
Frequencies for black females 1 1 0 5 0 6

Table 6: Sutton data on leisure preferences

where {nlj} represent the observed vector of frequencies for Xl.Writing

π (θl) = (π (θl1) , ..., π (θlk))
′

and π̂l =
(
nlj

nl

)
, Alvo (2015) showed that the Rao score vector evaluated under the null

hypothesis H0 : θ1 = θ2 is given by(
∂ log L (µ, γ)

∂γr

)
=

n1n2

n1 + n2

[TSπ̂1 −TSπ̂2]

and the test statistic is

n [TSπ̂1 −TSπ̂2]′ D̂ [TSπ̂1 −TSπ̂2]⇒ χ2
f

where D̂ is the Moore-Penrose inverse of TSΣ̂TS
′ whenever nl/n → λl > 0 as n → ∞,

where n = n1 + n2.Here Σ̂ is a consistent estimator of Σ = Σ1

λ1
+ Σ2

λ2
.

We may now consider a penalized likelihood to determine significant components of
γ which most separate the populations. Hence, we consider minimizing with respect to
parameter µ and γ the function:

Λ(µ, γ) = −
2∑
l=1

(µ+ blγ)
t!∑
j=1

nljxlj +
2∑
l=1

nlK(µ+ blγ) + λ(
t∑
i=1

γ2
i − c)

for some prescribed values of the constant c and λ. We may continue to use the normalizing
constant from the von Mises-Fisher distribution to approximate K(θ).

Here γi shows the difference between the two population’s preference on item i. A neg-
ative γi means that population 1 shows more preference on item i compared to population
2. A positive γi means that population 2 shows more preference on item i compare to
population 1. For γi close to zero, there is no difference between the two populations on
that item. As we shall see, this interpretation is consistent with the results in the real data
applications. From the definition of µ, we know that µ is the common part of θ1 and θ2.
More specifically, µ is the weight average of θ1 and θ2 taking into account the sample sizes
of the populations.

As an application consider the Sutton data (t = 3) found in Table 6.
We applied penalized likelihood in this situation and the results are shown in Table 7.
Rearranging the results for c=1 we have the original data in Table 8. First, it is seen

that µ is just like the θ’s in the one-sample problem. For example, µ3 is the smallest
value and the whole population prefers Item Both best. µ3 is the largest and the whole
population mostly dislikes Item Male. This is not surprising since we know that µ is the
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c γ1 γ2 γ3 µ1 µ2 µ3 Λ(µ, γ)

0.5 0.34 -0.57 0.24 0.59 -0.07 -0.52 46.88
1 0.48 -0.81 0.34 0.58 -0.06 -0.52 46.38
2 0.67 -1.15 0.48 0.57 -0.06 -0.51 46.46
10 1.50 -2.57 1.07 0.47 -0.04 -0.43 58.73

Table 7: Penalized likelihood results for the Sutton data

Item: #white

fe-

males

#black

fe-

males

Sum Action γ µ

Male
0 2 2 give rank 1

0.48 0.58
13 6 19 give rank 3

Female
8 0 8 give rank 1

-0.81 -0.06
0 6 6 give rank 3

Both
6 11 17 give rank 1

0.34 -0.52
1 1 2 give rank 3

Table 8: The Sutton data and the estimation of µ, γ

common part of θ1 and θ2. For the parameter γ, we white females prefer to spend leisure
time with Females (8 assign rank 1) whereas black females do not (6 give rank 3). We
find that γ2 is negative and is largest in absolute value. There is a significant difference in
opinions with respect to item 2 Female. For item Male and Both, we find black females
prefer them more than white females. To conclude, the results are consistent with the
interpretation of µ and γ.

5 Conclusions

In this article, we implemented a penalized likelihood method on ranking data following the
parametric reformulation introduced by Alvo (2015). We considered both the Spearman
and the Kendall score functions in one and two sample ranking problems and applied the
methodology on a small data set. The methodology is readily applicable to large data sets.
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