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ABSTRACT

We propose the K distribution related to the environmental statistics.
This distribution has the same properties as the BS distribution in some
aspects. For example, X/a and a/X are distributed as the same distribuion.
In the statistical analysis for envionmental area studies, this type of property
is very important. The K distribution has good character in the MLE. In
this study, we also present the MLE of K distribution.

1. Definition of K distribution
The K distribution, X ~ K (u,c?) is defined by the following probability

element
1

2el/¢® Ko(1/c?)

This distribution is one of special cases of the GIG distribution(Barndorff-
Nielsen and Halgreen; 1977).
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We can get the following equations.
—1/c?
ANES :E[ ﬂ]zic”/% :
1 X Ky(1/c?)

p[X] = p[4] - Bl

x_lefﬁ(ﬁfl/ﬁ)zdx,() <z < oo.

Theorem 1
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2. Properties of K distribution
Theorem 2

Ki(1/c?
Population Arithmetic Mean : pa = H%
Ko(1/c?
Population Harmonic Mean : pg = M%

From the Theorem 2, we can have

BaA _ <K1(1/02)>2.

[H Ko(1/c?)

For fixed number of v and |z|is large,

M—A:1+02,c<<1
12323
2~ pa — 1.
wH

Theorem 3

&)

o

E
f=papm, 1= E[4

|

If X ~ K(p,c?) and a is a constant then

1 1
X ~K(p, ) X NK(;,CQ).
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X ~ K(p, %) < aX ~ K(ap,c?).

Theorem 4
The parameter y is population meadian.

B = HUmedian-

3. Estimation for K distribution
Theorem 5
K (i1, ¢®) has the moment generating function m(t) as follows

Ko (&v1=22u) 4

R

m(t) = > ut.

We have the likelihood function L(u,c?) as follows

Bo— Ti— n o1 (dx)"
L") = 22Kn (1/c2) H B oo 2ima 5 Lim 3 A

ur
Then, the loglikelihood function I(u, c?) is
1 n
2
I(p,c®) = —nlog2—nlog Ky(1/c?) —i—Zlogx—l ~ 5, ;xz
~ 002 4 Z — - nlog .
ol 1 "1
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0c? a2 %8 o(1/e) + 2ctp 2ct

Theorem 6
We have the MLEs for p and ¢?
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Ki(1/cnp) &

KO(1/£2MLE) XH,

_ _ -1
where, X4 = 13 | X; and Xy = (% A X%) .

Theorem 7
From the probability element, we have the mode of X ~ (u,c?),

/ 1
:U'mode:,u'c2 1+_4_1 5
C

2 1 (/J'median Hmode )

CcC = — —
2 Hmode Hmedian
. di
Arcsinhc? = log Fmedian
Hmode

Theorem 8
For ¢ << Lif X ~ K(u,c?),

_L( X e
U= <\/: \/;> — N(0,1%).

Theorem 9
If X ~ K(p,c?), then we have
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Theorem 10
Let X ~ K(u,c?), then

X
FE [arctan —] = —.
7 4

4. Relation between the Lognormal and K distribution
If X ~ LN(u,c?), then its probability element is defined by the following

-1 .
f(x)dx = ! (E) e_%(%logf)zd_w,
2we \p 7

where [X]| = [ul],[c] =[1],0 < z < 00,0 < ¢ < 0.

LN (p, ) K(p,c?)

= geometric mean = geometric mean

E ;log %] =0 E ;log %] =

E =?/log %] = c? E % log %] =c?

E p—p/X IOgif = 2 E=X/ﬂ /X log%] = ¢2
E (%—1)log%]202 E_(%—l)log%]ch
E (log %)2] =c? E (log %)Q] ~ ¢?
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