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Small Area Estimation of Complex Parameters Under Unit-level Models with
Skew-Normal Errors

Mamadou S. Diallo * JN.K. Rao '

Abstract

Complex parameters, such as poverty indicators, are usually difficult to predict in small area
estimation (SAE). Elbers et al. (2003) have proposed an empirical semi-parametric method for
dealing with poverty indices in SAE. This method, commonly called the ELL method, consists
of drawing from the empirical residuals to reconstitute the entire census. After simulating the
census, any complex parameter is easily obtained. ELL method has poor MSE performance in many
situations even though bias is usually small. Later, Molina and Rao (2010), proposed an empirical
best predictor assuming the nested error linear regression model with normally distributed errors.
As expected, this estimator can perform poorly when the model errors are not normally distributed.
We relax the normality assumption by allowing the errors to follow a skew-normal distribution.
Skew-normal (SN) is particularly interesting because it contains the normal distribution as a special
case and at the same time it allows departure from symmetry. In this paper, empirical best (EB)
estimators are derived assuming skew-normal errors and their performance in terms of MSE is
studied relative to the normality-based and ELL predictors.
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1. Introduction

Increasingly policy makers are interested in local and subpopulation statistics. Limited
budgets and area-specific sample sizes often result in direct estimators not being sufficiently
reliable for many small areas of interest. Estimation techniques, called small area estimation
(SAE), have been developed to improve the estimates where direct estimators are unstable.
Rao (2003) gave a comprehensive review of the SAE techniques for estimating mainly linear
functions such as means. Most of these SAE methods do not apply to complex statistics
such as poverty areas measures.

Elbers et al. (2003) developed an estimation method for complex parameters which
assumes the nested error regression model but does not assume any parametric distribution
for the area random effects and the unit level errors (semi-parametric approach). This
approach, called ELL method, is very attractive because it is free of parametric distribution
assumption and very simple to implement. However, the method is not optimal for a given
distribution in the sense that it does not yield the empirical best (EB) estimator. Molina
and Rao (2010) addressed this issue under the nested error regression model with normally
distributed errors. They provided a Monte Carlo approximation of the EB estimator. Their
method can be extended to nested error models with the random errors following other
distributions than the normal.

In this paper, we provide the EB estimator under the nested error model with the random
errors following skew-normal (SN) distributions. SN distributions are very interesting
because they relax the normality assumption by allowing asymmetrical shape and at the
same time they include normal distribution as a special case. In section 2, we define the
nested error model with the errors following SN distributions. In Section 3, we derive the EB
estimator for complex parameters. Given the complexity of the EB estimator, we proposed
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a simpler approach based on conditioning on the area effects. We also propose some
improvements to the ELL method by correctly assigning the random area effects and using
different methods to estimate the area effects without assuming any parametric distribution.
In Section 4, we conducted a simulation study to compare the different estimators discussed
in this paper and the direct estimator.

2. SAE Model under Skew-Normal Errors

The SN distribution allows relaxing the symmetry assumption of the randoms errors induced
by the use of normal distribution. Consider a random variable Z ~ SN(0, 1,1 ), referred in
this paper as SN (A ), with probability density function given by

f(ZA)=2¢0(2)®P(Az) z€R (1)

where ¢ (z) and ®(z) denote the N(0, 1) pdf and the cumulative distribution function (cdf),
respectively. The parameter A controls the asymmetry of the distribution and varies in
(—o0,00). One attractive feature of the SN class of distributions is the fact that it includes
the normal distribution as a special case. To see this, note that if A = 0 then f (z;0) = ¢(z)
i.e. Z~ N(0,1). The moment generating function (mgf) of Z is M(t) = 2exp(t>/2)®(5t)
where 6 = A/v/1+ A2. Hence, the first and second central moments are E(Z) = §./2/n
and Var(Z) = 1 — 282 /7 respectively. It can be shown that if Xy and X; are independent
standard normal, N(0, 1), variables and § € (—1,1) then

Z =8|X|+ (1-8%)"%x, ()

is SN(A(6)). Using representation (2), we can generate easily values from SN(A) by
generating two values xo and x; from independent N(0,1) and applying the weighted
average in (2). The distribution SN(A) can be generalized further by adding location and
scale (dispersion) parameters u and o2, respectively. The pdf of the random variable
Y=u+oZis

2 _ _
f(y;u,d,l)Z?P <y6“)<b(ly6“> yeR (3)

We denote the distribution defined by the pdf (3) by SN(u,02,1) i.e Y ~ SN(u,0%,1).
Note that if Y follows the distribution defined by (3) then E(Y) = u + 60/2/x. Hence,
the distribution SN(—86+/2/m,6%, 1) has zero mean. Figure 1 shows the departure of the
SN distribution from the normal as the parameter A moves away from zero. The half-normal
distribution is the limiting distribution as A tends to oo.

Figure 1: Probability densities of SN.
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The nested error regression model was first used in the context of SAE by Battese et al.
(1988) to estimate crop areas under corn and soybeans for 12 counties in north-central lowa
using farm-interview data and satellite information. They assumed that the random errors
follow normal distributions. To relax the normality assumption, we consider the nested error
model

Ydjzxgjﬁ+ud+edj, j=1,...,Ng, d=1,...,m, (@)

where u, and e, ; are independent for any area d and element j in area d and satisfy

g " SN(—8,0,/2/7,62, M), and  eq; C SN(—8,007/2/7,62,A).  (5)

Note that the random errors u, and ey in (5) have zero mean. The nested error model with
errors following SN distributions defined by (4)-(5) is referred in this paper as the SN model.
When A, = A, = 0, the SN model reduces to the usual nested error model where the errors
are normally distributed which we refer to as the normal model.

Since the model parameters are unknown, we need to estimate them in order to compute
the “optimal” estimators developed in Section 3. The vector of model parameters to estimate
is 0 = (B,07, Gez,lu,le)T. Let us consider the partition Y, = (Ygr,Ygs)T, where Yy, is
the out-of-sample characteristic vector of interest while Y 4, is the observed vector of interest
from the sample. Parameter estimation is performed using the sample data and assuming a
non-informative sampling design. The first step is to determine the joint distribution of the
sample vector Y. Given that the random effects u, are independent for any different values
of d, the joint pdf f(ys) =[1J_, f(Yas)- The problem reduces to finding the distribution of
Y. We now introduce a multivariate extension of the SN distribution called the closed
skew-normal (CSN) (see Chapter 2 of Genton (2004) for more details on CSN).

Definition 2.1. Consider p>1,g> 1, u € R?, v € RY, D an arbitrary g X p matrix, ¥ and
I positive definite matrices of dimensions p X p and q X q, respectively. Then the probability
density function of the CSN distribution is given by:

Tpa(¥) =Cop (y; 1, 2) @, (D(y —p);v,T), yeR?, (6)

withC~! = D, (0; v,I'+ DZDT) where ¢, and ®, are respectively the pdf and the cdf of the
p-dimensional normal distribution. We denote this distribution by y ~ CSN, , (u,2,D,v,I")
and if p = q we will denote it by CSN, (1, X,D,v.T").

Letting p=g=1, u=u, =02, v =0, and I' = 1 leads to the pdf of the CSN
defined by (6) to equal the SN pdf given by (3). That is SN(u,6%,1) = CSN(u,6%,1,0,1).
The attractive aspect of the CSN distribution is the set of closure properties similar to the
multivariate normal. That is the vector resulting from linear combination, marginal and
conditional operations, joint and sum of independent CSN vectors has a CSN distribution.
Consider Y ~ CSN,, , (1, 2,D, v,T’), it follows from these closure properties that

Y5 ~ CSNuyng i1 (By, Zvy Dy, Vi Ty, ), d=1,...,m. @)

Where nl'LYdS = XdSB + .uulnd + ;u’e7 ZYM = Gezlnd + Guzlnd 13[;’ VYdS = Ond+l,
& 1, — 11 10 by + 20, A, e (&) o
Dy, = e T ,and I'y, = - - )
Al (&) 1, 14220 = nam,)

M
Oy ’ynd lnd
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Up to a constant, the likelihood function associated with the model (7) is equal to:

m
1(Bly)=—3 Z In|Zy, |- Z (Yds - ,quS) EY‘A (de .uyds,)
d:l
+ Z ll’l ng+1 DYdA (yds .quS) ;VYdNFYdS)) (8)

Optimization routines such as optim from the Statistical software R can be used to maximize
the likelihood function (8) to get the maximum likelihood (ML) estimators of the model
parameters.

3. Prediction of Complex Small Area Parameters

A complex small area parameter is defined as 1y = h(y,) where & is a nonlinear function of
yu. We study below three methods for estimating 1, under the SN model in (4)-(5). The
first method, called the marginal approach, provides a Monte Carlo approximation of the
best predictor. The second method, called the conditional approach, gives the best predictor
of 1, conditionally on the area effect u;. And last, we propose some improvements to the
ELL method.

3.1 Marginal Approach

In SAE, the practice is to use the predictor that minimizes the MSE to estimate the small
area parameter 7),. This best estimator, in terms of minimizing the MSE, is the conditional
expectation

Al = E(ulyas) = [ 1(va)fars(v)dy ©

where fi,1s = fy, |y, 1 the pdf of the distribution of Y, given y4. This conditional
distribution is derived under the assumption that there is no sample selection bias i.e the
population model holds for the sample. The difficulty with the estimator (9) is the lack of a
closed-form expression in most situations due to the complexity of the function 4. Molina
and Rao (2010) proposed a Monte Carlo approximation of (9) which consists of the following
steps: 1) draw out-of-sample vectors yﬁfr), ¢=1,...,L from the conditional distribution f,,

0T

T
2) reconstruct the censuses yt(f) = (y dr ,ygs) , and 3) from each simulated census estimate

the small area parameter 1, by ﬁy) = h(yg)). A Monte Carlo approximation of the best

predictor ) 5 , we call the quasi-best (QB) estimator, is then given by

L
Z ) (10)

Under the SN model (4)-(5), the conditional distribution of Y, given y 4, is obtained from
the closure properties of the CSN as a member of the CSN family. We have

l“ \

Ydr\s ~ CSNN:, Ng+1 (“dﬂwzdr\wl)dr\m vdr\w drls = Fyd) (11)
where nudr|s = Xd"ﬁ +:u”1Ndr +:uedr + ’Ynd [lr{d (yds - tuds)] lNdr’ z’dV\S = Gez [INdr + ’}’nd lNdr 117\},1,] ’
0
A Nay T (Ngrxnq)
= — W, In,1 } A,
Ddr|s =1 % |:|: 0("d><Ndr) :| T e »Varls = — a [ = Yualng nd] (Yas —‘les),
FZ’YN‘{ Nar aynd r];d
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Iy, —i—ﬂ,z’)/Nledl]{/d —AeAy ( ) v, In,
— ey ( )YNle 1+1142(1_NdYNd)
The random vector in (11) has a dimension of Ny, = Ny —ny which can be very large in many

applications. Hence, it is important to find a way to draw from the conditional distribution
(11) in a univariate manner. First consider

and I'y, =

Vo~ LTN,(v,0,%) and V|~ N,(0,%)) (12)

where W and W, are covariance matrices and the notation LT N,(c, it,X) denotes a multi-
variate normal truncated below ¢. Then consider the transformed random vector

V=u+BoVo+B 1V, (13)

where By = (DX)7¥, ! and B is a p x p matrix such that B,'¥,B] =X — (DX)"¥,!(DX).
Arellano-Valle and Azzalini (2006) showed that the random vector V has the density
function:

. -1nT
L T Pia
Note that if p =Ny, g=Ng;+1, 4 = Har|s> Y= Zdr|sa D= Ddr\s’ V= Vs and ¥y =
Uarls + DarsEarls gr‘ then equation (14) defines the pdf of the conditional distribution (11).
In other words, if V drls and Vér‘s are independent random vectors such that:

(14)

V9, ~ LTNy, 41 (vd,‘s,o ¥, = rd,|s+Dd,|szd,‘SD§,‘s> (15)
Vi~ N (0.0 =S — (DarsZars)” (#9,,) " DasE 16
drls Nar v dr|s dr|s ( drls dr|s) drls dr|s~drls | (16)
then the random vector Y,/ defined in (11) can be obtained using the transformation:
1
Ya’r\ lu‘dr|s + Bdr‘ Vdr‘ + Vdr‘s’ (17)

where the matrix Bgrls is defined as follows

_ A0,
By, = DarZars) ¥y = | =30, boily, 15, boly, |, (18)
1+ A2
with
2.0,02 ot o 2
b()l_ Ynd <0c0, and b()z: yd uOuCe (19)

( +nd'}'ndlz>62+’yndlz ; ( +nd’}’"d}tz>cuz+ynd}tuzcez

Using expression (17), univariate draws from Y ,(; reduce to univariate generations from

V?l s and Vflms. The nested error model assumption leads to special forms of the matrices
involved in the best predictor (17). Under this model we have
(14+22)Ly,, 0 0
lpgr\s = 0 Ind + Aezynd lnd 13;" — A ( ) ynd o (20)
0 “Aeha (E) AL, 1A (;) T
and
lP[11r|s = aINdr + BlNdr 117\;d, 21
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with o and 8 defined as follows

2 A2 2 2 Yna O, 2 2
= 1-—= =0, (1- = e 22
w=0t (1) =0t (-8, wmd B= TS o)

The random vector V drls is easily generated in a univariate manner by

1 11 10 .
(Vdr\s>.:"dj+vd , j=1,..,ng,d=1,....m,
J

where v LI N (0, @) is independent of v}0 '~ nd

N(0,B) and a and B are defined as in (22).
Note that for each small area d, we only generate one value v}lo and n, values v}ii, j=

1,...,nq. The random vector V drls €40 be decomposed into two components Vor drls and Vgi‘s
where

vor 0 0 w0
= dr\s ~ . dr|s
Vdr|s ( Vdr\ ) g << vgsr|s > ’< 0 > ’ [ 0 lPdr|3 ]) 29

and the components of (23) are defined as follows:

Ae
0s I ) — YngdnAng" |
Virls = — Yd, — Hg, (24)
d ‘S Fu’}/ndlnd ( S udg)
‘Pdr‘ =(1 +7Lez)INd, (25)
0. INdr + 2'62,}/”(1 lnd lzz; }’ )’ ( ) ynd nq
Fans = ; 7o (26)
—Aehu ( ) kg 14 (;) Yo
A\ drs is simply a vector of uncorrelated half-normal variables since W9 d r‘ = (1+ 221y,

is a diagonal covariance matrix. Therefore, to obtain a realization of V¥ drls® it is sufficient
to generate univariate normally distributed values and take their absolute values. In other
words,

(VMS). WL =1 Ngd = 1,.m, @7

where 1 N (0,1+A2). The only vector left to be generated is VO oy Unfortunately there
is no reasonable known approach for generating the vector V drs in a univariate manner

because v drs is not equal to the zero vector and the covariance matrix ‘P?M is not diagonal.
However the length of this vector is ny + 1 which is easily manageable in a multivariate way
especially given the small sample sizes, ng, involved in SAE. The vector Vgsr Is will therefore
be generated using the multivariate truncated normal. Most of the major statistical software
packages offer procedures for generating univariate truncated normals and some of them
have routines for generating from multivariate truncated distributions. For the simulation
study presented in Section 4, the R-package tmvtnorm (Truncated Multivariate Normal
and Student t Distribution) was used to generate data from multivariate truncated normal
distributions. In summary the quasi-univariate procedure below shows how to generate the
predicted values of the elements of yg,(; for the non-sampled units in small area d:

1. Estimate the unknown vector of model parameters 6 = (B,0,,02, A4, A.) using the
ML method and the sample data y;.
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2. Generate values v}i} from N(0, &) and v1? from N(0, ) independently, where ¢ and

B are defined in (22) with 6 replaced by its estimator 6. Note that only one v}io is

generated for each small area d but a different v,},; is draw for each unit j in small area
d.

3. Generate value v% from N(0, 1+ jLEZ)

4. Generate Vectorv | from LTN,,, 11 ( dr|s,0 ‘I—‘dr‘ ) where v

drls and ‘I’gsr‘s are respec-
tively defined in (24) and (26) with 0 replaced by 6.

5. Create the vector W%;\s = (bmlN drl,f{ . boly dr) Vgsr 5 where bo and b, are defined

in (19), with the parameters replaced by their estimators.

6. The element j of the vector yg,, is:

eGe

(Ydr|s)j = (:ﬁ'dr|s)j + Vzlli + V}{O + ’ | + (ng\s)dﬁ

where (Q,,(,); = Xder + P+ fle ATy (1, (Vas — .ads)]

3.2 Conditional Approach

In SAE, the goal is to estimate the conditional parameter or area specific

Na(uqg) = E(h(Yy)|Yas, uqa, 0) because only one population is “realized” and prediction is
conducted conditionally on the given fixed population. The conditional distribution of Y,
given uy is:

A
Yd’”d ~ CSNNd,Nd <Xdﬁ —{—uled + Uy, GeZINd, GeINd’ONwINd) (28)
e

Note that the element of the vector Y |u, are independent and we may write

A .
(Yd\ud)ijN <de[3+ud+,ue,662,ce> , ] ESZ (29)
e
where s indicates the out-of-sample units. The distribution in (29) is the distribution
of the unit level error e;; with a different location parameter. Therefore, generating the
out-of-sample values (ydr\s) j = (yalua), where j € s, for the simulated census reduces to
drawing from a univariate SN distribution. Unfortunately u, is not observed. Hence u is
predicted by the best estimator @5 and used to obtain prediction of 1(uy) as n(@5) or the
BLUP estimator #5°Y" may be used to get n(25-V7).
Only the mean and the covariance matrix of the joint distribution of u#; and y,, is needed
to define the BLUP of u, as

5P = B (ug) + CaZy ' (Yas — E(Y45)) (30)
where C; = Cov(ug,Yys) and X1 = [Cov(Yy)] ™. Noting that E(uy) =0, C; = 62(1 —
d
- 2(1— 252
2 52)15[1, X, b= 03(1*1%53) (I, — c}(lfg(gf(ﬂndq%()lf%&) ll’ldlnd) and Uy, = X4P leads to
. o(1—-282) =

02(1—282) +ng02(1—282)

JESd

Note that the errors are adjusted so that their means are equal to zero. On the other hand,
the best estimator ﬁg requires the joint distribution of u; and Y ;. The best predictor of the
small area random effect, u;, is now obtained, using Theorem 3.1.

976



JSM 2014 - Survey Research Methods Section

Theorem 3.1. For the SN nested error model (4) with adjusted errors so that E(ug) = 0 and
E(e;) = 0, the best predictor of uy is:

@) (0:v,4,T)

e (32)
cI)ndJrl (0, VA7F)

ﬁg:.uu"i_%ld Z{ydj_(xgjﬁ +uu+.ue)}+

JESa

where

Ind+2'2’yndlnd13l;[ }, 2‘ ( )'}/nd ny
—Aely ( )yﬂd 1—’_)’142( _ndYnd)

, and

q)fldltl(o Va, ) - gt(bnd+l(DAGAt; VA>F)t:07 with

e
Ha = o+ Yo 1, (Vg — (XaB + il + Begs)) Oa = 0%y Da = ( % ’ > '
2
Ae
A [Ind — Y lnd IZL;]
?Z,ynd Z;d

Va=— (ynd - (XdB +,uulnd + nuedx))’ and FA = IndJFl‘

Proof. Let T = ( ids ) ~ CSN, 41,0441 (U7, Z7,D7, vy, I'r) where
d

Ly = Hy, = XdB + .uulnd + Hegs Yo — 21”d + Gzlnd lr{d Guzlnd
T — L ) T — 21T 62

M ng u

e ke
Dr=| %" f’eo"" , vr=0, and Ty =1,
Gu

then, applying the closure properties of the CSN, we have
ug ~ SNy, 62, A,) = CSN1 (L, 62, 4,0, 1) and Yy as in (7). Also, the closure properties
give the distribution of u,|y4s as a CSN, precisely, we have

Uq|yas ~ CSNi n 41 (M4, 04,Da,va,T4)

where U4, 04, D4, V4 defined as in Theorem 3.1. Hence, the mgf is
D41 (DAGAI va.La+04DyDy )
M, | (t) =
dl¥ds Dy +1 (0 va.La+0sD4D] )

expectation using E(X) = %M (t)r=o0- O

e'Mat2041"t and the best predictor is obtained as the

In practice, the parameters of the model are estimated using a suitable method to obtain
EB estimator ugB and EBLUP estimator ugBLUP This leads to the empirical predictors

7 (258) and 7 (45BLUT). We refer to these latter estimators as respectively nC EOB 4gnd

ﬁg EOBLUP 'where C refers to conditional. The superscript C — EQBLU P is a little confusing
because nc EBLUP is not linear nor unbiased; the subscript just refers to the way the area
effect was estimated to distinguish between the two estimators. In practice, 775 EOB should
be preferred between the two because it approximates the conditional best predictor. The
univariate generation of the predicted values (ydm) ; for the non-sampled units j in small

area d can be summarized as follows:

1. Estimate the unknown vector of model parameters 6 = (f,07,62,A,,A.) using a
suitable method and the sample data ys;.

2. Predict the random effect u,, say #,, using the sample data y, with 0 replaced by its
estimator 6.
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3. Generate independently values v}, ;and v% from N (0, 1).

4. The element j of the predictor y, is:
(Ydr\s) Xdrjﬁ+ud+“e+ae(] _62)1/2vdj+6e6 ‘Vd;’ (33)

~C—EQB ~C—EQBLUP EBLUP) Ex-

), predict uy using i EB (respectively 7
GEBLUP g glven by (31).

To get 1), (respectlvely 7,
pression of 252 is provided by Theorem 3.1 and i

3.3 ELL Method

The approach consists of drawing from the empirical area and unit level residuals to create a
simulated census. The steps of the ELL method can be summarized as follows:

1. From the nested error model (4)-(5), calculate the total residuals 7y; = yg; — xgj BOLS

where ﬁOLS is the ordinary least square (OLS) estimate of f3.
2. The effect of small area d, uy, is estimated as the empirical mean value of the total
residuals 74; over all the observations from the small area d:

g =—Y F4j (34)

3. The unit level residuals e, ; are estimated as:
8qj = Tqj—ilg. (35)

These remduals are then mean-corrected to sum to zero across the small area d.
4. Draw @ ud), and eg), ¢ =1,...,L from respectively N (ﬁOLS,(Cov(ﬁOLS)), the

empirical distributions of 4,4, and é,;.

5. Construct L predictors yg’j) as follows:

A0 A
) =B i) +éf) (36)

6. Get an estimate of the complex parameter as follows:

L
Z (37)

We refer to the estimator (37) as the traditional ELL (ELL-TRAD) predictor. Unfortunately,
this traditional ELL method does not provide a correct prediction of the area effects uy
across the L censuses since each draw [ selects a different value ﬁff) from the empirical
area level residuals ii; with a mean approximately equals to 0. Across the L prediction
cycles, the traditional ELL method does not attach a specific estimated random effect (area
level residual) to the small area d. Instead, the traditional ELL method uses a combination
of estimated random effects from other areas to predict the complex parameter for small
area d. Empirical studies of the traditional ELL method by Molina and Rao (2010) have
revealed very high MSEs compared to the best estimator and even higher than the MSE of
the direct estimator under the normal model. In the simulation study in section 4, similar
results as in Molina and Rao (2010) are observed. In order to reduce the MSE, we propose
two nonparametric adjustments to the original ELL method. The traditional ELL approach
has two main problems:

L
A ELL-TRAD _ Z NG
fl, =

N4

h \
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1. The area effects are wrongly assigned to the small areas across the L censuses. In fact,
the random effects predictions are approximately equal to zero for linear parameters
since the empirical average converges to zero (E(uy) = 0).

2. The variability of the empirical ELL is increased by drawing L different values from

the empirical distributions of N <B OLS> Cov(30L5)> and the area effects residuals 1226),

£=1,...,L, for the same area, given a fixed sample.

Therefore, to address those two issues, we estimate the fixed effects and the random area
effects using the sample data. Then, for the given sample, the intra-area distribution
(conditional on the area effects) is estimated by drawing from the unit level residuals. The
fixed effects are estimated using OLS as previously and two different nonparametric methods
are used to obtain the area effect estimates.

The first method for estimating the area effects is the same as in the traditional ELL
approach. For a given sample, we do not bootstrap the area level residuals. The steps of the
algorithm are as follows:

From the nested error model (4)-(5), estimate the fixed effects 8 using OLS.

Estimate 7, and €4; as in the traditional ELL method.

Draw e‘gfj), ¢=1,...,L from the empirical distribution of the é4;.

Construct L predictors yc(f]) as follows:

Sl

¢ A IIN(

¥y = x5 Bops+ia+eéy). (38)
Note that the same area level residual #i; is used for a given area d.

5. Obtain an estimate of the complex parameter as follows:

~ELL— L& 1 ¢
RS = 2y Ay = 2 Y h(yy) (39)
(=1 (=1

The second method for estimating the area effects consists of using a combination of
OLS and the method of moments to get estimators of 0'3 and Gez (Fuller and Battese (1973)).
Then use the estimated variance components to get predictors of the area effects. Note that,
as for the first method, no distributional assumption is needed. The steps of the algorithm
are as follows:

1. Obtain an estimate of 8 using OLS.
2. Estimate 0 and o7 as follows:

SSE(1
62_ ( )

. , p1 = number of non-zero X-derivation (40)

 n—m—p;
where SSE(1) is the residual sum of squares obtain by regressing (y;; — y4.) on the
non-zero X-derivations (x;; — X4.) for areas with ng > 1 with j; = Z'}“’: 1 Yaj/na and
— ng

Xy = ZFI X4j/nq. Also, we have

o NA2
63,”: SSE(2)— (n—p)6; 7 @)

Y na{l —naia ():?:1 Z?iﬂdj&%) %}

where SSE(2) is the residual sum of squares obtain by regressing y,; on the non-zero
x-derivations x4;. Because the estimates can be negative, we truncate to get:

62 = max(62,,0). (42)

um?
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3. Compute the estimated small area effect ii; as follows:
1= 67179, (va—XaBovs) “3)

where V, = (621,,, + 621,17 ).

ng “ny
4. Obtain unit level residuals as follows:

dj =Ydj— ngﬁOLS — g (44)
(0)

Adjust these residuals to sum to zero and obtain &,;. Draw é, i from the empirical
distribution of the é,;.

5. Construct L predictors )751['].) as follows:
AL P> ~ A
95 =x"Bops+aa+2}), b=1,..B. (45)

Note that the same area level residual #i; is used for a given area d.
6. Obtain an estimate of the complex parameter as follows:

L
Z (46)

NELL—MOM __

n —

h\»—

[\‘
HMh

4. Simulation Results

The parameters of interest considered in this simulation study are the FGT poverty measures
introduced by Foster et al. (1984). The FGT class is defined, for domain d, as:

z—Ey;
z

l o
Foa=— Nd( )I(E.,-<z), ji=1,..,Ng,a >0, 47)

Nd j=1

where z is the poverty line, Ey; is a quantitative measure of welfare such as income or
expenditure associated with individual j from domain d, and / is an indicator function.
I(Ej < z) = 1if Ej < z meaning that the person j from area d is considered to be in poverty
(welfare measure under poverty line) and similarly 7 (E; < z) is equal to 0 if E; > z (person
Jj is not in poverty). The choice a = 0 yields the proportion of people in poverty for domain
d and Fy, is called the poverty incidence. The choice o = 1, called the poverty gap, uses
the normalized gap * “Lii 14 differentiate among the poor. The choice o = 2, called poverty
severity, squares the normahzed gap.

A setup similar to Molina and Rao (2010) is used for these simulations: m = 80 small
areas, Ny = 250, ng = 50, B = (3,0.03,—0.04)7. Further, we set A, = 1, and A, = 3. The
skewness parameter A, = 1 results in a minimal asymmetry and departure from the normal
distribution with the same mean and variance. The skewness of the unit level distribution
eq; is moderate with A, = 3. The scale parameters 02 and 07 were chosen to ensure that
Var(ug) = 0.15% and Var(es;) = 0.50%. There are two auxiliary variables X; € {0,1} and
X, € {0,1} plus an intercept Xy. The values of the two dummies X; and X, are generated
from Bernoulli distributions with

0.5d
PX;=1)= 03+7 PX,=1)=02, d=1,...,m=280. (48)
In each small area d, a sample s, of 50 units is selected using simple random sampling.
The total sample size is n = 4,000 selected from a total population size of N = 20,000.
The Monte Carlo simulation consists of generating I = 5,000 populations, then for each
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generated population the SAE methods described in the previous sections (empirical best,
conditional empirical best, Molina-Rao (MR) normality-based, and ELL) are applied to
obtain estimates of the complex parameter for the small areas. A simple direct estimator
Féfls = iZ?ilFadpj =1,...,n4,0 > 0 of Fyy is also included.

We fitted the nested error model with y;; = log(E,;) assuming normal distribution
and used the estimate of f8, Var(u,), and Var(ey;) as the initial values of 8, 02, and 67
respectively. The initial values of A, and A, were both chosen to be equal to 0.5. Empirical
MSE (7)) of an estimator efay, is calculated as

1 5000

MSE(fl) = — Y (A —n\)? (49)
5000,-; d

where ﬁtgi) is the estimate of the parameter nﬁ(li) for the i simulated population.

Figure 2 shows the bias of the MR normality-based estimator of the poverty gap under the
three SN models: both u; and e;; follow SN distributions, only e;; follows SN distribution,
and only u,; follows SN distribution. When only u; follows SN distribution, the MR
normality-based estimator is essentially unbiased. Hence, misspecification of the distribution
of u, has no significant effect on the bias. On the other hand, bias of MR normality-based
estimator is substantial for the other two cases. Similar result was found on the MSE.

I I
udandedj~SN ©  Onlyedj~SN A Onlyud~SN +‘

R6R4634R0260R8008RRs84,R%804a080388038000306005aR08652084800004R88R04408R0%654000068

Bias for Poverty Gap (x100)

+ + +.+
B T i e e e

T T T T T
0 20 40 60 80

Area

Figure 2: Bias of the MR normality-based estimator (MR-N) when at least one random
error follows SN distribution (poverty gap, o=1).

Figure 3 shows a comparison of the empirical quasi-best (EQB) and the conditional
empirical predictors (C-EQB and C-EBLUP). The two estimators EQB and C-EQB are
equivalent in terms of MSE. As expected C-EQBLUP shows higher MSE than the quasi-best
predictors EQB and C-EQB. It was also found that the estimator EQB is nearly unbiased
while C-EQB and C-EQBLUP show a small bias.
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Figure 3: Comparison of the empirical quasi-best predictor (EQB) to the conditional
predictors C-EQB and C-EQBLUP in terms of MSE (poverty gap, o=1).

Turning to ELL, the MSEs, as shown in Figure 4, are very high for the original ELL,
ﬁfLL’TRAD , compared to the two proposed alternative methods. The results show a very
high gain for both alternative methods with 7 5LL_M OM achieving nearly 80% improvement

over the original ELL.
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Figure 4: MSE of the three different ELL methods when both random errors follow SN
distribution (poverty gap, a=1).
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For each of the four estimators, EQB, C-EQB, ELL-MOM, and MR-N, the ratio of its
MSE over the MSE of the simple direct estimator is computed. Values of the ratio under 1
show gain over the direct estimator while values over 1 indicate that the direct estimator is
better in term of MSE. Results on poverty incidence (¢ = 0), from Figure 5, show that all
four estimators do better than the direct estimator. Among the four estimators, the marginal
and conditional quasi-best estimators are equivalently the best and the modified ELL and
the MR normality-based estimators are equivalent.

I I
EQBO C-EQBA  ELL-MOM +  MR-N X

Ratio of MSEs (Poverty Incidence)
o
x
x

& a

R a a8 ) a a R

98 gfa Rop " MMAREB ggnaggg gRAngggM °8g2@22§83 ﬂggggﬁgggggﬁgg 0ag, 80,4028
a

o

Area

Figure 5: Ratio of the MSEs of EQB, C-EQB, ELL-MOM, and MR-N to the MSE of the
simple direct estimator (poverty incidence, o=0).

Results on the poverty gap (a = 1), from Figure 6, show that only the two quasi-best
estimators (marginal and conditional) do better than the direct estimator with improvement
about 25% for the lowest area indicators to about 33% for highest area indicators. The
improved ELL method using method of moments has a performance similar to the direct
estimator. The MR normality-based estimator is much worse than the other three predictors
and the director estimator. The performance of the MR normality-based estimator is worse
for the poverty gap (a = 1) than for the previous less complex poverty incidence (& = 0).
Relative to the direct estimator, the other three predictors are less affected by the extra
complexity of the parameter of interest than the MR normality-based estimator. Results on
poverty severity (o = 2) were similar to those for poverty gap. A value of A, smaller than
3 would produce better result for the MR normality-based. The choice of A, = 3 may be
extreme under the log transformation of the welfare variable.

The traditional ELL predictor had much larger MSEs then any of the four estimators in
the last two figures. It was not included in Figures 5 and 6 to avoid squeezing the graphs
and make them unreadable. For poverty incidence, small area MSEs of the traditional ELL
estimator were on average about 5.2 times larger than the MSEs of the MR normal-based
estimator. That ratio reduces to about 3 for poverty gap and 1.4 for poverty severity. For all
three poverty measures, the traditional ELL method performs worse than the direct estimator.
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Figure 6: Ratio of the MSEs of EQB, C-EQB, ELL-MOM, and MR-N to the MSE of the
simple direct estimator (poverty gap, a=1).
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