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Abstract
Repeated measure data arise when for each subject a vector of observations is taken. A unique

feature of the repeated measures data is the correlation structure between observations. Often it is of
interest to test hypotheses concerning the parameters of a linear model for such data. The parametric
models for repeated measure data have been studied extensively in the literature. Several tests based
on ranks are also available.

In this expository article, we formulate a class of aligned rank tests for testing linear hypotheses
for parameters of a linear model for repeated measures data.
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1. Introduction

Repeated measures data analysis is used in a wide range of fields such as biostatistics,
education, economics, psychology, agriculture, health sciences. There are several rough
synonyms for repeated measures data in some fields. For instance, the term ”panel data”
is more common in economics, the term ”longitudinal data” is most commonly used in
biostatistics, and ”repeated measures” is more common in an agricultural framework.

Even though the term ”longitudinal data” is a rough synonym for ”repeated measures”,
there are sometimes slight differences in the meaning of these terms. Longitudinal data
occur when we repeatedly take the same type of measurement across time on the subjects
in a study. Repeated measures are also multiple measurements on each of several indi-
vidual subjects, but they are not necessarily through time. However, the terms ”repeated
measures” and ”longitudinal data” are used interchangeably.

Since we repeatedly take the same type of measurement across time on the subjects,
data are not independent. So the major problem of this model is covariance structure
among these repeated measurements and we must account for the dependency in data using
more complex or complicated statistical methods. Unfortunately, the appropriate analytical
methods are not much developed yet( Hedeker, D., and Gibbons, 2006) .

The problem of sub hypothesis testing in repeated measures models based on rank
statistics has received a considerable interest in statistical literature. Diggle,Heagerty,Lian
and Zeger (2013) proposed a test statistic for the sub hypotheses testing on repeated model
with multivariate normal error structure.Although the parametric methods are robust against
misspecification of the dependence structre, it is not robust against outliers.

Barefield(2001) described two testing procedures in his dissertation, the Wald-type
test based on the rank estimate of the parameters and the aligned rank test.The aligned
rank method was developed in the linear model for independent data, by Chiang and
Puri(1984).The aligned rank test statistic proposed by Barefield has a limiting χ2 distri-
bution under H0. Since he used the general score, this method can be applied for only
homogeneous error distributions. Further, he discussed the method assuming that each
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subjects has equal number of observations. Our proposed test statistics is a development
of the Barefield’s test statistics. To estimate regression parameters, he extended the results
of Brunner and Denker (1994) to the case of longitudinal data that can handle quantita-
tive regressors. He define a linear rank statistics, which use the general score to estimate
regression parameters.

Jung and Ying (2003) generalized the classical Wilcoxon-Mann-Whitney method, propos-
ing an independent working model for parameter estimation. They proposed a rank-score
test for testing hypotheses about the entire parameters of a linear model.

Kloke, Mckean and Rashid(2009) extended Jaeckel’s (1972) ordinary rank estimator to
models with dependent block error structure. They consider the same model as Jung and
Ying but homogeneous distributions and general rank score functions. Their estimators
are based on the joint ranking of all residuals.They studied two test statistics to test linear
hypotheses. The first test is the Wald-type test previously studied by Barefield (2001) for
balanced data. A second test utilizes the reduction in dispersion.Even though proposed two
test statistics can be used for the problems with unequal observation for each subjects, it
can’t be applied for the problems with heterogeneous error structure.

In this expository article we present a summary formulation of a test statistic for testing
sub-hypotheses for the longitudinal model based on the aligned rank score following the
model considered similar to Jung and Ying (2003).Proposed test statistic can be used for
any repeated data design with missing observations, heterogeneous error distributions, un-
equal measurement times for different subjects, unequal number of observations for each
subject and any covariance structure of the measurement of the same subjects.

2. Rank Regression

Consider the linear model Yij = x
′
ijβ + ϵij , 1 ≤ i ≤ n, 1 ≤ j ≤ ki. Yij is the

response, xij is a p× 1 vector of explanatory variables, and ϵij is the error term for the i-th
subject at the j-th time point. Note that there are a total of N =

∑n
i=1 ki observations.The

vector β is a p × 1 vector of unknown regression parameters. Let Yi = [Yi1, ..., Yiki ]
′
,

Xi = [xi1, ...,xiki ]
′
, ϵi = [ϵi1, ..., ϵiki ]

′
and let Y = [Y′

1, ...,Y′
n]

′
X = [X

′
1, ...,X

′
n]

′
,and

ϵ = [ϵ
′
1, ..., ϵ

′
n]

′
.we can write the model as

Y = Xβ + ϵ (1)

For b ∈ ℜp Jung and Ying(2003) use Jackel’s dispersion function with uniform scores

Ln(b) = N−1
n∑

i=1

ki∑
j=1

(xij − x)Rij(b) (2)

where x = N−1
∑∑

xij and Rij(b) is the rank of (Yij − x
′
ijb) among the Y11 −

x
′
11b, ..., Ynkn − x′

nkn
b, and b is a fixed p× 1 vector.

We use the basic assumptions of Rank statistics. εij and εij′ will in general be depen-
dent for each i though εij and εi′j′ are always independent if i ̸= i

′
.

2.1 The Aligned Rank Test for Subhypotheses

Without loss of generality, We can consider the following representation of the linear model
of the model (1)

Y = X1β1 +X2β2 + ϵ (3)
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We also partition L(n)(b) as,

Ln(b) = (Ln(1)(b),Ln(2)(b))

Where Ln(1)(b) = (Ln1(b), ..., Lnr(b)) , Ln(2)(b) = (Ln(r+1)(b), ..., Lnp(b)).

Assume that we are interested in testing

H0 : β2 = 0 vs HA : β2 ̸= 0

where X1, X2, β1 and β2 are N×(p−r), N×r, (p−r)×1, and r×1, respectively and
β

′
1 is unspecified under both hypotheses. Let L̂n(2) be the last p−r components of Ln(β̂1).

Then the proposed test statistic for testing H0 against HA is given by

LW = L̂
′

n(2)Ĉ
−1
n L̂n(2)

where;

Ĉn = (V̂n,22 − V̂
′
n,12Â

−1
n,11Ân,12 + Â

′
n,12Â

−1
n,11(V̂n,11Â

−1
n,11Ân,12 − V̂n,12))

Where V̂n,ij’s and Ân,ij’s are estimators of Vn,ij’s and An,ij’s defined as follows.

An =

∫ ∞

−∞
An,F (t)dG

′
n(t)−

∫ ∞

−∞
An,G(t)dF

′
n(t) =

[
An,11 An,12

A
′
n,12 An,22

]
where

An,F (t) = N−1
∑n

i=1

∑ki
j=1 xijfij(t)

An,G(t) = N−1
∑n

i=1

∑ki
j=1 xij(xij − x̄)

′
fij(t)

F̂ (t) = N−1
∑n

i=1

∑ki
j=1 I(εij ≤ t)

Fn(t) = E(F̂ (t))

Ĝ(t) = N−1
∑n

i=1

∑ki
j=1(xij − x̄)I(εij ≤ t)

Gn(t) = E(Ĝ(t)),

G
′
n(t) = N−1

∑n
i=1

∑ki
j=1(xij − x̄)

′
Fij(t),

F
′
n(t) = N−1

∑n
i=1

∑ki
j=1 Fij(t)

and

Vn = V ar(Sn(0)) = N−1
n∑

i=1

ξiξ
′
i =

[
Vn,11 Vn,12

V
′
n,12 Vn,22

]
,

where

Sn(b) =

n∑
i=1

ki∑
j=1

(xij − x̄)Fij(Yij − b
′
xij)
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ξi =
∑
j

[(xij − x){Fn(εij)−
1

2
} −Gn(εij)]

Theorem.
The proposed test statistics LW has a limiting chi-squared distribution with p − r degrees
of freedom. That is,

LW → χ2(p− r), as n → ∞
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