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Multivariate Wavelet Density Estimation for Streaming Data:
A Parallel Programming Approach
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Abstract

Data streams provide unique challenges that are not normally encountered during standard statistical analysis. Fore-
most is the fact that data is arriving at such a high rate that storing the data and analyzing later is no longer feasible.
Methods must be in place to make sense of data on a near real-time basis. Typical methods involve streaming queries
and model building. Density estimation is an essential tool used to make sense of data collected by large scale systems.
Due to the curse of dimensionality, density estimation in higher dimensions becomes problematic. In this paper, we
present a recursive method for constructing and updating an estimate of the non-stationary probability density function
in a high dimensional input space using parallel programming. We demonstrate the effectiveness of the approach via
the use of simulated data as well as data from Internet header packets.
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1. Introduction

Streaming data is a challenging area of computational statistics and has been the focus of many recent papers.
If data quantity becomes so large that storage becomes an issue, processing will need to occur in real time.
Modern databases are continually updating, receiving and processing information. As a result, standard
statistical techniques must have mechanisms in place that update queries and models as new data is received.
In most data stream settings data order is relevant. By taking order into account we can extract and analyze
information as it is received and often data storage is not required. In the age of “Big Data”, analyzing data
in real time is becoming more and more prevalent. Applications of data streaming are seen in web-based
analytics, finance, network security and engineering applications that involved remote sensing [1, 7].

Due to the curse of dimensionality, density estimation in multiple dimensions becomes problematic [11].
The theory behind estimating a density by kernels has been well researched, see for example [2, 8]. In
practice, computing a multivariate density by kernels is computationally infeasible in a sequential manner
when the input dimension is large (i.e. > 3). In this paper our approach is to use multivariate kernel density
estimation by orthogonal series and use multiple threads to split up the processing. Orthogonal series density
estimation was suggested by Cencov [9]. Under moderate regularity conditions, a density function f can be
written as a series of orthogonal basis functions

fx) =) byw;(x), (1

jez

where b; =< f,y; > = [y (x) f(x)dx = E[y;(X)]. This amazingly simple idea allows us to approximate
the series coefficients by simple sample means. Let X;,X>,...,X, be a random sample from the unknown
density f(x). Because b; = E[y; (X)], the jth coefficient can be approximated by
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Although many different orthogonal series bases could have been used, we use wavelets to construct our
density estimate. Wavelets are an excellent choice for streaming density estimation because the coefficients
decrease very rapidly implying that we obtain an excellent function reconstruction using only a few coef-
ficients. In addition, wavelets are excellent for identifying transients and discontinuities. This makes them
particularly well suited to the streaming data application, where abrupt changes in the data stream may be
expected.

Walter [13], Vannucci [12] and Neumann [10] have written on the theory of multivariate wavelet density
estimation. We do not repeat the theoretical development here but mention that multivariate wavelet density
estimation involves the products of univariate wavelets. One can form a d-dimensional wavelet basis by us-
ing ¢ (x) = 0(x1)d(x2) ... 0 (xg) where ¢(-) is uni-dimensional wavelet function and 2¢ — 1 wavelet functions
having the form

i (x) = [Tv(x) 3)

with () = 0(-) or y(-) but not all y(-) = 4(-)
As an example, in the bivariate case there would be 2% — 1 = 3 wavelet functions

V1 (x) =0 (x1) y(x2), “4)

W2 (x) = ¥ (x1) 0(x2), S)
and

W3 (x) =y (x1) W(x2) (6)

The multivariate density function can be represented as an orthogonal series of the scaling function ¢ (x) at
the lowest level of detail and wavelet functions W, (x),

CD(X],)Q,. .o ,xd) = Z : .ch”vkl _.A7kd2j" d/2¢ (2j0x1 —k1) . q) (2j0xd —kd) (7)
ki kq
Y] (X],)Cz,. .. ,xd) = Z . ‘ZZdj7kl7“7kd2jd/2’Y(2jX] —kl) .. .'Y(ijd —kd) (8)
ky ka J
291
f(xl,XQ,. .. ,xd) = (I)(xl,XQ,. .. ,)Cd) + Z W[(X],XQ,. . .,xd) )

=1
The coefficients ¢, and d, are estimated by sample averages in a manner analogous to Equation 2.
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2. Multivariate Density Estimation for Streaming Data

Consider a data stream of n independent and identically distributed d-tuples of random variables of the
form X; = (X,;,X2i,...,Xq;) withi=1,2,...,n. Without loss of generality further assume that data element
X arrives prior to element X; . Let f>(x1,X,...,x;) be the multivariate density estimate using the first
two d-tuples and let f3 (x1,x2,...,Xx4) be the multivariate density estimation using the first three d-tuples.
Continuing in this manner the goal is to obtain a sequence of estimates { f;(x1,x2,...,x4)} that converges
to f(x1,x2,...,Xx7). As new data arrives, the density is updated. Wegman and Marchette [14] suggested
a recursive method for updating kernel density estimates. Caudle and Wegman [3] adapted this technique
to wavelet density estimators. This technique updates the wavelet coefficients as each new data element
arrives. The same technique can be applied to the multivariate wavelet density estimation as well. It is easy
to verify the following updating equation for the wavelet and scaling function coefficients,

b =" j Y (Xut1)
gt n+1"7" n+1

(12)

where v(-) = ¢(-) or y(-).

Once the coefficients are updated, we can produce an updated estimate of the multivariate density. As
the number of points in the data stream increases the estimated coefficients asymptotically approach the true
coefficients. Also, since the coefficients (¢, and d) are the sum of independent and identically distributed
terms y(-), strong consistency and asymptotic normality also hold. With streaming data however, traditional
limit theorems are of limited value because streaming data is generally non-stationary. For short periods of
time however, the data are quasi-stationary. And, in terms of estimating a density that accurately reflects the
current situation we need to discard older data that is no longer relevant. Hence, there is a trade-off between
statistical accuracy, and estimating a density that accurately reflects current reality.

When using simulated density where the underlying density is known, the error in a density estimate
is typically estimated by either the mean squared error (MSE) or mean integrated squared error (MISE). In
higher dimensions however, the MISE does not scale well in an intuitive fashion, and according to Devroye
and Laszl6 [4] the mean integrated absolute error (MIAE) has some statistical advantages over the MISE.
Because of this, and a better intuitive feel as we estimate densities in higher dimensions, we choose the
MAE as a measure of accuracy of our density.

MAE =~ F(X)—f(X)

) (13)

S |

n
)
i=1

The variance of the density estimate can be reduced by setting those wavelet coefficients that fall below
a threshold value to zero. This process is called wavelet shrinkage. Reduction in variance however, will
create an estimate that is slightly more biased. Donoho et al. [5] have shown that the reduction in variance
is well worth the slight increase in bias.

Threshold values can be obtained by experimentation or they can also be chosen automatically. There
are several different approaches for automatically setting the threshold value, see for example [5, 6] In our
demonstrations (Section 4) we automatically threshold wavelet coefficients by using the universal threshold

value of
t =6+/2log(n) , (14)

where the standard deviation (o) is estimated by the standard deviation of all computed wavelet coefficients
and n is the sample size. In addition to achieving variance reduction in our estimate, we have also found
that this results in a significant computational savings as a large majority of the wavelet coefficients are now
Zero.
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Algorithm 1 MDE Main Algorithm
1: Read the input file, or prepare a set of simulated test points.
Create a set of d counters, to be shared by the worker threads.
Spawn one worker thread for each processor core to calculate the ¢(-) coefficients
Wait for the worker threads to terminate
Spawn one worker thread for each core to calculate the y(-) coefficients
Wait for the worker threads to terminate
Threshold the coefficients as necessary
Calculate the density value at each sample point in the domain of the density function
For simulated data, test the density heights against the density heights of the known distribution.

D A A i

Algorithm 2 MDE Worker Thread Algorithm
1: while Data remaining do
2: Lock the shared counters.
3 Copy the counters into a local set L.
4: Increment the shared counters by A.
5: Unlock the shared counters.
6
7
8

fori< L,L+Ado
Calculate coefficient i
. exit thread

3. Parallel Approach for Multivariate Density Estimation

The software used to compute our density estimates in Section 4, divides the work between the multiple
threads of a parallel computer. One benefit of our algorithm is that neither the input dimension nor the
number of threads needs to be specified. In other words, the algorithm determines both of these values at run
time. Algorithm 1 outlines the main parallel algorithm for density estimation. Each of the worker threads
performs the steps outlined in Algorithm 2. The program was written in C using the pthreads library to
create and manage the worker threads The program achieved > 99% CPU utilization on all of the computers
that we tested it on. The code was tested on four computers, with 4, 8, 32, and 64 cores, respectively.
The speedup achieved was almost very near linear with the number of cores. Linear speedup could not be
achieved due to the overhead involved in setting up the data, managing the threads, performing thresholding,
and calculating and producing the final results. If these non-parallel tasks are taken into account, then we
achieved above 99% of the theoretical maximum possible speedup.

4. Simulation Results

The simulations outlined in this section were run on a 16 core Intel Xeon E5-2687W running at 3.10GHz
with 32GB of RAM. Each core is capable of supporting two simultaneous threads (Hyperthreading). The
first simulation performed was estimating a standard Gaussian distribution with a randomized mean vector
where the mean for each dimension is chosen from a uniform distribution U (—5,5), and a covariance matrix
¥ equal to the d x d identity matrix. As the sample size increases, the estimated wavelet coefficients approach
the true coefficients and therefore the MAE decreases.
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Figure 1: Sample Size Determination
Table 1: Computation Time
Dimension MAE Volume CPU sec Clock Time (sec)
1 <1x107 ] 9.990x 107" | 2.3x 107! 7.3x 1073
2 <1x107>]19.989x 10~ | 5.00x 10° 1.563 x 107!
3 <1x107 ] 9.990 x 10~ | 1.725 x 10? 5.392 x 10°
4 5%107 1.082 x 10° | 4.646 x 10° 1.452 x 102
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Table 2: Distribution Comparisons

| MAE
Dimension | Sample Size (n) | CPU Time (s) ‘ Standard Mixture Laplace
1 100 < 1.000x 1076 | 3.398 x 1073 | 4.162 x 1073 | 9.424 x 103
2 500 1.000 x 1072 | 5.563x 107> | 8.902x 107> | 5.872x 107>
3 1000 5.900 x 107! | 9.523x107° | 1.679x 107> | 1.342x 107
4 2500 4.569 x 10! 1.262x 107 | 1.578 x 107> | 1.129 x 107>
5 5000 2.596x 10° | 5.190 x 107> | 4.309 x 1075 | 4.445 x 107>

4.1 Determining Reasonable Sample Size

Figure 1 shows the relationship between Mean Absolute Error and the number of samples used to create the
approximation for problems with one to four dimensions. Each plot in the graph was created by running the
algorithm 32 times for each of 100 sample sizes, and averaging the results. The minimum sample size was
5000 samples. On each iteration, the sample size was increased by 5000 points, and the algorithm was run
32 times. The results of those 32 runs were averaged to create one point on the graph in Figure 1.

As can be seen from the graph, each curve shows that at some point increasing the sample size has
limited value. The number of points needed to achieve a reasonably close approximation increases with the
number of dimensions. For example, in a single dimension, 1000 points may be adequate, while for three
dimensions, 100,000 samples provides a reasonably good approximation. Reasonably good approxima-
tions for two and four dimensions can be obtained using 10,000 and 200,000 samples, respectively. These
numbers are to be used as a general rule-of-thumb and further investigation may provide better guidelines.

Table 1 provides an indication of the computation time required to generate one run with 500,000 sam-
ples for each of the estimates in Figure 1. The algorithm makes very efficient use of the available processing
resources, but the total amount of computation increases exponentially with the dimensionality of the data.
Still, the table indicates that, depending on the application domain, the algorithm may be able to process
data in real-time on problems with significantly more than 4 dimensions.

4.2 Estimating More Complex Distributions

In the previous section, we estimated the standard Gaussian distribution, a relatively simple density to esti-
mate. In this section, we compare the estimation errors for the standard Gaussian distribution estimate with
a multivariate Gaussian mixture and a multivariate Laplace distribution. We chose the mixture distribution
because it has multiple modes and we chose the Laplace distribution because it has a sharp peak in the
center.

In table 2, we show the mean absolute error (MAE) for each of these density estimates for various input
dimensions. From table 2, it is not readily apparent which density was easiest to estimate. All estimates
were quite good, any differences had more to do with the randomness of our random deviates than with the
ability of the algorithm to produce a good estimate. We also note that the computation time in table 2 was
for estimation of the standard Gaussian distribution, the computation time for the other distributions was
similar. Thus, it appears from this simulation study that the distribution we are estimating is not a major
factor in either accuracy or speed.

For visualization purposes, we provide estimates of each of these three distributions with 2-dimensional
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Figure 2: Bivariate Gaussian Distribution

input data. Figure 2 shows an example of a simple multivariate Gaussian distribution with a covariance
matrix X equal to the d x d identity matrix. This is representative of the distributions that were used for the
experiments in Section 4.1.

Figure 3 shows an example of a bivariate Gaussian mixture distribution. The distribution shown in
Figure 3 uses data from the distribution

f=03N(u;,X;1)+0.7N(u2, %) (15)
where,
M1 = [_171]
04 O
Zl_[ 0 0.4]
and
Hy = [15,—15]
05 O
22_[ 0 0.5]

Finally, in Figure 4 we see a bivariate Laplace distribution with mean vector u = [0,0] and a rate param-
eter of A = 1.

4.3 Real Data

Our final demonstration shows one potential application using data taken from header packets. Our sample
data displayed in table 3, consists of eight different parameters. The data in table 3 came from a “class-B”
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Figure 3: Bivariate Gaussian Mixture Distribution
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Figure 4: Bivariate Laplace Distribution

502



JSM 2014 - Section on Statistical Computing

Samples: 135605

Figure 5: SIP vs. DIP

Table 3: Packet Data

time duration | SIP DIP | DPort | SPort | Npacket | Nbyte
39603.64 0.23 4367 | 54985 | 443 | 1631 9 3211
39603.64 0.27 18146 | 9675 | 3921 25 15 49
39603.65 0.04 18208 | 28256 | 1255 80 6 373
39603.65 | 1389.10 | 24159 | 17171 23 1288 845 5906
39603.65 | 373.99 | 60315 | 37727 | 2073 80 1759 | 834778

network so the first two octets are the same, thus allowing for 216 = 65; 536 possible machines (SIP’s)
and 232 destinations (DIP’s). Only the first two octets in the DIP are retained since one is typically only
concerned with the destination network and not a specific machine.

The plot in Figure 5 is a bivariate plot of Source IP vs. Destination IP. The rational for this plot is that
this might give us an indication of which ports communicate with each other on a routine basis. If this
density plot changes over time, this could indicate that an attack on the network is taking place.

5. Conclusions

This paper clearly demonstrates that multivariate density estimation is possible with reasonable speed up to
5 input dimensions. Density estimation applications abound and we made the case for one such application
in the area of computer intrusion detection. We have experimented with higher dimensions (i.e. up to 8), and
although the creation time becomes substantial, we point out that the update mechanism is fast, so change
detection of a much higher dimensional density estimate is possible if one can afford the startup cost.
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