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Abstract 

A method is described for detecting local conformational changes between two 3D 

structures of the same RNA. These structures may be crystallizations from the same 

molecule from the same organism, or they may be crystallizations of molecules from 

different, yet related, organisms. In this approach, we study the variability that exists 

among the translation and rotation that are needed to superimpose local neighborhoods 

after global superposition. Each translation is represented by a three-dimensional vector 

as is each rotation. Thus, we investigate the variability that exists among sets of 

multivariate data. 
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1. Introduction 
 
Over 2600 RNA 3D structures have been deposited within the Protein Data Bank (PDB) 

(Berman, H.M.; Battistuz, T., et al. 2002) and its partner, the Nucleic Acid Data Bank 

(NDB) (Berman, H.M.; Olson, W.K., et al. 1992). Most of the 3D structures deposited 

have been determined to atomic precision or near-atomic precision by a process known as 

x-ray crystallography, but some have been determined by NMR (nuclear magnetic 

resonance) or electron microscopy. In every case, one is attempting to determine the 

atomic coordinates of hundreds or thousands of atoms in a particular type of molecule. 

But molecules themselves are dynamic entities; the positions of atoms fluctuate due to 

thermal noise about their equilibrium positions and because the molecule gets hit often by 

water molecules in the solution. Moreover, every crystal will contain many copies of the 

same molecule, and these copies will all be in slightly different geometric conformations. 

 

Crystallography reduces the variability somewhat, because the molecules align to form a 

periodic crystal structure (with the unit cell as the repetitive element), and so are locked 

into place, but they can still jiggle about internally. Some parts of the molecule might be 

loose enough to move about quite a bit, which will make it more difficult to determine 

the locations of the atoms in these parts. 

 

In x-ray crystallography, one diffracts x-rays from the crystal, measures the x-ray 

intensity and scattering as a function of scattering angle, and infers the density of 

electrons at spatial points throughout a single copy of the molecule by 3D Fourier 

transformation. This is inherently imprecise due to variability in detection of x-rays and 

the limited resolution of the detectors. Then a crystallographer attempts to fit atoms and 

RNA nucleotides to the electron density. To the extent that parts of the molecule are 

mobile, the electron density may be too diffuse to fit. 
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Thus, 3D structures as determined by x-ray crystallography are subject to four kinds of 

variability. There is variability in the conformation of the molecule itself, as well as 

thermal fluctuations which make parts of the electron density difficult to fit, detection 

errors in determining the electron density, and also human error in fitting atoms to the 

electron density. 

 

Each structure can result in a 3D crystal structure that is unique and differs from the 

determination of other crystal structures. RNA molecules represented in PDB files 1j5e, 

described in Wimberly et al. (2000), and 2avy, described in Schuwirth et al. (2005), are 

crystal structures of the 16S ribosomal RNA molecule from two different organisms, 

Thermus thermophilus (T.th.) and  E. Coli (E.c.). The molecules themselves are different, 

so it is no surprise that the 3D structures differ, but they are homologous, so it is also no 

surprise that in many places, the 3D structures are quite similar. But not all of the crystal 

structures in the PDB represent distinct molecules. Of the 2600 RNA 3D structures 

deposited, roughly only 700 represent distinct RNA molecules. 

 

The same RNA molecules have been crystallized by multiple research groups or have 

been crystallized multiple times by the same research group (seeking improved versions 

of the crystal structure or examining the effects of binding drugs or other molecules). 

Also, some molecules have been crystallized in complex with functional ligands such as 

mRNA or tRNA (in the case of ribosomes). Other times small molecules like antibiotics 

can be diffused into existing crystals to bind to specific sites, and then the same crystal 

can be subjected to x-ray crystallography again. 

 

It is necessary to develop methods capable of detecting and assessing the variability 

among these structures since there are a variety of instances in which it is useful to detect 

the conformational changes between two structures. For example, research groups may 

want to analyze which regions of two crystal structures deviate from one another to 

determine any errors that may have been made during the modeling process. Or it may be 

beneficial to learn what conformational changes take place within the 3D structure of a 

molecule when an antibiotic or other ligand is bound. Some crystallizations catch the two 

subunits of the ribosome in different stages of ratcheting, as described by Zhang et al. 

(2009). In all cases, we need to determine what variability between RNA 3D structures is 

typical, and what variability is unusual. 

 

Fortunately, we have many instances of duplicate structures, and so are able to 

characterize the variability by comparing two (or more) 3D structures. We note that when 

we compare two different crystal structures of the same molecule from the same 

organism, we know exactly what nucleotides correspond between the two structures; 

thus, no alignment of the structures is required. 

 

The goal here is to characterize the variability in local neighborhood locations and 

orientations in RNA 3D crystal structures, and between RNA crystal  structures  of 

different organisms. 

 

The classical tool for comparing two different models of a molecule is the average root-

mean-square deviations (RMSD) after optimal superposition of the two structures. 

However, while RMSDs do capture the general shapes of the molecules, they do not 

provide any information regarding the variability that exists between the structures at a 

more local level. Finding local conformational changes can help improve the modeling 

process by determining local areas of deviation. 
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2. Method 
 

2.1 Using Translations and Rotations to Detect Conformational Changes 
We analyze the variability that exists in the deviations among the optimal superpositions 

of local neighborhoods, in comparison with the optimal superposition of the global 

structures. 

 

An optimal superposition of nucleotides c1,..., cn onto l1,..., ln, is one that consists of a 

translation vector t and a rotation matrix R that minimize the squared error, 

 
22 )(minmin tcRlL ii

tR

−−=  

 

First, the optimal global rotation matrix R* and translation vector T* are obtained using 

the technique described by Berthold et al. (1988). These are used to superimpose the two 

structures globally. 

 

Then for each nucleotide i in the first structure, its five-nucleotide local neighborhood is 

found (according to Euclidean distance), and then the translation vector ti and rotation 

matrix Ri of the optimal superposition onto the corresponding five nucleotides in the other 

structure are found. Thus, ti and Ri are found relative to T* and R*. Careful attention must 

be paid to the calculation of each Ri and ti so that each neighborhood’s rotation and 

translation corresponds to the same reference orientation. 

 

The calculation of ti and Ri is now described in more detail. Suppose nucleotides α1, α2, 

α3, α4, and α5 are to be superimposed onto the neighborhood consisting of nucleotides β1, 

β2, β3, β4, and β5 . We let α be the center of mass for the neighborhood in the first 

structure and β be the center of mass for the neighborhood in the second structure. That 

is, 
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Then we have ti = αβ − and Ri determined as in Berthold (1988). 

 

We note that while a rotation is typically represented as a 3×3 matrix, it can be expressed 

as a 3-dimensional vector using the axis of rotation and making its length equal to the 

angle of rotation in degrees. For our purposes, we will represent each Ri in this vector 

form. 

 

It is important to point out once again that the translation and rotation vectors only 

indicate deviations from the global superposition. Therefore, the translation vectors ti 

should be small and centered around 0. The rotation vectors should also be short (small 

angle of rotation). 

 

2.2 Examples Using Translations and Rotations to Detect Conformational 

Changes 

 
As an example we compare the crystal structures found in the PDB files 2uub and 2uuc. 
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We select these two structures because we expect them to be very similar since they are 

both crystallizations of the same organism with the same antibiotic bound. Also, the 

crystal structures were determined by the same research group and were deposited in the 

PDB only one week apart. Both files contain crystal structures of T.th. 16S RNA bound 

to an mRNA with a codon in the A-site and the antibiotic paromomycin. 2uub is bound 

with a GUU-codon and 2uuc is bound with a GUA-codon (Weixlbaumer, A. et al., 2007). 

 

First, the translation vectors are analyzed. For each nucleotide i in the structure, the 

translation vector ti is calculated as described above. Figure 1 displays a scatterplot of the 

translation vectors. It can be seen that the three-dimensional data points are roughly 

centered at zero. What is of interest is the variability of the points about the mean as that 

provides a measure of the similarity (or dissimilarity) of the two structures. The more a 

point deviates from the mean, the greater the conformational difference among the 

neighborhood of nucleotides represented by that point. 

 

 

 

 
Figure 1: View of 3D scatterplot of translation vectors for files 2uub and 2uuc. Units are 

Angstroms (1A=10
−10

 m). Points are centered about the origin and colored according to 

the corresponding nucleotide’s distance from the center of the structure. The colors range 

from blues to reds according to the color bar shown in Figure 2. Extreme data points are 

labeled using the method outlined in Section 2.3, using a cut-off value of 25 for Di
2
. 

 

 

 

 
 

Figure 2: The data points in the 3D scatterplots of this chapter are colored according the 

distance to the center of the molecule, as given by this color bar. The color bar ranges 

from 0 Angstroms to 130 Angstroms since nucleotides of 16S T.th. rRNA molecules 

typically are no more than 130 Angstroms from the center of the structure. 
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For example, in Figure 1 nucleotide 1257 certainly appears to be an extreme data point as 

it is set apart from the rest of the data points. Figure 3 shows a portion of the global 

superposition showing nucleotide 1257 and its local neighborhood. Nucleotides 1257 

from the two structures do not superimpose well, which makes it clear why t1257 is farther 

removed from the origin. 

 

 
Figure 3: Portion of the global superposition showing the neighborhoods of nucleotide 

1257 in 2uub and 2uuc. The neighborhood includes nucleotide 1257 along with the 

nearest four nucleotides in 3D space, which are nucleotides 1256, 1258, 1359, and 1360. 

 

 

We are also able to detect larger regions of conformational difference by discovering 

clusters of data points that are scattered further from the mean. In Figure 1, there is a 

cluster of data points representing nucleotides 1026-1039 that have relatively extreme 

values. These nucleotides comprise a hairpin loop and basepairs in the helical region 

adjacent to the hairpin loop. Figure 4 displays the portion of the global superposition with 

these nucleotides along with nucleotides 1019-1025 and 1040-1045. It can be seen that 

nucleotides 1026-1039 do not superimpose as well in 3D space as the other nucleotides, 

which explains why the corresponding ti values are extreme. 

 

 
Figure 4: Superposition of nucleotides 1019-1045 of 2uub and 2uuc. Nucleotides in the 

hairpin and near the hairpin do not superimpose as well as the others which illustrates 

why the corresponding points on the scatterplot are relatively extreme. 
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The rotation vectors can be analyzed in a similar way as the translation vectors, although 

the interpretation is different. The rotation vectors provide additional information by 

indicating a different type of conformational change. 

 

Figure 5 shows a view of the 3D scatterplot of the points representing the rotation 

deviations for the nucleotides of the crystal structures 1n33 and 1n34. Again, these 

structures were selected because they were produced by the same lab so we expect there 

to be many similarities. However, they have different complexes bound so we expect 

there to be some variability between the two structures. The 1n33 file contains the crystal 

structure of the T.th. 30S ribosomal subunit bound to codon and near-cognate transfer 

RNA anticodon stem-loop mismatched at the second codon position at the a site with 

paromomycin, and the 1n34 file contains the crystal structure of the T.th. 30S ribosomal 

subunit in the presence of codon and crystallographically disordered near-cognate 

transfer RNA anticodon stem-loop mismatched at the first codon position (Ogle, J.M. et 

al., 2002). 

 

 

 
Figure 5:  View of 3D scatterplot of rotation vectors for files 1n33 and 1n34. Units are 

degrees. Extreme data points are labeled using the method outlined in Section 2.3, using a 

cut-off value of 25 for Di
2
. 

 

 

The point labeled 1141 appears to be an extreme value. That is, there is a greater 

variability between the optimal rotation of the neighborhood of nucleotide 1141 and the 

global optimal rotation than the optimal rotations of other neighborhoods. Figure 6 shows 

the superposition of the neighborhood taken from the global superposition. 
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Figure 6: Superposition of local neighborhoods of nucleotide 1141 of 1n33 and 1n34. 

The two neighborhoods have different conformations resulting in a more extreme rotation 

vector. 

 

 

Although we have just seen that extreme data points can be found by simply observing 

the scatterplot, a less subjective, more formal statistical process is needed. In the next 

section, we provide a description of the statistical methods that will be employed in order 

to measure variability and detect extreme values within multivariate data of this type. 

 

 

2.3 Detecting Outliers in Multivariate Data 
We are essentially dealing with the problem of identifying outliers and other extreme data 

points within a sample of three-dimensional data. Detecting outliers is more difficult 

when dealing with multivariate data than with univariate data. This is because 

multivariate data cannot be ordered in the same way that a univariate sample can. Thus, 

the data cannot simply be ordered in such a way that the extreme values show up on 

either end. With multivariate data, an observation vector may have a large error in one of 

its components or smaller errors in several components. However, if the multivariate data 

is two-dimensional or three-dimensional, we may still perceive an observation to be 

particularly extreme when the data is displayed as a scatterplot as in Figures 1 and 5. 

Despite no obvious ordering of the data being present, it is necessary to adopt some 

notion of ordering in order to determine extremeness. The most common method of 

ordering multivariate data is to reduce each multivariate x to a scalar quantity D(x) (often 

some type of distance measure), thereby creating a univariate data set from which 

extreme values can be detected (Barnett and Lewis, 1994). 

 

We will represent each observation vector xi (which may either represent ti or Ri ) by its 

standardized distance from the mean. We denote D(xi) as Di . Then we have, 
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where S is the sample variance-covariance matrix: 
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The higher the value of Di
 2
, the greater the distance of the point from the mean. Thus the 

task of finding conformational changes among structures amounts to finding nucleotides 

whose corresponding data points have larger values for Di
 2
. 
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When the data is normally distributed, a formal outlier test exists that is based on Di
 2

. 

This is because the Wilks’ statistic (Wilks, S.S., 1963) can be expressed in terms of D
2

(n), 

where 

.max 22

)( i
i

n DD =  

 

The Wilks’ statistic is 
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where S−i is the sample variance-covariance matrix of the data with the i
th
 observation 

deleted. The Wilks’ statistic can also be written as 
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Thus a test for an outlier can be based on D
2

(n). Tables are available containing the upper 

5% and 1% critical values of D
2

(n) (Rencher, 2002). However, in our case no normality 

assumption is made since we are not particularly interested in the formal declaration of 

outliers. We are more interested in which points are more extreme relative to the others, 

for which an ordering of the D
2

i values is sufficient. It is left to a future study to 

determine whether the data points ti and Ri can be modeled as normally distributed. 

 

In addition to discovering local regions of conformational change, we are also interested 

in determining the overall similarity of two structures. We know that the more similar 

two structures are, the closer the data points should be centered about the mean. Thus, if 

we study the overall variability of the data points, we can learn more about the overall 

similarity of the two structures. While this information is contained within the sample 

variance-covariance matrix S, it is desirable to have a single numerical value for the 

overall multivariate scatter. For that we use the total sample variance, which is simply the 

trace of S. Since we are working with three dimensional data, we have 

 

Total sample variance = s11 + s22 + s33 

 

 

3. Results 
 

3.1 Same Molecule, No Ligands Bound, Same Lab Analysis 
 

First, we want to understand the variability in local conformations between two RNA 3D 

crystal structures of the same molecule from the same organism and produced by the 

same research group. 

 

As our first example, we use two crystal structures of the T.thermophilus 16S rRNA that 

were produced by the same research group. We use the crystal structure found in PDB 

file 1fjf and a more recent structure found in PDB file 1j5e. 1fjf was released in 

September of 2000 while 1j5e was released in April of 2002. Each of these crystal 

structures was determined with no ligands or other complexes bound to the molecule. 
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The scatterplots of the translation and rotation vectors are given in Figures 7 and 

8, respectively. Points on the plot have been labeled with the corresponding nucleotide 

number if the value for Di
2
 is greater than 25. This number was used as a cut-off value 

since that is approximately the critical value for the outlier test described above at the .05 

level for a sample of this size (with normal data). Figure 9(a) gives the largest 20 values 

of Di
2
 along with the corresponding nucleotide numbers. 

 

 

 
Figure 7:  View of 3D scatterplot of translation vectors for files 1j5e and 1fjf. Units are 

Angstroms. Points are colored according to the distance to the center of the structure (See 

Figure 2).  Points are labeled if the corresponding value for Di
2
 is greater than 25. 

 

 

 
 

Figure 8: View of 3D scatterplot of rotation vectors for files 1j5e and 1fjf. Units are 

degrees. Points are labeled if the corresponding value for Di
2
 is greater than 25. 
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Figure 9: Largest values of Di

2
 , which indicates extreme data points. 

 

 

As described above, we can use the scatterplots and Di
2
 values to find regions of 

conformational change. This would indicate which regions of the structure were modeled 

differently from one experiment to the next. However, we are also interested in the 

overall variability of the data points since that provides an indication of how similar the 

two structures are. The variance-covariance matrix for the translation data and rotation 

data (S
T
 and S

R
, respectively) are 
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4301.12426.01464.1
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1464.11350.06857.1
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Thus the total sample variance for the translation vectors is 0.0073, and the total sample 

variance for the rotation vectors is 3.6001. While it is difficult to analyze these numbers 

in and of themselves, we can see that there is very little variability in the data points, 

implying the two structures are very similar. These variances will also be useful in the 

following sections where structures are compared that have been determined under other 

situations than here where the same lab crystallized the same molecule from the same 

organism under the same conditions. For example in the next section, we again compare 

two structures of the same molecule from the same organism; however, they have been 

crystallized by different research labs. We expect there to be greater variability in the data 

points than in that case since there is additional variability in the modeling processes. 

 

3.2 Same Molecule, No Ligands Bound, Difffffffferent Labs Analysis 
 

We again consider two crystal structures of the same molecule of the same organism, but 

where the crystal structures have been determined independently by different research 

groups. We again consider two crystal structures of 16S T.th., with no ligands or other 

complexes bound to the molecule, as before. We use the 1j5e crystal structure again, but 

instead of using 1fjf which was determined by the same group that determined 1j5e, we 

use 2zm6 which was solved more recently (2009) by an independent research lab 

(Kaminishi, T. et al., 2009). 

 

The two variance-covariance matrices are 
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As expected, the variances of the translation and rotation vectors are larger in the case 

when the structures were crystallized by different groups than by the same group. The 

total sample variance for the translation and rotation data is 0.8997 and 37.7679, 

respectively, compared to 0.0073 and 3.6001 before. 

 

The scatterplots are given in Figures 10 and 11. They also show that the data is much 

more spread out in this case. The extreme values are listed in Figure 12. 

 

 
Figure 10: View of 3D scatterplot of translation vectors for files 1j5e and 2zm6. Units 

are Angstroms. Points are labeled if the corresponding value for Di
2
 is greater than 25. 

 

 

 
Figure 11:  View of 3D scatterplot of rotation vectors for files 1j5e and 2zm6.  Units are 

degrees. Points are labeled if the corresponding value for Di
2
 is greater than 25. 
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Figure 12: Largest values of Di
2
 for 1j5e and 2zm6 data, indicating extreme data points. 

 
 

4. All-Against-All Comparison of T.th. 16S Structures 
As we’ve discussed, not all of the crystal structures in the PDB represent distinct 

organisms. In fact, there are nearly sixty PDB files that include a crystal structure of T.th. 

16S rRNA. Most of these crystal structures include the 16S molecule in complex with 

mRNA, tRNA, one or more antibiotics, or some other type of ligand. 

 

We have already shown that it is of interest to compare pairs of structures and analyze the 

similarities and differences. Also important is to do an all-against-all comparison of the 

structures and group them according to the overall similarities of their structures. As a 

measure of similarity between two structures, we can use the total sample variance of the 

translation or rotation vectors, as described above. 

 

Here we focus on the translation vectors to analyze a subset of the T.th. 16S rRNA 

structures. The PDB files were selected that had identical base sequences to the 1j5e 

crystal structure in the first 1500 nucleotides, so that it was not necessary to determine an 

alignment. There procedure yielded 28 PDB files (including 1j5e). PDB file 2zm6 is also 

equivalent when disregarding an extra nucleotide at the beginning of the sequence, so that 

structure is considered as well, giving a set of 29 PDB files. 

 

Figure 13 displays the mutual total sample variances among the 29 crystal structures. The 

variances are represented by colors as indicated by the color bars. The figure illustrates 

which structures and groups are more similar and which are not. 
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Figure 13: Mutual translation vector total sample variance matrix 

 

 

A complete linkage cluster analysis was also performed on the structures. The 

dendrogram is provided in Figure 14. As expected, many structures crystallized by the 

same group are in the same cluster. For example, the crystal structures 2uua, 2uub, 2uuc, 

and 2uu9, which were all crystallized by the same group under the same conditions, are 

clustered together 

 

 
Figure 14: Dendrogram of 1j5e and the 28 structures with equivalent sequences 

 

In some cases, common structures are related in that they are both in complex with the 

same type of molecule. For example, the dendrogram illustrates that the 1ibl and 1n32 

crystal structures are closely related. While 1ibl and 1n32 were deposited in the PDB 18 

months apart, they are both crystal structures of the 16S rRNA in complex with the 

antibiotic paromomycin. 

 

JSM 2013 - Section on Statistical Computing

3570



4. Conclusion 
 
The procedure described in this paper, implemented in the Matlab programming 

language, is useful for quickly determining local conformational differences between two 

3D structures of the same RNA. These structures may be crystallizations from the same 

molecule from the same organism, or they may be crystallizations of molecules from 

different, yet related, organisms. Comparing molecules from different organisms first 

requires a 3D alignment, which can be determined by programs such as R3D Align 

(Rahrig, R. et al., 2010) or SA Align (Rahrig, 2012). As a whole, this suite of programs 

provides valuable tools for researchers to quickly gain futher insight into the function and 

structure of RNA 3D molecules.  
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