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Abstract 
We investigate the effects of temporal aggregation on a structural mean-change of a time 

series. Even though the aggregation induces substantial information loss, it does not affect 

the test results of detecting a mean-change point, using the CUSUM test. The results show 

that the temporal aggregation does not weaken the impact of the structural change in mean. 
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1. Introduction 

 
Since temporal aggregation induces substantial information loss, it also affects structural 

changes or breaks of time series. However, we cannot directly apply traditional statistical 

tests of independent samples, such as the t-test for testing a mean-difference, to detecting 

the structural changes because time series observations are almost certainly dependent and 

no possibility for randomization exists (Box and Tiao, 1965; Wei, 2006). 

 

Therefore alternative approaches have been proposed and developed by many authors. The 

issue how to find a change point of structural mean-change or level-shift has been discussed 

within two theoretical frameworks, i.e., the likelihood ratio (LR) test (see Hinkely, 1970; 

Hinkely, 1971; Chang, et al., 1988; Tsay, 1988; Balke, 1993; Chen and Liu, 1993; Galeano, 

et al., 2006) and the cumulative sum (CUSUM) test (see ; Brown, et al., 1975; Hsu, 1977; 

Krämer et al., 1988; Bai, 1994; Incláin and Tiao, 1994; Juhl and Xiao, 2009; Shao and 

Zhang, 2010). 

 

However both the two methods have some drawbacks. For the LR test, the model 

parameters should be known or predetermined. The CUSUM test has an issue to select a 

consistent long-run variance of series. Therefore, we employ a modified CUSUM test 

proposed by Shao and Zhang (2010), which is not dependent of a model and adopts a new 

self-normalized estimator for the long-run variance. 

 

In this paper, we investigate the effects of temporal aggregation, due to information loss, 

on a structural mean-change of a univariate time series, using the modified CUSUM test. 
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2. Temporal Aggregation 

 

Assume that time series },,1,{ NTZT   is the m-period nonoverlapping aggregates of 

series },,1,{ ntX t   defined as 
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where B is the backshift operator of jtt
j XXB  , m is the order of aggregation, and T is 

the aggregate time unit. In general, }{ tX  is called a nonaggregate series and }{ TZ  an 

aggregate series. We note that the number of observation of the aggregate is rewritten as 

the quotient of the size of original series and the aggregation order, i.e., mnN /  (Teles 

et al., 2008; Wei, 2006). 

 

We also express the sample mean of aggregates }{ TZ  as the form of the sample mean of 

nonaggregates }{ tX  such that 
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3. Detecting a Structural Change 

 

3.1 A Change in Mean 

Assume that a univariate time series },,1,{ ntX t   follows the model 

,tttX    

where }{ t  is a white noise with mean zero and variance 2 . And so ttXE )( . 

 

It is of interest to test a single mean-change in series }{ tX . The problem can be written as 

testing the null hypothesis 

  nH 10 :  

against the alternative 

,: 11 nkkaH      

which says that one mean-change occurs at time point 1 kl  for nk 1  (Aue and 

Horváth, 2012). 

 

Let  nrk   for ]1,0[r , where    denotes the integer part. The cumulative sum 

(CUSUM) process is given by 
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(Brown, et al., 1975). 
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Assume that a sequence },,2,1,{  tX tt   satisfies the conditions of appropriate 

moment and weak dependence, shown below (Phillips, 1987): 

1. 0)(  ttXE   for all t; 

2.   ||sup ttt XE  for some 2 ; 

3. The long-run variance 
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With these assumption, we have 
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where the symbol “” signifies the weak convergence as n  (see Billingsley, 1995). 

Therefore, under the null hypothesis, the limiting distribution of the CUSUM process is 

shown as 

),()( rBkCn   

where a standard Brownian bridge )1()()( rWrWrB   with a standard Brownian motion 

)(rW  (see Perron, 2006; Shao and Zhang, 2010; Aue and Horváth, 2012). 

 

One possible approach for the mean-change test is to examine the maximum value of the 

standardized CUSUM process, i.e., |/)(|sup1 kCnnk . In practice, the long-run variance 

2  is unknown and so a consistent estimator n̂  has to be substituted for  . 

 

Lobato (2001) presented a good alternative called the self-normalization (SN) estimator, 
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Then we can derive the limiting null distribution of the CUSM test statistic, 
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(see Lobato, 2001; Shao, 2010; Shao and Zhang 2010). However, the Lobato test meets a 

serious zero-power problem. That is, as the denominator of the test statistic gets large with 

respect to the increase of the mean-change magnitude, the power of test decreases to zero 

(Vogelsang, 1999; Juhl and Xiao, 2009; Shao and Zhang 2010). 

 

Shao and Zhang (2010) and Shao (2011) proposed an idea to avoid the zero-power 

problem. Their SN estimator 2ˆ
n  is defined as  

,
11

ˆ
1

2

,1,

1

2

,1,12

2





















































 







n

kt

nknt

k

t

ktn S
kn

tn
SS

k

t
S

n
  

where 

JSM 2013 - Business and Economic Statistics Section

1942







 

  

.otherwise,0

, if, 21
,

2

1
21

ttX
S

t

tt j
tt  

Under 0H  the limiting distribution of the CUSM test statistic can be derived as 
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(for more details, see Shao and Zhang, 2010; Shao, 2011). 

 

3.2 A Change in Mean of an Aggregated Series 

Now we study a single mean change point of the aggregate },,1,{ NTZT  . The problem 

can be written as the hypothesis test of 
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The CUSUM process of series }{ TZ  can be expressed as 
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Also the long-run variance of series }{ TZ  can be written as 
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Let  mkmk /' . Then the CUSUM test statistic of the aggregate has the form of the 

nonaggregate, i.e., 
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Now the limiting null distribution of the test statistic is  
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where  '' nrk   for ]1,0['r . Therefore we believe that the two limiting null distributions 

of the nonaggregate test statistic and the aggregate test statistic have a same distribution 

when m is much smaller than n. 
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The empirical and asymptotic quantiles of the null distribution based on 100,000 iterations 

are tabulated below. 

 
Table 1: Empirical and Asymptotic Quantiles of the Null Distribution 
 

 0.250 0.500 0.750 0.900 0.950 0.975 0.990 

Q 8.151 10.741 14.316 18.587 21.772 25.253 30.200 

 

NOTE: Q is the 100 quantile and n = 1000. 

 

 

4. Temporal Aggregation Effects on a Mean-Change: A Simulation Study 

 
We assume that the first partial series for 350,,1t  has mean 0 and the second partial 

series for 1000,,351t  has mean 1. Then we consider three AR(1) process of 

autoregressive coefficients 0.1, 
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where }{ te  is a white noise with mean 0 and variance 1. 

 

We also consider five different aggregation orders of 101 m , 202 m , 503 m , 

1004 m , and 2005 m . Then the true K values are 351K , 172 K , 73 K , 34 K , 

and 15 K , respectively. 

 

Using the Shao test for the nonaggregate and its extension for the aggregate, we compute 

the CUSUM test statistics and detect the time point k or K, as shown in Table 2. 

 

Table 2: The CUSUM Test Statistics and the Change Points 
 

m 1 10 20 50 100 200 

coeff. Test stat. 279.496 270.462 281.509 193.633 118.964 211.560 

0.1 k or K 335 34 17 7 4 2 

coeff. Test stat. 35.018 34.749 31.052 30.921 26.945 40.630 

0.5 k or K 327 33 17 7 3 2 

coeff. Test stat. 5.443 5.436 5.447 5.158 4.199 7.016 

0.9 k or K 720 72 36 15 7 3 
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Therefore, for the AR(1) series with coefficients 0.1 and 0.5, all the null hypotheses of no 

mean-change are rejected at significance level 05.0  and the detected change points are 

very close to the true values. However, for the coefficient 0.9, the results are not significant 

at the same   level. 

 

5. Conclusion 

 
We investigated the effects of temporal aggregation on a single mean-change of a time 

series, using Shao’s CUSUM test. Based on the significant results of the simulation study, 

the detected mean-change points are very similar to the true values of 350k , 351K , 

172 K , 73 K , 34 K , and 15 K . 

 

Because of the same forms of the test statistics and the null distributions for the 

nonaggregate series and the aggregate series, the aggregate is only treated as another 

nonaggregate series with small size in the CUSUM test. 

 

Therefore, the information loss due to temporal aggregation does not seem to effect on 

detecting the structural mean-change of the series through the test. 
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