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#### Abstract

It's possible that your future doctor will take only one statistics course in her or his life, and that it will be an introductory course for undergraduate students planning a career in the health sciences. Therefore, it is important that we cover certain essential topics in that course, which may not be covered in the more general introductory statistics course. In selecting and presenting such topics, we should bear in mind that doctors also need to communicate probabilistic concepts of risks and benefits to patients who are increasingly expected to be active participants in their own health care choices despite having no training in medicine or statistics. It's also important that interesting and relevant examples accompany the presentation, because the examples (rather than the details) are what students tend to retain years later.


Here we present a list of topics we cover in the introductory biostatistics course that may not be covered in the general introductory course. We also provide some of our favorite examples for discussing these topics.
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## 1. Medical Schools and Statistics: a Tenuous Relationship

### 1.1 Statistics in Medical Schools' Curricula: from Absent to Required

The United States Medical Licensing Examination [1] assesses the clinical skills of medical school students as well as their knowledge and understanding of basic science concepts relevant to the practice of medicine. Statistics does not figure prominently in this exam. In fact, the exam's general description only mentions the requirements that examinees be able to "interpret graphic and tabular material." The more detailed exam description shows that "Quantitative Methods" is one of nine topics listed under "General Principles," which is one of twelve main topics in the first step (out of three steps) of the board exam [2]!

So perhaps it is not surprising that probability and statistics do not feature prominently in American medical schools. The Association of American Medical Colleges provides a list of American Medical Schools along with links to their websites [3]. A quick (nonexhaustive) search of these medical schools revealed very different approaches to the treatment of probability and statistics in their curricula. Some medical schools offer dedicated courses (for example, Albany Medical College, The Geisel School of Medicine at Dartmouth, University of California, San Diego School of Medicine) while others do
not even mention the topic at all (for example, Columbia University College of Physicians and Surgeons, Emory University School of Medicine, University of California, Irvine School of Medicine).

### 1.2 Statistics in Admission Requirements: a Shifting Paradigm

A quick search of admission requirements for American medical schools revealed a similar mosaic of approaches to statistics education. Some schools do not mention statistics at all (for example, Albany Medical College, Boston University School of Medicine, Emory University School of Medicine, Mayo Medical School) while others recommend but do not request an undergraduate statistics course (Loma Linda University School of Medicine, University of Massachusetts Medical School, University of Michigan Medical School). The Medical College Admission Test (MCAT) has limited emphasis on statistics (its Physical and Biological Sciences Cognitive Skills section does include questions related to scientific hypotheses, data collection, and data interpretation). Some medical schools, however, require that students seeking admission have mathematical training which may be in the form of a statistics course (for example, The Geisel School of Medicine at Dartmouth, Georgetown University School of Medicine, Harvard Medical School, University of California, San Diego School of Medicine).

Interestingly, Harvard Medical School changed its course requirement options for students applying to enter in 2011 or beyond [4]. Specifically, the school acknowledges that computational skills and quantitative reasoning are required for contemporary scientific literacy but are not served adequately by a purely mathematical approach (calculus). The school now expects some statistics foundation in the applicant's undergraduate education, but gives flexibility in the actual method of instruction, encouraging courses that blend biology or health-related content with statistics coverage. The University of Massachusetts Medical School likewise recommends an undergraduate course in statistics because of the increasing emphasis on evidence-based medicine [5].

### 1.3 Undergraduate Introductory Statistics: Options

The increased emphasis on evidence-based medicine creates a greater need for educating future physicians in the general domain of quantitative reasoning, probability, and statistics. Perhaps we will soon see more medical schools requiring at least one undergraduate course in introductory statistics. But would such a course truly serve the specific needs of practicing physicians? Statistics is a field with vast applications and introductory statistics courses are likely to reflect this (with examples ranging from economics, engineering, life sciences, social sciences, to general interest surveys, along with the seemingly compulsory gambling examples).

An introductory biostatistics course could better serve pre-med students by ensuring that concepts key to their future careers are discussed. To keep such a course equivalent to a general introductory course, health-related concepts must be covered without redesigning radically the statistics content of the course. One simple approach relies on a strategic choice of in-class examples so that the health content can be discussed while teaching the statistics content, rather than in addition to it. This has the added advantage that students tend to remember interesting examples far longer than procedural details. In this article, we showcase some examples that can be used in class to serve this dual purpose.

## 2. Probability and Continuous Variables for Disease Definition

### 2.1 Natural Variability

An important medical issue is how we define a particular disease or medical condition. Some may be obvious enough to define by their presence or absence (a wound has broken the skin or not, a bone is fractured or not, a biopsy shows cancerous cells or not). ${ }^{1}$ Yet others may be in a grey area because the variable used to distinguish the healthy from the pathological is continuous. How high is too high for blood pressure or total cholesterol? How long is too long for gestation? How low is too low for bone mineral density? And now that the American Medical Association has recognized obesity as a disease [6], we ask how high is too high for a person's body mass index.

Every introductory statistics course will cover the concept of continuous random variables. Utilizing examples of variables used in disease definition helps future doctors understand that natural variation exists, both within individuals and within populations. It is also an opportunity to discuss how scale matters and how threshold values are inherently arbitrary to some extent.

### 2.2 Implications of a Chosen Threshold

Disease definitions change at times, and sometimes new categories or conditions get added. For example, current medical guidelines define high cholesterol, a risk factor for heart disease, as total blood cholesterol values of $240 \mathrm{mg} / \mathrm{dl}$ or above. But a category defined as "elevated" or "borderline high" cholesterol represents total cholesterol values between 200 and $240 \mathrm{mg} / \mathrm{dl}$ [7]. We may ask how common such values are. All introductory statistics courses cover normal distributions. Let's model total cholesterol in a population of middle-aged men using a normal distribution with mean 222 mg and standard deviation 37 mg [8]. This distribution is shown in Figure 1, with the areas representing high and borderline high cholesterol values highlighted. Normal calculations show that approximately $31 \%$ of this population has high cholesterol and another $41 \%$ has borderline high cholesterol. Together, the two groups make up $72 \%$ of this population, or nearly three-quarters. The extra padding, while at first glance moderate and reasonable, has a tremendous impact on the population targeted for treatment.

A recent NPR article titled "Why Do People Still Die of Heart Disease?" [9] discussed the progress made treating heart disease, especially through the use of a class of cholesterol-lowering drugs called statins. When asked if this drug class, the most prescribed in the United States, should be given to so many people, the invited expert answered that "these drugs have been so effective that some have advocated giving them to virtually everybody over the age of 45 or $50 . "$ This is not actually that far from our computation of $72 \%$ of middle-aged men. However, the idea is a radical rethinking of medicine. It redefines age as a pathology in-and-of-itself, and it is a departure from medicine's core ethical value of doing no harm.

The consequences of shifting the threshold for treatment based on a continuous random variable can be illustrated with other examples. For instance, osteoporosis is defined as very low bone densities, lower than 2.5 standard deviations below the mean bone density of young adults [10]. Among older women, modeling bone density using a normal distribution with mean -2 and standard deviation 1 [11] shows that osteoporosis afflicts

[^0]approximately $31 \%$ of this population, as seen in Figure 2. Adding a new category called "low bone mass" or "osteopenia" with values between -2.5 and -1 adds another $53 \%$ to be considered for medical treatment. We may take for granted that elderly women are fragile individuals, and even not question the soundness of treating $84 \%$ of them. But how would the same guidelines translate to the reference population of young adults, with mean 0 and standard deviation 1? A quick back-of-the-envelope calculation to illustrate in class the use of the $68-95-99.7 \%$ rule tells us that we would consider roughly $16 \%$ of all young adults to have bone densities so low that they would need medication. Undergraduate students hoping to work in healthcare should be encouraged to ponder such a conclusion.


Figure 1: Distribution of total blood cholesterol levels among middle-aged men, modeled using a normal curve with mean 222 and standard deviation $37 \mathrm{mg} / \mathrm{dl}$. The shaded areas represent elevated (borderline high) cholesterol levels ( 200 to $240 \mathrm{mg} / \mathrm{dl}, 41 \%$ ) and high cholesterol levels ( $240 \mathrm{mg} / \mathrm{dl}$ and above, $31 \%$ ).


Figure 2: Distribution of standardized bone densities among elderly women, modeled using a normal curve with mean -2 and standard deviation 1 . The shaded areas represent osteoporosis (values below $-2.5,31 \%$ ) and osteopenia (values between -2.5 and $-1,53 \%$ ).

## 3. Conditional Probabilities and Diagnostic Tests

Not all introductory statistics courses cover conditional probabilities, in part for time constraints, and in part because students struggle greatly with conditional probabilities, and a deep understanding of conditional probabilities is not strictly necessary to understand basic statistical inference. Leaving out conditional probabilities can be a reasonable option for a general student audience, but it would be a serious omission when serving undergraduate students planning a career in health sciences. In particular, these future professionals should gain an intuitive understanding of diagnostic and screening tests.

### 3.1 Factors Affecting the Positive Predictive Value

Studies have shown that doctors often misinterpret the nature of the information provided by diagnostic and screening tests, even though they know the definitions of a test's sensitivity, specificity, and positive predictive value (PPV) [12]. Yet, this understanding is at the core of recent changes in health policies. For instance, up until the summer of 2012, the U.S. Food and Drug Administration had refused approval to over-the-counter HIV screening because of concerns with public reaction to false-positives [13, 14]. Inversely, the 2009 recommendation by the U.S. Preventive Services Task Force against routine mammography screening for women in their 40s caused an uproar [15], despite the fact that the PPV in this age group is very low.


Figure 3: Tree diagram representing a screening test for a medical condition. The three thicker branches show the more likely outcome at each point, when a diagnostic test is used for screening purposes (individuals without the disease, green; sensitivity, orange; specificity, black). The positive predictive value, PPV, is influenced by all three.

Diagnostic tests are a great classroom example to illustrate the use of probability trees and two-way tables to compute conditional probabilities. They also tend to really capture
students' attention. Figure 3 shows a generic probability tree in the context of a medical test used for screening purposes. That is, everyone in the target population is supposed to be tested and the disease rate in this target population is relatively low (thank goodness!).

Students should understand that the PPV, which represents the probability that a person receiving a positive test result truly has the disease or condition, depends on a number of factors. Obvious to all is the fact that the test should be reliable and produce correct answers as often as possible (sensitivity and specificity). More often ignored is the importance of the disease rate in the target population. When the population has a very low disease rate, most of the individuals tested will not have the disease and will receive either a true negative or a false positive. This greatly reduces the PPV of a test and, therefore, its usefulness. This means that a screening test might not be very useful if administered to a low-risk population.

### 3.2 Screening Choices and Public Health

### 3.2.1 Selecting the target population

The first choice to make is that of the target population intended for the screening test. A simple class example can help students understand some of the reasons behind the recent changes in breast cancer screening guidelines using mammography-while at the same time learning the mechanics of PPV computation. If we consider a sensitivity of about $85 \%$ and a specificity of about $95 \%$ for mammography in the United States [16], what determines the PPV of screening for breast cancer is the cancer rate in a given age group, as shown in this equation:

$$
\operatorname{PPV}=\frac{\text { rate } \times \text { sensitivity }}{(\text { rate } \times \text { sensitivity })+((1-\text { rate }) \times(1-\text { specificity }))}
$$

Using estimates from the National Cancer Institute, we obtain a different PPV for women in their $40 \mathrm{~s}, 50 \mathrm{~s}$, and 60 s , as shown in Table 1. The PPV for women in their 40 s is very low at only $20 \%$, meaning that only 1 in 5 who receive a positive test result from a routine mammography actually has breast cancer. This, and other reasons such as a lack of clear evidence that early detection in this age group actually saves lives on average, is why routine mammography in this age group is not systematically recommended any longer [17].

Table 1: Approximate positive predictive value of mammography for American women of various age groups.

| Age group | Breast cancer rate | Positive predictive value, PPV |
| :---: | :---: | :---: |
| 40 to 49 | 1 out of $67(1.49 \%)$ | $20 \%$ |
| 50 t 59 | 1 out of $35(2.86 \%)$ | $33 \%$ |
| 60 to 69 | 1 out of $28(3.57 \%)$ | $39 \%$ |

### 3.2.2 Improving the test's performance

Another way to improve the PPV of a screening test is to improve its actual intrinsic performance, that is, its sensitivity and specificity. The equation above shows that the test sensitivity affects both the numerator and the denominator of the PPV, whereas specificity affects only the denominator. Looking back at Figure 3, we can see that a high
specificity is particularly important for screening tests because the disease rate for screening tends to be very small. Having a higher specificity means having a lower percent of false positives. This is good for the PPV and it is especially good for patients, who are often considered not sophisticated enough to deal with false negatives. This perception explains why it has taken until 2012 for the U.S. Food and Drug Administration to approve the first over-the-counter HIV testing kit, the OraQuick InHome HIV Test [14].

The OraQuick test provides an interesting classroom example to illustrate how probability values such as sensitivity and specificity are derived. The findings are based on a large survey of 4410 adults from a high-risk population who did not yet know their HIV status and had it confirmed later with comprehensive further medical examinations [18]. The results are shown in Table 2. OraQuick has an estimated sensitivity of $92.92 \%$ and an estimated specificity of $99.98 \%$. This is an extraordinarily high specificity.

Table 2: Outcomes of the OraQuick In-Home HIV Test on a sample of 4410 adults from a high-risk population who did not yet know their HIV status. Each person's actual HIV status was later confirmed via several other medical examinations.

| 105 true positives <br> (HIV and positive test) | $\mathbf{1}$ false positive <br> (no HIV and positive test) |
| :---: | :---: |
| $\mathbf{8}$ false negatives | $\mathbf{4 2 9 6}$ true negatives |
| (HIV and negative test) | (no HIV and negative test) |

The other merit of this example is that it should help students understand that statistical illiteracy has a high price, both financial and human. The Centers for Disease Control and Prevention estimates that about $25 \%$ of all HIV-positive Americans are not aware of their serologic status. This is thought to be one of the primary reasons why new HIV infections remain high in the United States, with about 40,000 new cases every year.

### 3.3 Communicating Probabilities to Patients

Clearly, doctors must understand diagnostic and screening tests as they are the primary consumers of such medical tests. But they also need to explain a test's objectives and a test result to their patients. If undergraduate students and doctors find conditional probabilities challenging, how do we expect untrained patients to fare? Fortunately, there are alternatives to Bayes' formal theorem that can make conditional probabilities accessible to all. This usually involves discussing outcomes in terms of frequencies rather than probabilities [12].

One Kaiser Permanente patient pamphlet makes a great classroom example to help students who struggle with probabilities. The pamphlet describes the possible outcomes of a PSA test, and is adapted from a brochure by the American Academy of Family Physicians [19]. The PSA test is used to screen older men for prostate cancer. The concept of the graphic is displayed in Figure 4.

What truly puzzles students about this example is just how easy and obvious probability computations are in this format. Out of 100 outcomes, we would expect 10 positives: 3 true positives (green) and 7 false positives (orange). The remaining 90 negatives would break down into 1 false negative (yellow) and 89 true negatives (blue).


Figure 4: Graphic display of the expected outcomes of 100 PSA tests, adapted from a Kaiser Permanente's pamphlet found amidst various other patient-education material during an office visit. The original graphic was developed by the American Academy of Family Physicians.

From that we easily compute:

> PSA sensitivity $=P($ positive $\mid$ cancer $)=3 / 4=75 \%$
> PSA specificity $=P($ negative $\mid$ no cancer $)=89 / 96 \approx 92.7 \%$

Rate of prostate cancer in target population $=P($ cancer $)=4 / 100=4 \%$
PPV of PSA test in target population $=P($ cancer I positive $)=3 / 10=30 \%$
That is, some men screened for prostate cancer with the PSA test will get a positive test result, but patients can see that only $30 \%$ of men with a positive test result actually have prostate cancer (and 70\% don't). The American Urological Association (AUA) no longer recommends routine PSA testing for prostate cancer for men without special risk factors and younger than 55 or older than 69 . For men ages 55 to 69 , the AUA strongly recommends a personalized discussion between patients and doctors to decide for or against screening, in part because of the low PPV of the PSA test and in part because of the potential harms associated with treatment [20].

## 4. Statistical Versus Practical Significance and Patient Communication

### 4.1 Numbers in Context

Why is the PSA test not systematically recommended for routine prostate cancer screening, but mammography for routine breast cancer screening is still recommended for some age groups? After all, the PPVs for both tests are similar. And, if anything, mammography has more direct potential for harm, through the use of radiation, than the PSA test, which requires only a blood sample. These two examples offer a great opportunity to remind students that numbers truly have meaning only when they are placed within a context.

Mammography and PSA may have similar PPVs, but the point of a screening test is what will be done with the information it provides. It turns out that prostate and breast cancers have very different natural prognoses and treatment efficacies. The PSA test is of questionable use in part because treatment for prostate cancer has limited survival benefits on average (most older men die of other causes and would not have noticed their prostate cancer without the screening), but the potentials for harm are many, substantial, and relatively likely [19, 20]. In the end, treatment may provide a worse outcome than no treatment. Table 3 shows some of the factors that the AUA suggests physicians discuss with their patients before deciding on a PSA test. Mammography, on the other hand, appears to have more benefits, especially in some age groups [16, 17, 21].

Table 3: Possible outcomes of treatment for prostate cancer. Information reproduced from a 2003 American Academy of Family Physicians brochure.

|  | Radiation | Surgery |
| :---: | :---: | :---: |
| Improved survival | Unknown | Unknown |
| Death from treatment | 2 in 1000 | 1 in 200 younger men <br> 1 to 3 in 100 older men |
| Impotence <br> (difficulty with erection) | 40 in 100 | $30^{*}$ to 90 in 100 <br> *nerve sparing surgery |
| Any Incontinence <br> (loss of urine control) | 60 in 100 | 32 in 100 |
| Complete Incontinence <br> (lose complete control of urine) | 1 in 100 | 7 in 100 |
| Urinary Stricture <br> (makes it difficult to urinate) | 5 in 100 | 11 in 100 in 100 |
| Any rectal Injury <br> (discomfort/trouble with bowel movements) | 300 |  |

### 4.2 Looking Beyond the $\boldsymbol{P}$-value

Numbers are almost meaningless without context, and this is especially salient in the introductory statistics curriculum when discussing $P$-values. Instructors take great pains to explain that statistical significance is not the same as practical significance or importance. Again, it is possible to drive this statistical point while at the same time introducing important healthcare concepts.

The NPR article cited in section 2.2 also discusses the efficacy of cholesterol-lowering drugs [9]. An invited expert says, "We have high quality clinical research trials involving several hundred thousand patients. And in most high-risk populations, they lower the risk of a heart attack, stroke or death by anywhere from 25 to 35 percent." That sounds pretty impressive, but is it? And what does it mean to a lay person?

Here is one example comparing the use of the cholesterol-lowering drug gemfibrozil with a placebo. Middle-aged men with elevated cholesterol levels were randomly assigned to take gemfibrozil or a placebo daily for 5 years. The researchers recorded the number of individuals experiencing a fatal or nonfatal heart attack over the whole study period [22]. The results are shown in Table 4, and are statistically significant $\left(X^{2}=6.1, P=0.014\right.$, or a two-sample $z$ test). Qualitatively, at a level suitable for an undergraduate introductory statistics course, the findings can be summarized as follows:
(a) Gemfibrozil led to a $34 \%$ reduction of the risk of heart attack (relative risk reduction, RRR). That is, the group taking gemfibrozil had $34 \%$ fewer heart attacks, fatal or not, than the placebo group in the 5 -year treatment period.
(b) The reduction in heart attacks from taking gemfibrozil corresponded to 1.4 percentage points (absolute risk reduction, ARR), or 1.4 heart attacks (fatal or not) prevented for every 100 patients treated over five years.
(c) 71 patients needed to take gemfibrozil daily for five years to prevent 1 heart attack, fatal or not (number needed to treat, NNT).

These three statements focus on the negative outcome, heart attack. The information can also be reframed to say that taking gemfibrozil daily for five years increased the probability of not having a heart attack from $95.9 \%$ to $97.3 \%$. All four summaries reflect the same statistically significant data, but they give very different impressions of gemfibrozil's efficacy.

Table 4: Does the cholesterol-lowering drug gemfibrozil help reduce the risk of heart attack? A randomized experiment compared the number of patients with a heart attack over a 5 -year period for middle-aged men assigned to either the drug or a placebo.

|  | Heart attack | No Heart Attack | $\boldsymbol{n}$ | $\widehat{\boldsymbol{p}}$ |
| :---: | :---: | :---: | :---: | :---: |
| Gemfibrozil | 56 | 1995 | 2051 | $.0273(2.73 \%)$ |
| Placebo | 84 | 1946 | 2030 | $.0414(4.14 \%)$ |

Historically, the relative risk reduction has been most prominent. However, there is a growing recognition of the need to provide a more comprehensive and balanced description of health risks. The website www.thennt.com is a great source of examples that can help you contrast treatments by comparing their benefits and harms, in both percentage and number form. Our students, and future healthcare professionals, need to understand these issues at the core of evidence-based medicine, not only to enable them to make the best medical decision for their patients, but also to inform their patients in ways that are easy to understand.

## 5. Conclusion

There are many other examples that can be used during class to serve a dual purpose of basic statistics education and illustration of specific healthcare topics. For example, when introducing data acquisition and experimental design, one can bring up the increased emphasis on evidence-based medicine-with counterexamples. In the distant and the recent past, a number of studies have eventually shown that treatments regularly used on patients have no more benefit than a placebo, more potential for harm, and substantially higher cost. Here are just a few: mammary artery ligation [23] and percutaneous myocardial laser revascularization [24] for the treatment of angina, lavage and arthroscopic débridement for osteoarthritis of the knee [25], and a recent series of multimillion dollar proton therapy centers to treat a whole range of cancers at twice the cost without evidence of added benefits [26].

Students will be exposed to all these concepts in medical school, and likely with a more in-depth treatment. But if an undergraduate introductory statistics course is the only comprehensive view of probability and statistics they will get, we need to make sure that the examples we use are interesting and relevant enough that students remember them long after finals week.

Specifically, we should aim to teach undergraduate students heading for medical and public health professions:

How probability and statistics impact medical issues
How to explain probability and statistics concepts to patients
How to evaluate scientific/statistical evidence critically
We have found that this can be done reasonably well by selecting concrete examples that lend themselves to discussing these important concepts. The actual statistical content of the introductory statistics course does not need to be altered substantially-if at all. However, to cover a wide range of important health-related topics, it might be necessary to offer a dedicated introductory biostatistics course for pre-med undergraduate students.
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[^0]:    ${ }^{1}$ Although, of course, the severity of the condition is rarely a black-and-white issue.

