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Abstract 
The percentage of cell phone only households in the United States continues to rise 
and currently hovers just under 32% (Bloomberg and Luke, 2011).  With a 
continually increasing rate nearly 50% of U.S. mobile phone subscribers use 
smartphones (Rainie et al., 2012 and Nielsen Wire, 2012).  As these smart mobile 
devices continue to rise in popularity and functionality, their potential as a survey 
data collection methodology becomes clearer.  This paper presents the preliminary 
results of an experiment that randomized online panelist to complete an online survey 
via computer or iPhone within 8 block groups defined by a combination of age, sex 
and education variables.     Detailed comparisons for mode effects from two broad 
outcomes including: randomization/recruitment and survey process/completion are 
included in this paper.  In short, there were significant differences noted in survey 
completion times after accounting for block group.  No significant differences were 
noted for other key mode effects outcomes including open ended items and missing 
item rates, contrary to what we would have expected.   

Keywords:  Smartphones, iPhone, Cell Phone, Survey Research, Randomized 
Complete Block Design, Mode Effects, APPS 
   

1. Background 
 

1.1 The Rise of Smarter Cell Phones 
The percentage of cell phone only households in the United States continues to 

rise and currently hovers just under 32% (Bloomberg and Luke, 2011).  With a 
continually increasing rate nearly 50% of U.S. mobile phone subscribers use 
smartphones (Rainie et al., 2012 and Nielsen Wire, 2012).  One major draw to 
popular smartphone platforms is the availability of executable applications that can 
run via the smartphone operating system (apps). Beyond app use, utilization of data 
services (such as text messaging and Internet browsing) among 30-49 year-old cell 
phone owners also continues to rise (Smith, 2010).    The smartphone offers a 
multimode survey device accessible via voice, text or Internet and can make use of 
synchronous multimedia messaging (SMS) and APPs.   The variability in smartphone 
devices, hardware, operating systems and mobile browser capabilities, creates 
intricacies and complications for implementing smartphone surveys via apps or 
mobile online browsers beyond that of computer online varieties.      And while the 
research related to using mobile phones in the survey context continues to grow (see 
for example: Brick et al., 2007; Steeh et al. 2007; Vicente, et al., 2009; ZuWallack, 
2009; AAPOR, 2010), specific research regarding the use of smartphones exclusively 
is just now beginning to appear.  Couper (2010) presents more detailed experiments 
for online survey research applied to mobile browsers related to types and sizes of 
data entry fields and spacing/alignment of response options, among others. Callegaro 
(2010) provides specific recommendations for survey researchers to deal with the 
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ever increasing reality that respondents complete online surveys via mobile devices.  
Couper (2010) echoes these recommendations and also suggests developing different 
versions of online surveys for smartphones rather than having online mobile users 
adapt to current online standards.  Peytchev and Hill (2010) report the results for a 
series of experiments comparing various aspects of questionnaire design and layout 
including horizontal scrolling, number of questions per screen, direction of response 
options, impact of embedded images and the use of open-ended options using a 
Samsung Blackjack smartphone.  Fuchs (2008), Callegaro and Macer (2011), Buskirk 
(2011), Link and Buskirk (2012) and Buskirk and Andrus (2012) present details of 
new and emerging survey research methods and include specific suggestions about 
how to operationalize smart phone surveys across various mobile platforms 
including: question layout, paradata, and next/back button placement, among others.   
 
While the Petchev and Hill (2010) study is among very few published experiments 
with smartphones specifically, they do not compare the smartphone to other popular 
survey research modes of data collection (e.g. online and paper).  To our knowledge, 
the only published study investigating mode effects between surveys completed via 
online versus smartphones conducted in North America was presented by Zahariev et 
al. (2009).   In their experiment Canadian smartphone users were randomized into 
online or mobile completion of a short 8 item questionnaire (6 single select, 1 
multiple select and 1 open ended question).  Zahariev et al. (2009) report no 
significant differences in the response option distributions across mode for the 7 
closed-ended survey items.  In this paper we report some preliminary results of the 
Got Healthy Apps Study (GHAS) that compares online surveys completed via 
smartphone to computer.  In the next section we provide more details of the GHAS 
including: an overview of the experimental design, technical details of survey 
development and deployment across the two modes, survey content, and key mode 
effect outcomes including loading times, questionnaire completion rates and times 
and primacy rates.  The results of the mode effects tests for the key outcomes of 
interest appear in the third section followed by a brief discussion that includes 
implications for future survey research using smartphones.   

 
2. Materials and Methods 

 
2.1 The Got Healthy Apps Study – Focus on iPhone Users 
The Got Healthy Apps Study (GHAS) conducted a randomized experiment to 
compare mode effects for a survey completed via an iPhone mobile browser or online 
via a desktop/laptop computer web browser.  Unlike the mode effects study presented 
by Zahariev et al. (2009) that compared an online survey with one taken via the 
Internet accessed from a variety of mobile devices, the GHAS utilized a single 
smartphone platform (i.e. the iPhone).  Unlike the Petchev and Hill (2010) study, 
which provided smartphones to participants, the GHAS study screened for 
smartphone users who owned an iPhone to focus on native smartphone use. We 
believe this is a more natural setting to evaluate mode effects. Our focus on iPhones 
predicated on minimizing the complexity in survey development by focusing on a 
single device manufacturer offering a common web browser, uniform browser size 
and consistent hardware.  The iPhone also provided a unified user experience, which 
was another key factor in our decision to use the iPhone platform for the mode of our 
experiment.  At the design phase of the study, we posited that developing for a single 
operating system would offer tighter control on the survey interface and consequently 
improve the user experience.  The recent work of Bosnjak et al. (2010) motivated this 
focus by reporting that perceived enjoyment was among the key factors related to 
mobile survey participation.  Zahariev et al. (2009) reported that respondents 
completing the survey via the iPhone were more likely to enjoy the survey experience 
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compared to mobile respondents using other devices.  We designed the GHAS survey 
(described more detail in a subsequent subsection) to collect information about the 
use of health and wellness related apps that consistently appeared in the Top 10 lists 
within either the overall, health and fitness, lifestyle or medical categories of the 
iTunes App Store between June and December of 2010. We also wanted to target a 
smartphone platform with a fair number of users within the 30-54 year old age group 
(i.e. typical age range for many wellness-related activities) and NielsenWire (2009) 
estimates roughly 40% of iPhone users are within this age range.   

2.2 Data Source and Experimental Design 
Survey Sampling International Incorporated’s (SSI) recruited participants for the 
GHAS mode effects experiment from their Opt-in Online Panels targeted to adults 18 
and older.  These panels typically complete Internet surveys via computer or laptops 
enabled with Internet access.  A subset of adult SSI panelists were screened for 
iPhone ownership and a random subset of those reporting current ownership received 
further demographic screening questions based on age, sex and education.  In 
particular, noting that many health related prevention activities begin after age 40 
(U.S. Preventative Task Force, 2009) and that use of health related apps for 
prevention and disease management was one of the primary goals of this study, we 
categorized age into two groups – less than 40 and at least 40 and used this age-group 
variable formed the first demographic screening question.    Also noting that survey 
participation in online surveys has been demonstrated to vary by sex (Smith, 2008 
and Sax et al., 2003) and that the use of various health related apps may indeed vary 
by age and sex (i.e. males over 40 would not be likely to report use of pregnancy 
related apps) and that prevention guidelines vary by disease, age and gender, sex was 
included as a second screening factor.  Finally, we note that health literacy levels, 
including the awareness and use of prevention resources, have been demonstrated to 
vary by demographic and education factors (Williams et al., 1995 and Nurss et al., 
1997),   and noting that smartphone ownership may also be related to both age and 
education (Smith, 2010) we incorporated a two-level education variable (i.e. less than 
a Bachelor’s Degree versus at least a Bachelor’s degree) as the final component to the 
blocking. 
 
Respondents who completed these additional screening questions were then randomly 
assigned to survey mode based on a randomized complete block design with 
replicates within each block and a single between-person factor.  More specifically, 
recruited panelists were randomly assigned to complete the survey via iPhone or 
Computer (i.e. between person factor) in a ratio of 3-to-1 within each of 8 
stratification-blocks formed by combining age-group (i.e. less than 40 vs. 40 or 
older), educational attainment (i.e. less than Bachelor’s versus Bachelor’s or more) 
and sex. We note the 3-to-1 ratio used in anticipation of a hypothesized differential 
non-response, recruitment and participation among those online panelists assigned to 
participate in the study using their iPhone.  Panelists received a $4.00 (iPhone) or 
$2.00 (Computer) incentive for completing the survey based on assigned mode. We 
used the differential incentive to compensate iPhone users for any burden incurred to 
their data plan for survey access and data transmission.  The Saint Louis University 
Behavioral Sciences Institutional Review Board approved the study in March of 2011 
and the data for this study were collected between May 2, 2011 and May 5, 2011.   
 
2.3 Survey Invitation Protocol   
SSI provided each respondent with a secure web address that contained the secure 
server access followed by the panelist’s 9-10 digit id followed by a mode indicator.  
All initial invitations were sent over messaging services intended for desktop 
computer or laptop computer users enabled with an internet connection.  Each 
panelist was provided a unique URL that directed them to a secure server that was 
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hosting the survey and storing all data.  The URL was designed to be free of any 
special characters and also free of standard internet protocols for passing information 
from within the web address.  This decision was an important respondent burden 
consideration because we believed that since panelists were recruited from an online 
panel with typical computer internet invitation, many assigned to iPhone completion 
would have to manually type the address into their iPhone’s web browser.  We did 
not want the data entry of the web address to be cumbersome or contribute to a 
decline in response propensity.   In particular, the simplified study URL was given 
by: http://mobilehealth.slu.edu/1234567890B where the 9-10 digits following the "/" 
represented the panelist's unique study id and the final letter (either A or B) 
represented the assigned mode of completion.  Both the panel id and the mode of 
completion were assigned to each recruited panelist by the survey vendor.  Once the 
respondents entered our secure server (note: the http:// became https:// whenever the 
link was entered into the browser) we automatically detected their id, mode 
assignment and type of device they were using to access the web site. 

To facilitate compliance for survey completion in the assigned mode we incorporated 
“splash” pages that would redirect respondents to point their web browser to the 
panelist specific web address on the appropriate survey mode (which our server 
detected from the mode indicator in the web address assigned to each randomized 
panelist).    For panelists assigned to complete the survey via iPhone who reached our 
study cite via their computer, the splash page requested them to point their iPhone 
web browser to the study website (that contained their unique URL) and informed 
them that survey completion was optimized for completion via an iPhone.  There was 
also a text field which provided panelists an opportunity to request the survey web 
link be sent to their iPhone via a text message.   Respondents assigned to complete 
the survey via the computer who accessed the survey link via their iPhones also 
received a redirect page (optimized for viewing with their iPhone browser) that 
informed the panelist that the survey was optimized for completion on their 
laptop/desktop.  The redirect page also included the panelist's unique survey URL.   

2.4 Survey Development and Deployment:   
We developed the GHAS survey to be accessed as an online web-based survey (i.e. 
accessed via an Internet connection on either a desktop or laptop computer) or 
accessed using the web-browser on an iPhone.  While not an app, the iPhone version 
of the survey behaved more like an app than an online survey.  Specifically, we used 
an app-like mobile web browser survey approach previously described by Buskirk 
and Andrus (2012) that maximized the use of native iPhone features such as spin 
wheels and loading pinwheels within what appears to the user as a self-contained 
browsing session (i.e. the browser address bar was masked throughout the session and 
specific parts of the survey pages including back and next buttons were pre-loaded at 
the survey entry screen.)  More technical details of the specific programming aspects 
and other implementation details of this approach are described in Buskirk and 
Andrus (2012).  While it was not possible to make the two versions of the survey 
completely identical because of form factor differences between iPhone and computer 
browsers (Koch, 2010), we did attempt to create the most identical experience as 
possible on both platforms.  To that end we limited the number of questions per 
screen to 4 for the computer version and 2 for the iPhone version to limit excessive 
scrolling for iPhone participants as well as to minimize the number of questions that 
at first glance would appear hidden.  We also chose a layout for the iPhone version 
that would imply scrolling to the respondent (i.e. a part of the next question or answer 
choice appeared within the displayed page giving the respondents a clue that scrolling 
was needed to read the remainder of the question/responses).   The back and next 
buttons were also placed at the top of the displayed pages for both the Computer and 
iPhone versions of the survey.   
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2.5 GHAS Survey Content  
The GHAS survey contained questions organized into one of six main subsections.  
Specifically, the first section screened respondents for the number of cell phones 
owned. The second section, “Your APPS,” contained: questions related to total 
number of apps currently loaded and retained on the phone and the breakdown of free 
and paid apps.  The third section, “Health and Lifestyle,” asks a series of wellness 
questions including: weight, exercise, physician visits, pregnancy and history of 
diabetes.  We modeled the question wording for a majority of questions in this section 
after the 2011 Behavioral Risk Factor Surveillance System (BRFSS) survey.   The 
fourth section, “APPS You Use,” involved questions related to the ownership and use 
of health and wellness related apps from 6 broad categories including: weight 
management, exercise, sleep, pregnancy, diabetes and medical information.  The 
categories of inquiry in section 4 were based on the answers provided to the questions 
posed in section 3.  An app icon recognition experiment was included in the fifth 
section, “APP Check,” followed by the final section, “Your Phones,” which contained 
questions related to the type of iPhone, sharing, landline phone ownership and the use 
of email and mobile web browsers.  Altogether there were a total of 120 survey 
questions possible for all respondents, but the actual number of questions posed was a 
function of skip patterns based on apps owned, prevention activities and the ways in 
which respondents used their phones.  The complete survey can be accessed via an 
iPhone at https://mobilehealth.slu.edu/demo/b or via a computer at        
https://mobilehealth.slu.edu/demo/a.   

 
2.6 Primary Study Outcomes and Analysis Methods 
We grouped the primary study outcomes for the GHAS survey mode experiment into 
two broad categories including: (1) recruitment and response related outcomes such 
as use of the text messaging option, redirect rates and errors in survey web address 
and survey participation; and (2) survey completion related outcomes including total 
time required to complete survey questions, number of questions asked and item 
missing rates and the prevalence of primacy responses and open-ended text 
responses.     
 
For the purposes of this study, primacy questions were those that required the iPhone 
respondents to scroll in order to see all possible answer choices.  For these questions 
the degree of scrolling required to see all available answer choices on the computer 
was much less, or nonexistent, and depended upon browser screen size.  A primacy 
response to these types of questions was indicated if the respondent chose at least one 
option among those initially visible on the iPhone screen without any scrolling as 
illustrated in Figure 1. 
 
Mode effects for continuous outcomes measured for the entire sample (or nearly the 
entire sample) such as completion time were evaluated using the van Elteren (1960) 
statistical test. This nonparametric test extends the Wilcoxon rank sum test to 
stratification/block designs and allows for the evaluation of the main effect of survey 
mode while controlling for the stratification/blocking variable (Lehman, 1975).   
Differences across mode were evaluated using a Mann Whitney test without 
accounting for the stratification/block group for continuous variables measured on a 
smaller subset of respondents (i.e. distribution of responses from a slider bar 
questions with skip pattern qualifiers).    Finally, differences in item missing rates and 
primary response rates across the two modes were analyzed using either a Poisson or 
Negative Binomial regression model with main effects for both survey mode and 
stratification/block group and the interaction between these two design variables and 
an offset for the total number of questions posed for the respondent.   
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Figure 1:  A screenshot of a GHAS Survey Primacy Question presented in iPhone 
version (A) and computer version (B).  The primacy responses are those that appear 
in left pane of (A).  Any response options other than those shown in (A) constituted 
non-primacy responses (i.e. 2 or more).   
 

 
3. Results 

 
We present the results of the GHAS mode effects experiment by category starting 
with the survey participation related outcomes, followed by survey completion 
outcomes.   

3.1 Randomization and Survey Participation Outcomes 
 
3.1.1 Survey Completion and Randomization 
A total of 16,051 panelists were exposed to the iPhone ownership screening question.  
The recruitment and response outcomes are visually depicted in Figure 2.  As 
expected, there were no significant differences in the distribution of stratum 
membership across mode for assignees (χ2(7)=3.94; p-value=0.79). A total of 312 
(95.1%) computer and 332 (33.8%) iPhone assignees initially responded to the survey 
invitation and entered the website.   

 
Figure 2:  GHAS Recruitment and Response Distribution Diagram. 
 
 The total in-survey drop-off rate among eligible computer respondents was 28.4% 
compared to 30.9% for eligible iPhone respondents.  While there are very little 
differences in the in-survey drop-off rates, the location of drop-off varied 
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considerably across the two modes with the bulk of these occurring within the intro 
section for iPhone, compared to those occurring in later sections for computer 
respondents.   We note that loading times for the first screen of the GHAS survey 
were on average about 50 milliseconds longer for respondents using an iPhone 
compared to those using a computer as demonstrated in Figure 3 and while these 
differences were not statistically significant, they may be practically related to a 
respondent’s decision to carry on or drop off the survey.   
 

 
Figure 3: Distribution of GHAS survey question 1 screen loading times by mode.  

 
Even though the drop-off rates between the two modes were consistent, completion 
rates were significantly different by assignment stratum (Wald χ2 (7)=39.026, p-value 
<0.0001) and mode (Wald χ2 (1)=174.402, p-value<0.0001) consistently across 
stratum (i.e. mode-by-stratum interaction was not significant:  χ2 (7)=7.493, p-
value=0.379).  We note there were no significant differences in the distributions of 
completing respondents over the 8 stratification block groups between the two survey 
modes (χ2(7)=11.09, p-value=0.14).   

3.1.2 Redirect Webpages, SMS Requests and ID Errors:   
In total, 118 (100 iPhone, 18 computer) of the 644 assignees who visited the GHAS 
survey website first entered via a redirecting webpage.  Ninety-three of these 
assignees did not revisit our study cite while the remaining 25 navigated to the main 
page using the assigned survey mode.    The proportion of iPhone assignees who 
encountered the redirect webpage was significantly higher than that of computer 
assignees (i.e. 30.1% versus 5.8%, respectively; Fischer’s exact p-value <0.0001) 
which seems logical since the initial invitations went to members of an online 
computer panel via their preferred panel email.   We also note that 15 of these 100 
iPhone assignees requested an SMS from the redirect webpage and five requested a 
second SMS. 
 
A total of twelve of the 221 (5.4%) iPhone completes entered an incorrect study id in 
the web-site address. These respondents accessed the survey web page using their 
iPhone by typing in the study website manually.  The two main types of errors 
included a missing digit and an incorrect digit (e.g. one-offs – 3 instead of 4, 5 instead 
of 6, etc.).  While the error incidence in low here we note our study web address was 
relatively straightforward and did not include special characters.    

3.2 Survey Completion Outcomes  
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3.2.1 Questionnaire Completion Times and Number of Survey Items Asked   
Significant differences were noted for the distribution of survey completion times 
across the mode controlling for strata.  On average, computer users took nearly twice 
as long to complete the survey as iPhone respondents.  This large difference could in 
part be explained by the presence of four very extreme outliers observed among 
computer respondents.  The completion times for these two male and two female, 
under 40 and less than Bachelor’s degree respondents ranged from 160 (> 2.6 hours) 
to over 1330 minutes (>22 hours).  Questionnaire completion times across mode were 
still significantly different with these outliers removed, even after accounting for 
strata/block group (van Elteren Statistic=17.9; p-value <0.0001) with computer 
respondents taking, on average, nearly 5 minutes more to complete the survey 
compared to iPhone respondents (median difference was just over 4 minutes) as 
shown in Figure 4.    
 

 
Figure 4: Distribution of survey completion times by mode on the natural log scale 
(all observations were included here);  
 
While survey times across mode differed, the distribution of total number of 
questions posed to computer and iPhone respondents was not significantly different 
after controlling for stratification/block group as shown in Table 1.  In particular, the 
median number of questions posed for each of the groups, overall was 46 (out of a 
total possible 120).     
 
3.2.2 Missing Item and Primacy Outcome Selected Rates 
Although the total number of questions asked was generally less than the total 
possible for respondents from both modes, the answers to asked questions were 
generally rather complete regardless of mode.  Table 2 provides descriptive statistics 
by mode for the missing item rates.  Due to overdispersion, differences in item 
missing rates across the two modes were thus modeled using a negative binomial 
model and there were no significant differences in missing item rates across mode 
(χ2(1)=1.64; p-value=0.20) even after accounting for stratification/block group.         
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Table 1:  Descriptive statistics for the survey completion related outcomes by mode. 

 
 
Despite a possible 52 primacy response questions for the GHAS survey, the actual 
number asked was no larger than 28 for iPhone and 33 and for computer respondents.  
The median number of primacy response questions asked for each mode was 17 and 
there was no apparent overdispersion in individual rates of primacy response 
selections across the two modes as illustrated in Figure 5 and Table 1.   
 
 

 
 

Figure 5: Distribution of the “primacy” option selection rates across the two modes. 
 

While the rate at which primacy options were selected was approximately 7% larger 
for iPhone respondents compared to computer respondents, consistently across 
stratification/block group, this difference was not statistically significant in the 
Poisson regression model with main effects for both mode and stratification/block 
group (χ2(1)=4.76; p-value=0.03).  It is interesting to note that the percentage of 
respondents who had primacy rates of 100 was higher among those assigned to the 
computer (4.3%) compared to those assigned to iPhone (0.9%) (Fisher’s exact test p-
value=0.03). 
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3.2.3 Open Ended Items   
A survey respondent could have received up to 6 open-ended items requesting the 
names of “other” apps if the respondent answered that they used an app other than 
what was listed from the weight, exercise, sleep, pregnancy, diabetes and medical 
information categories.  Ninety-one (21%) respondents selected at least one “other” 
app from among the six categories and of those only 4 did not provide any additional 
information in the open-ended field (2 from iPhone and 2 from computer mode).  The 
median number of characters typed for the names of all other apps reported was 11 
for both modes and there were no significant differences found in the distribution of 
the total number of characters entered [Table 1] and Figure 6.       

 

 
 

Figure 6: Distribution of the total number of characters entered for “other” app names 
by survey mode. 

 
4. Discussion 

 
Our study recruited iPhone users from a broader U.S. online panel in an experimental 
design aimed to maximize internal validity for the sole purpose of examining mode 
effects.    We thought that because these panelists typically received survey 
invitations via email, some assigned to iPhone may manually enter the study’s survey 
URL.  To reduce potential respondent burden we used a short and simple URL that 
contained their panel id and assigned mode without the use of any special punctuation 
or symbols.  The few detectable manual data entry errors that we encountered were 
either, one offs (e.g. typing a 5 instead of 6), repeating a digit too many times (e.g. 
111 instead of 11) or digit omission (e.g. 134 instead of 1234). 
 
To maintain the randomization we used redirect webpages encountered if a panelist 
assigned to complete via iPhone (or computer) accessed our survey via their 
computer (or iPhone).   There were nearly 5.5 times as many iPhone-assigned 
panelists that first reached our website via a redirect webpage compared to computer-
assigned panelists.  Certainly an intentional advantage of the redirect pages was 
preserving experimental conditions; however, an unintentional byproduct was a 
decrease in participation.  Nearly 80% of the panelists who encountered the redirect 
webpage did not persist to complete the study using the assigned survey mode and 
only a small percentage actually requested the survey URL via text message.  While 
we cannot infer that the redirecting webpage caused non-participation, it could have 
contributed to it by discouraging iPhone assigned panelists who had interest in 
completing the survey only via computer.      In this experiment we did not have a 
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“panelist choice” option, but one could envision how this could add value to the 
current research landscape.   
 
While the overall drop-off rates were slightly higher for iPhone compared to 
computer panelists who started the survey, but did not complete it on their assigned 
mode, the majority of drop-off from the iPhone occurred earlier in the survey.  
Computer assignees tended to drop off in later sections of the survey at varying rates.    
We note that drop offs here could be because the respondent (a member of an online 
survey panel) might have realized that the truly had to complete a survey on a 
smartphone (rather than on a computer) and decided to terminate.     
 
Overall GHAS survey completion rates among randomly assigned panelists were 
significantly different by stratum and mode (consistent across stratum). Completion 
rates were highest among the <40, <BS Male category followed by <40, <BS Female 
(both above 60% in the computer mode and nearly 35% in the iPhone arm). These 
results are especially promising and are counter to what much of the literature has 
suggested about difficulties to reach “younger males”. In contrast, the lowest 
completion rates were noted for both the >=40, <BS Male and Female subgroups 
reporting just under 50% completion in the computer mode and just above 10% in the 
iPhone mode.  We note that the completion rates for the >=40, BS or more groups 
were slightly higher than these.    We also note that generally differences by gender 
were non-existent for both recruiting and completion outcomes.   
 
Respondents assigned to iPhone had significantly shorter survey completion times 
compared to those completing the via computer, even though the two sets of 
respondents received on average, approximately the same number of survey items.  
We suspect that computer users may have started the survey in one setting and 
completed it in another. The extent to which smartphone users multitask across apps, 
programs (e.g. email or marketplace) and services (e.g. video chat or SMS) is not 
well known and should be explored more fully in the survey research environment.  
In any case, knowing how multitasking might contribute to delays in survey 
completion or breakoff would inform best practices for survey completion reminders 
which may differ from what is currently prescribed for online computer surveys.   
 
Finally, no significant differences were found in the distribution of the number of 
characters entered for the names of “other” apps.    The implication here is that direct, 
open ended questions may be reasonable to ask in Smartphone surveys with 
comparable data quantity/quality by mode.  More experimentation around open ended 
questions is needed across platforms and operating systems, however.  Related to this 
result was the lack of differences in the distribution of the proportion of times iPhone 
and Computer respondents chose the one of the “primacy” options available.  While it 
is entirely possible that a respondent could have scrolled through all of the choices on 
their respective devices for these questions and then selected the primary options, we 
at least note that nearly 50% of iPhone respondents had to scroll to select their choice 
for the at least half of the primacy questions.  This finding demonstrates that iPhone 
respondents were not in general speeding through the survey selecting only the 
options that appeared on the screen without having to scroll.   
 
While our study design maximized internal validity for the express purpose of 
comparing mode effects the results/estimates presented here may not have a large 
degree of external validity.  For example, online panelists who were recruited for this 
study owned iPhones, and the results of their survey completion outcomes may not 
apply to smartphones using alternate operating systems.  The results of the GHAS 
also focused on mode effects between iPhone online to computer online surveys and 
may not apply to surveys completed using an iPhone via voice or SMS service.  The 
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lack of differences across the modes does not imply equality across modes (as is the 
case in standard hypothesis frameworks).  So additional studies are needed to further 
corroborate and extend the results presented here.  In the era of lower response rates 
for many traditional survey modes, the excitement of the smartphone may create 
more engagement and interest among potential respondents and appears to be a 
promising mode for survey data collection that should be explored more fully.   
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