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Abstract

This paper proposes a model-based and scalablensyst produce a series of tabular
reports that illustrate the important measure-dsimn (or continuous target-categorical
predictor) relationships and exhibit strong dimensinteractions. The analysis for each
report is based on a linear regression model amdntieraction detection is an ANOVA
test. However, only basic statistics are used tuate model accuracy and conduct
ANOVA tests without actually fitting models. For tdaets with the large number of
categorical predictors, it becomes prohibitive émgrate and analyze all possible tables.
So a structured and scalable search process is@pall the tables with single dimension
are considered first; the tables with two and highimensions are considered selectively
based on the analysis of the corresponding talilésaer dimension. This ensures that
the computational effort needed for generating andlyzing the tables is limited.
Furthermore, the top selected tables are furthalyaed by detecting any cells, which
correspond to the category combinations of dimessiin the table, with high
contributions to the significance of the interantiffect.
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1. Introduction

Data analysts today have to deal with increasitayige volumes of data. Attempting to
find insights in large amounts of data (e.g., tgted, petabytes, etc.), with many possible
combinations between fields, is a difficult taskA common business scenario is
identifying the relationship and influence of dirs@mns generated by categorical fields or
attributes on a continuous target field or meastlife goal for the data analyst is to
determine which of the dimensions are relevanh&reasure and among those that are
relevant, discerning the magnitude of their impadttimately, the goal is to produce a
series of aggregated tabular reports that illustratasure-dimension relationships. It is
from these relationships that analysts derive htsiinto their businesses. The challenge
is trying to navigate through what may possibly th®usands of reports, each
representing a possible measure-dimension combmati

This paper proposes a model-based and scalablenmsy@tie call it “Relationship

Discovery”) to produce a series of tabular reptint illustrate the important measure-
dimension (or continuous target-categorical predjctelationships and exhibit strong
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dimension interactions. An interaction describesitaation in which the simultaneous
influence of two dimensions on the measure is dditae.

The analysis for each aggregate report is basech dimear model including the
corresponding target and the categorical prediati@termining the table dimensions.
And the interaction detection is based on an ANO¥&halysis of variance) test.
However, only basic statistics are used to evaloaigel accuracy and conduct ANOVA
tests without actually fitting models. The detectdichension interactions are ranked
according to their strength and reported to the. use

For datasets with the large number of categoricatliptors, it becomes prohibitive to

generate and analyze all possible aggregate taes,with a low number of dimensions.
For example, data with 100 predictors would gerethaé total of 166,750 tables with

three or fewer dimensions. We apply a structuredckewhere all the tables with single
dimension are considered first. The tables with twahree dimensions are considered
selectively based on the analysis of the correspgnthbles of lower dimension. This

ensures that the computational effort needed foeging and analyzing the tables is
limited. It is also effective by resulting in thetdction of a higher number of relevant
tables than by a random search of comparable size.

The top selected tables are further analyzed bgctiag any cells with high contribution
to the interaction effect. The overall model basethmaries as well as the results of the
cell-by-cell analyses are made available for outpuhe user.

The rest of this paper is organized as follows:tiSec2 will describe the Relationship
Discovery system in details while a few concludiamarks are in Section 3.

2. Relationship Discovery System

Given a data set and a measure of interest, Rediijp Discovery system provides a
model-based and scalable search for interactiorteanmultitude of all possible low-
dimensional aggregate tabular reports based oavidiéable dimensions. Each dimension
is formed by a different categorical attribute wiplotential to impact the measure.
Dimension cells in the reports correspond to thegmies of the matching fields. Table
cells correspond to the combinations of categofiesn fields matching different
dimensions in the table. In the following sub-smusi we first present the overall
framework and the functional flow, followed by tletailed description of three layers
(data aggregation, search and insight constructind)their interactions.

Figure 1 illustrates the framework and the fundiofiow chart for the Relationship

Discovery system for up to 3 dimensions. Please tiwt the Relationship Discovery
system can be extended to dimensions larger tlemsis.
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1-dim table 2-dim table 3-dim table
aggregated aggregated aggregated
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1-dim table search 2-dim table search 3-dim table search
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02 03

Interaction Evaluation

Report Profile Construction

Insight Construction layer

Fig 1. Theflow chart of the Interaction Discovery system

Record Data contains the measure of interest amubtantially large number of
dimensions and would be the input for Data Aggriegdayer.

Data Aggregation layer processes records from theoRl Data unit and generates
aggregated input statistics for the specified comtions of dimensions (e.g., for 1-
dimenational tables, ..., for 3-dimenional tablef)e3e statistics can be generated in a
single processing of the Record Data for the sigecdimensional tables.

The number of all possible tables can overwhelm him&c resources when a large
number of dimensions is presented. The Search’satesk is to generate consecutive
lists of limited number of tables for which the aggpated input statistics are generated by
the Data Aggregation layer. There are three unithé Search layer. The goal of 1-dim
table search unit is to find the most promisingirhehsional tables for extension.
Extension is described as processes of augmerabigst with an additional dimension.
The goal of 2-dim table search unit is to find thest interesting 2-dimensional tables for
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output and extension. The goal of 3-dim table seartt is to find the most interesting 3-
dimensional tables for output. The details of eawth in the Search layer are described in
Section 2.1.

After receiving all the available 2-dim and 3-diabkes from the Search layer, Interaction
Evaluation unit in the Insight Construction layatl wonduct ANOVA-based interaction
effect tests, compute interaction effect size \alort the tables with the significant
interaction effect by the interaction effect sizalaxport the top selected tables. Then
Report Profile Construction unit in the Insight Gbmction layer generates summaried
statistics, and interpretation with insights fotested 2 and 3 dimensional tables. The
insights include detection of any table cells witigh contribution to the interaction
effect. Sections 2.2 and 2.3 describe Interactienalition unit and Report Profile
Construction unit, respectively.

2.1. Search Layer

The Search layer consists of the 1, 2, and 3-dbie tsearch units. Each unit performs a
search over 1, 2 and 3-dimensional tables generayedifferent categorical fields
respectively. The inputs to all units are the aggted input statistics from Data
Aggregation layer. The statistics for each tabkelated in Table 1 (assuming that there
areK table cells in a table).

Table 1: Aggregated input statistics
MeasureY . The number ofrecord: corresponding to each table
Table Dimension(s) (N, k=1...,K)
. The mean value of for the records corresponding to each
table cell 7, ,k =1,... K.)
. The sum of squares & for the records corresponding [to
each table cell€, , k =1,... ,K.)

The search and sorting strategy employed in thg and 3-dim table search units rely
largely on the linear regression model based sesiatisticsGoodness of Fit. The search
statistics are computed based on the aggregatatistgiistics and described in Table 2.

Table 2: Model based search statistics
Goodness of Fit R* =1- SSE /SST.
Summary statistic o SST, the total sum of the squares in a linear modeliisd

computed asst = 5% ¢ (S Ny ) /SE N

_Zk=1 k Zk:l k Yk Zk=1 ke

« SSE, the residual sum squares in a linear model argd it i
computed assE =3 " C, - > " N,V

Other criterion, such as adjustEﬂ AICC (Akaike information criterion), etc., can be
used. The detailed search and sorting strategyl,f@ and 3-dim table search units is
illustrated in Figures 2, 3 and 4, respectivelythwsome descriptions provided after
Figures.
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2.1.1. 1-dimensional table search unit
Figure 2 illustrates the framework and the fundaiofiow chart for the 1-dimensional
table search unit.

Receive aggregated input
statistics for 1-dim tables from
Data Aggregated layer

Compute goodness of fit values for the
1-dim tables

Sort the 1-dim tables by the computed
goodness of fit values

Output a sorted list of L dimensions
corresponding to the top L 1-dim tables

Select the top L 1-dim tables

Fig 2. Theflow chart of the 1-dimensional table search unit

In Figure 2, the inputs to the 1-dim table seancit are aggregated input statistics listed
in the Table 1 for each dimension. FilGgodness of Fit of the linear model is computed
for each 1-dim table. These tables are then sdnjethe Fit values. A sorted list of
dimensions corresponding to the tofd-dim tables is sent to the 2-dim table search uni
The numberL is chosen so that the number of considered tallemins limited to
conserve time and memory but it should be as lasggossible for accuracy purposes.

2.1.2. 2-dimensional table search unit

Figure 3 illustrates the framework and the funaidiow chart for the 2-dim table search
unit.
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Receive sorted list of L dimensions
from the 1-dim table search unit

Specify 2-dim tables by combining each of
the top M dimensions with all the other
L — 1 dimensions

Request aggregated input statistics for the Receive the aggregated input
specified 2-dim tables from Data < statistics for the specified 2-dim
Aggregated layer ‘ tables from Data Aggregated layer

02: Output available 2-dim tables with
aggregated input statistics to Insight
Construction layer

Compute goodness of fit values for the
specified 2-dim tables

Sort the 2-dim tables by the computed
goodness of fit values

Select the top N 2-dim tables

Output a sorted list of N dimension pairs
corresponding to the top N 2-dim tables and
the sorted list of L dimensions

Fig 3. Theflow chart of the 2-dimensional table search unit

In Figure 3, the 2-dim table search unit receivesrted list ofL dimensions from the 1-
dim table search unit. Tables are specified by doimtp each of the tojM dimensions
with all the othel. — 1 dimensions. The numbbt is normally smaller thah and it is
chosen so that the total number of specified talsldisnited to conserve computational
resources. The 2-dim table search unit then recaggtegated input statistics for the
specified 2-dim tables from the Data AggregatiofetaThe aggregated statistics needed
are listed in Table 1. After receiving the aggregdastatistics(oodness of Fit values for

all the specified 2-dim tables are computed acogrddo the method in Table 2. The 2-
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dim tables with aggregated input statistics aresg@aso the Insight Construction layer as
illustrated byO2. Within the 2-dim table search unit, all availaBlelim tables are then
sorted byFit. The sorted list of dimension pairs correspondmthe topN 2-dim tables
and the sorted list df dimensions from the 1-dim table search unit assed to the 3-
dim search unit. The numbBkis chosen so that the number of considered 3-dbtes
remains limited.

2.1.3. 3-dimensional table search unit
Figure 4 illustrates the framework and the funaidiow chart for the 3-dim table search
unit.

Receive sorted list of L dimensions
and N dimension pairs from the 1-
dim and 2-dim table search units

Specify 3-dim tables by combining each of
the N dimension pairs with each of non-
included L single dimensions

Request aggregated input statistics for the X Receive the aggregated input
specified 3-dim tables from Data statistics for the specified 3-dim
Aggregated layer ‘ tables from Data Aggregated layer

03: Output available 3-dim tables with
aggregated input statistics to Insight
Construction layer

Fig 4. Theflow chart of the 3-dimensional table search unit

In Figure 4, the 3-dim table search unit receivesdorted list of. dimensions from the
1-dim search unit and the sorted listdfdimension pairs from the 2-dim table search
unit. The 3-dim tables are generated by combinecheof theN dimension pairs with
each of non-includel single dimensions. The non-included dimensionaes that are
not already in the 2-dimensional tables. The 3-dible search unit then sends request to
the Data Aggregation layer for aggregated inputissies for these 3-dim tables. The
aggregated input statistics required are listedhim Table 1. The 3-dim tables with
aggregated input statistics are passed to thehin€ignstruction layer, as illustrated by
0s.

If K-dimensional tables are requested, where K th&n the 3-dim table search unit will

also find some promising 3-dimensional tables fdemsion. The extension part for the 3
or higher dimensional tables is similar to thathia 2-dim table search unit.
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2.2. Insight Construction L ayer

The Insight Construction layer consists of the iat&on Evaluation unit and the Report
Profile Construction unit. Section 2.2.1 descriltke flow chart and the interaction
indices used in the Interaction Evaluation uniteThodel based summaries and the
results of cell-by-cell analyses generated in tepdrt Profile Construction unit are given
in Section 2.2.2.

2.2.1. Interaction Evaluation unit
Figure 5 illustrates the framework and the fundaioflow chart for the interaction
evaluation unit within the Insight Constructionday

Receive available 2-dim tables Receive available 3-dim tables
with aggregated input statistics with aggregated input statistics
from 2-dim table search unit from 3-dim table search unit

Compute significance of interaction and
interaction effect size for all the 2-dim and 3-
dim tables

Sort the 2-dim and 3-dim tables with the
significant interaction effect by the
interaction effect size

Output the sort list of top P 2-dim and 3-dim
tables to Report Profile Construction unit

Fig 5. Theflow chart of the I naction Evaluation unit

In Figure 5, the inputs to the Interaction Evaloatunit are all the available tables with
aggregated input statistics from the 2-dim tablgrae unit and all the available tables
with aggregated input statistics from the 3-dimlé¢atearch unit. Upon reception of all
inputs, Sgnificance of interaction and Interaction effect size for all 2-dim and 3-dim
tables are computed. Details are described in #i@eT3. Tables with the significant
interaction effect are then sorted biferaction effect size. Top P tables are sent to the
Report Profile Construction unit.

Interaction indices employed in the Interaction lHation unit areSgnificance of

interaction, and Interaction effect size which are based on ANOVA tests. They are
computed and applied to the 2 and 3-dimensiondkesabonsidered in the Insight
Construction layer. Table 3 specifies the intemactindices in terms of various
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summaries derived from the aggregated input dtatisBee Appendix to illustrate the
computation of statistic for a 2-dimensional table.

Table 3: Model based interaction indices
Index Statistic:
Significance of interaction | Thep-value = 1- prob(Fdf

,dfesF),

interaction

where F and

df, as numerator and denominator degrees of freedom,
respectively; and
F — Smeraction/dfinteraction
SSE/df,
*  SS,caion IS the sum of squares for the interaction
effect. See the iterative process below for details
o df eaaion 1S degrees of freedom corresponding to
S, eacion - TYpIcCally, it is the product of the number
of cells reduced by one in each dimension.
» df, is degrees of freedom correspondin®$a. It

equals the total number of records minus the number
of cells in the table.
Interaction effect size Eta squared =SS,,4 ion / SST-

S is anF distribution with df, .0

To computeSs, ..., based on aggregated input statistics we will foliithe method

used in Sarawagi et al. (1998) or Chen (1999% éin iterative process which is described

as follows:

(1) Compute the initialSS from the means of and the number of records of all
table cells.

(2) Compute marginal mean #ffor each cell of a single dimension by averagimaver
all table cells containing the same category ingiken dimension.

(3) Update the cell means of in the whole table by subtracting the correspogdin
marginal mean from each cell.

(4) Repeat the steps (2) and (3) above for each dimmeisithe table.

(5) For tables with 3 dimensions, repeat the steparfd)(3) for each pair of dimensions
representing a marginal sub-table.

(6) Compute the currersS, . ..., from the updated cell means ¥f, by multiplying the
squared mean for each cell with the cell numbereabrds to obtairsS,, and
summing over all cells in the table.

(7) Repeat steps (2) to (6) until the differenc&s)f, ..., iN two successive iterations is
smaller than a preset tolerance value, and oulugpproximatedss of the
final iteration.

nteraction

nteraction

See Appendix to illustrate the iterative processaf@-dimensional table.
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2.2.2. Report Profile Construction unit

The top selected tables are further analyzed teraéte the level of cell contribution to
the interaction effect in Report Profile Constrantiunit. We call such analysis
“influential cells detection”.

The detection is based on a hypothesis test fdr egltin the tableH,: thek™ cell has no
contribution to significance of the interactioneaff, vs.Ha: the K" cell has some high
contribution to significance of the interactionesff. The test statistic is

$cE;I)l k
P
where SSY),, is the part fromSSY, .., corresponding to thk" cell and S5, ..., is the

exported value from the above procedure; ahé the estimated variance as

(1)
S2 = $nteracti on
K

whereK is the number of table cells. The test statisis Bn asymptotic chi-squared
distribution with 1 degree of freedom, i.&y, ~ x>. See Appendix to illustrate the

explanation of test statistic having a chi-squatistribution with 1 degree of freedom for
a 2-dimensional table.

Then thep-value can be computed as
p=1- prob(,vl2 sVVk).

The k" cell is influential if thep-value is smaller than a given threshold which is
illustrated along with other model based summasssthe report profile template in
Table 4.

Table 4: Report profile template
Aspect Statistics Interpretation and insights

Interaction effec | Sgnificance Interaction effect significanc
P < Gisig . iNteraction is significant
P> Gsig - iNteraction is not significant.
Effect size Interaction effect siz

Effect < cg.1 : Strength is weak
Cefr1 < Effect < Ger2  : Strength is moderate
Cetr2 < Effect . strength is strong.
Table cel Cdl influence Cell influence
P < Gesig - Cell is influential
P > Gensig - Cell is not influential.

3. Conclusion

The proposed Relationship Discovery system has songgle features.
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(1) It provides a structured and scalable search anamygnumber of predetermined
dimensions for interactions in the multitude of aglbssible low-dimensional
aggregate tabular reports given a data set andaaureof interest.

(2) It provides model-based and efficient discoveryhaf strongest interaction effects in
large data sets with a large number of dimensigngdmerating statistical models
(ANOVA) for analyzing aggregate tables with two wore dimensions and the
measure summaries; applying goodness-of-fit tockdee best candidate tables and
generate tables with additional dimensions; and peding the significance of
interaction and interaction effect size values agnitre table dimensions with respect
to the measure.

(3) It not only covers dimension reduction, but alsdedts interaction effects and
influential table cells based on only basic stifést

Appendix

We will use a 2-dimensional table as an exampldiustrate (1) the computation of the

interaction effect ANOVA test statistic, (2) thertive process of computir@meraction,
and (3) the explanation of test statistic havirghiasquared distribution with 1 degree of
freedom in influential cells detection.

For 2-dimensional tables, suppose the first dinten¥j hasR categories and the second
dimensionX, hasS categories. The full model would have two maireet§,X; andXa,
and an interaction effeciX, x X,, while the reduced model has o¥y and X,. The

interaction effect ANOVA test has the null hypotisedd, : #, =0, where g, is the
parameter vector corresponding to the interackgm X, effect and the test statistic is

F = $nteraction/dfinteraction
SSE/ df,

where SS, .cion = e recuced O, full and S5, auced andSSe’fuII are residual sum of squares

for the reduced and full models, respectively. Véla &it two models to compute these
two residual sums of squares values, but it wooldbe feasible or efficient when there
are a large number of dimensions. That's why we@se to use the aggregated input
statistics to computé&s, ..., IN an iterative process (see below) for each 2-ibte.

SSE is residual sum of squares for the full model, SE=SS ., =

e, full

R xS RS nf — -1 o N 2
Zi:le:lCij _Zizlzjleii yiiz' where Nij’ Yi _WZﬁlyﬂf and Cli _24:1(yij,f) are
ij

the number of records, the meanYadnd the sum of squaresin each table celii (j),
i=1...,Rand = 1.. S respectively. Two degrees of freedom valuesdife= N - RS
and df, g a0n =(R-1)(S—1), whereN is number of total records\ :Zilzjs:lNij.
Please note that both degrees of freedom are timel@ssumption that none of table cells
is empty, otherwise they would be subtracted byntiraber of empty table cells.

The iterative process of computirg$, . ..., IS as follows:
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(1) Input values forT (maximum number of iterations) and (tolerance level of
stopping criterion).

R S
Compute the initialSs o 85 SSiraion = 2, 2 N, (7”.‘0)) where ¥{” is the mean
i=1j

nteraction
=1

of Y corresponding to the table calljj.
Set the iteration number= 1.
(2) Compute marginal means of with respect toX; (row marginal means) as

S
e ‘Z NV f 2N =1 R,
j=1

(3) Update the cell means ¥fasy, =y{'™® -y ,i=1,.. R.
4) Compute marginal means of with respect toX, (column marginal means) as

ye 1)—ZN.,yu ZN.,. =1...,S; and wupdate the cell means of as
M?)=:Mj"§5§“,j =1...,S.
R S R S )
(5) Compute the currenss, .o 8 S cion = ZZSSQL” =SSN, (1)
i=1 j

i= 1j 1
(6) If ‘ﬁ(r:t)eraaion _$(r:t:2\ction
t =t + 1 and go back to step (2).

Otherwise, set

<& ort=T, then stop and outp

nter action*

The expected mean for each table cell in the ratluvedel can be written as
a+p,i=1...,Randj= 1.. S whered, corresponds t¥; and B, corresponds tX,.

In fact, g, and B, would be the sums of row marginal means and columanginal

means over all the iterations from the above iteggbrocess and they are equivalent to
those computed by the traditional least square odet®n the other hand, the expected
mean for each table cell in the full model is thdéserved mean ofY,

Yi ,i=1...,Randj= 1.. S Based on them, we give an explanation why thestastic

in the influential cells detection process has iasgared distribution with 1 degree of
freedom.

The hypothesis tesHf: the k" cell has no contribution to significance of intan
effect; vs.Ha: thek™ cell has some high contribution to significancéntéraction effect)
can be translated to a more formal form:

Ho:E(V;)=a,+B,i=1...Rand= 1. S vs.
H,: atleast one cell such tHﬁ(VH ) za, +f,

For a linear model, eachvalue is assumed to have a normal distributioh witonstant
varianceg?. Further, ifHy holds, then

)L N -(ars))
7ij~N£ai+ﬁj,Z—J:> L 0_2' L~ y2

ij
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In general,o?, a. andg, are not known, we replace them with their estichatalues,

denoted as’, 4, and,@j respectively. Then we notice from the above fteegprocess
of computingSS, . .ion that

N; (Vii _(ﬁi B ))2 =N, (_u(t))z =SS, and

S

- 2N, (Vii _(ﬁi +h, ))2 = S

s = y
RxSF= RxS

Then the test statistic would be

(t)
W. = Sﬁ%mﬂ

1 SZ

and its asymptotic distribution ig’.
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