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Abstract 
A common problem faced by government agencies that collect and publish time series 
data is to maintain a consistent set of time series. Benchmarking refers to methods used to 
adjust more frequent time series (e.g. monthly) to match the less frequent series (e.g. 
annual). Economic Programs at the U.S. Census Bureau recently began using new 
software to implement the Causey-Trager and Fagan benchmarking methods. Both 
methods use the iterative, nonlinear constrained optimization technique of steepest 
feasible descent to obtain a revised series. During parallel testing of thousands of revised 
series, the need for easy and effective diagnostics became apparent. The two software 
programs converged to the same solution, except for a small number of series. Further 
investigation showed that steepest feasible descent had sensitivity to numerical errors for 
these series. This paper investigates diagnostics, to help identify the types of series that 
need further review, through an empirical study. We examine graphical analysis 
suggested by Statistics Canada along with a few alternatives.  
 
Keywords: Benchmarking, Time Series, Constrained Optimization, nonlinear 
programming 
 
 

1. Introduction 
 

The U.S. Census Bureau’s Economic Programs provide statistics about U.S. businesses 
and government organizations. (http://www.census.gov/econ/survey-freq.html) These 
statistics are obtained from an Economic Census and Census of Governments every five 
years and from over 100 separate surveys taken monthly, quarterly, and annually, 
including thirteen principal economic indicators. The large number and different 
frequency of estimates balances the need for comprehensive, reliable, detailed statistics 
versus the need for timeliness. However, they create problems when trying to maintain 
consistent sets of time series for the same target population. The Economic Census and 
annual surveys provide the reliable detailed level estimates, where the monthly and 
quarterly surveys track the higher frequency period-to-period changes. Benchmarking 
combines the information from both surveys into a consistent higher frequency time 
series by preserving some characteristic of the original higher frequency series (e.g. the 
period-to-period changes) while attaining the levels of the less frequent series. 
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The Census Bureau predominantly uses the Causey-Trager method to benchmark time 
series (Bozik 1988). The basic methodology has remained the same through several 
software implementations. Even Fagan’s (1999) generalization to benchmark multiple 
breakouts of the same aggregate time series uses the same concepts developed in the 
early 1980s. During requirements gathering and parallel testing of the new software, the 
need for easy and effective diagnostics became apparent. 
 
Consensus from the researchers, programmers, and analysts found the older ASCII files 
of data to be cumbersome and inefficient for reviewing large number of series. Graphical 
analysis was very helpful, but also inefficient and only used by a few of the surveys. This 
paper investigates diagnostics, to help identify the types of series that need further review 
and graphical analysis, through an empirical study. We examine concepts present in the 
graphical analysis suggested by Statistics Canada (Latendresse 2007) along with a few 
alternatives for growth rate (period-to-period changes) preservation.  
  

2. Benchmarking Methods 
 

The Causey-Trager (C-T) benchmarking method attempts to preserve the growth rates 
(period-to-period changes), while adjusting monthly or quarterly estimates to annual 
estimates and inter-censual annual figures to census figures. Define the higher frequency 
series as the original series and denote as: 

 ,tx nt ,,2,1  . (1)

Define the less frequent series as the benchmarks and denote as: 
 ,kT  mk ,,2,1  . (2)

The indices t and k represent time periods that map to specific dates. Each benchmark 
covers a span of time periods from the original series, where kb  is the beginning time 

period for the kth benchmark and ke  is the ending time period for the kth benchmark 

such that 
nebebebt mm  22111  

for mk ,...,2,1  non-overlapping benchmark periods. The C-T method finds a new 
series defined as the benchmarked/revised series and denote as: 
 ,ty nt ,,2,1   (3)

Such that: 
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while employing the iterative technique of steepest feasible descent to minimize the non-
linear function referred to as the trend function  
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The starting point for the iterative procedure comes from minimizing the proportionate 
first differences function proposed by Denton (1971) and referred to as the relative 
function 
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The solution is the same as the modified Denton described by Dagum and Cholette 
(2006). For time periods before and after the benchmarks (i.e. metbt   and 1 ), carry 

backward and carry forward factors are used. The carry backward factor is calculated and 
applied as 
 

1,...,1for  ,* 1
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1  bt
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xy
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tt  (7)

and the carry forward factor is calculated and applied as 
 

net
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m ,...,1for  ,*   (8)

 
Both software programs round the revised series based on an algorithm so that the 
benchmark constraints (4) are still met. The Fortran always rounds to the nearest integer, 
where the new SAS software rounds to a user-defined level (default being the nearest 
integer). The rounded to the nearest integer revised series will be referred to and denoted 
as 

ntyt ,...,1,~   

to distinguish it from the unrounded series of (3). A more detailed description of the 
newest software solutions and results are found in the Federal Committee on Statistical 
Methodology 2012 Research Conference paper “Modernization of Benchmarking 
Economic Time Series at the U.S. Census Bureau.” (Brown 2012) 
 

3. Diagnostics 
 

The new software implementation submits groups of series at a time and produces a 
summary dataset of important information for all the series in the group. The information 
collected includes the original and revised series names, which revision was used 
(relative or trend), the value of the objective function, the number of iterations, the carry 
backward and forward factors, the time span of the revision, and a warning flag 
indicating why results may not have been created. Most of the warning flags involve 
incorrect inputs that cause the programs not to run. The two exceptions occur when the 
programs run but the results need further review due to the algorithm stopping 
prematurely due to either reaching the maximum number of iterations or encountering an 
increase in the value of the objective function.  
 
However, the new software still only produces an ASCII output file for each individual 
series for the diagnostics. The output from benchmarking Denton’s (1971) illustrative 
example using the trend revision is found in the Appendix. Most of the data found in this 
file can be visualized in three graphs commonly used by Statistics Canada. The first 
shows the basic differences between the original and revised series (See Figure 1) by 
plotting the original ( ntxt ,...,1,  ) and revised ( ntyt ,...,1,~  ) series along with the 

average benchmarks calculated as 
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In addition, the average original totals calculated as 
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across the higher frequency time periods. Any major outliers in the series or benchmarks 
may be easily spotted with this graph. 
 

 
Figure 1: Denton Series Benchmarked using the Causey-Trager Trend Method 

 
 
The next graph (see Figure 2) plots the revised-to-original ratio series calculated as 
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in addition, the bias calculated as 

m

r
bias

m

k
k

 1 . 

 
Generally, large or small ratios are undesirable, but the bigger problem lies in large jumps 
between ratios. For example, when comparing the old software to the new software the 
revised series differed more when large jumps in the benchmark-to-original ratios 
occurred. (Brown 2012)  
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Figure 2: Revised-to-Original Ratio Graph of Denton Series (C-T Method) 

 
The last graph (see Figure 3) shows the prior period growth rates (period-to-period 
changes) for the original series calculated as 

nt
x

x
opp

t

t
t ,...,2),1(*100_

1


  

And the revised series calculated as 

nt
y

y
rpp

t

t
t ,...,2),1~

~
(*100_

1




 

Although this graph can show direction changes and the relative magnitude of the growth 
rate revisions, there may be more efficient ways to summarize the information. 
 

 
Figure 3: Growth Rates for the Denton Series (C-T Method) 

 
Generally, with large sets of times series, looking at each output file and set of graphs per 
series may not be feasible. I propose six diagnostics to calculate per series with the 
primary goal of picking a smaller set of series that need closer inspection by analysts. The 
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secondary goal is to compare different methods. Often when the trend revision solution is 
found to have problems the default is to use the relative revision instead. 
 

1. Bias - Calculated as above for the revised-to-original graphs.  
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This is one summary of the relationship between the benchmarks and original 
series. 
 

2. The standard deviation of the bias - calculated as 
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Often, the variability in the bias creates more problems in the revised series than 
a larger bias. 
  

3. Root Mean Square Percent Difference (RMSPD) – measures how close the level 
estimates of the revised estimates are to the original series and is calculated as 
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This is a slight modification (using rounded values) to the Mean Squared Percent 
Adjustment (MSPA) proposed by Di Fonzo and Marini (2009). Also, associated 
with this measure would be the Mean Absolute Difference calculated as: 
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This helps to eliminate small valued series that may have large percent 
difference. For example, the difference between 1 and 2 is 50% and would not be 
as big as a 50% difference that is between 10,000 and 20,000. 

 
4. Root Mean Square Revisions to the Growth Rates – measures how close the 

revised series period-to-period changes are to the original series and is calculated 
as 
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This standardizes the value of the trend objective function for different number of 
time periods in a given revision span.  
 

5. Standard Deviation of Percent Change in Proportional Movement – another index 
proposed by Di Fonzo and Marini (2009) measures the variation in the 
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proportional movement (which the relative revision objective function 
minimizes) and is calculated as 
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It is widely believed that large variations in the proportional movement result in 
large growth rate (period-to-period) changes from the original to revised series. 

 
6. Percentage of Direction Changes in the Growth Rates – measures the percentage 

of time periods that the growth rate (period-to-period) direction changes in a 
revised series. For example, where the original series growth rate is positive and 
revised series growth rate is negative (or vice versa).  
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Yet, not all direction changes are of concern. Those associated with small growth 
rates (e.g. 0.01% to -0.01%) are often not significantly different from zero. 
Therefore, the maximum of original and revised growth rates of the time periods 
where direction changes happen for each series were calculated.  

 
Table 1 shows these summary diagnostics for Denton’s example series for the pro-rating, 
relative, and trend benchmarking methods. The bias and the standard deviation of the bias 
are equal for all three methods because it is not dependent on the benchmarking method. 
Most diagnostics performed as expected for the three methods. One surprise was that the 
pro-rating method was closer to the original data series (RMSPD) than the other two, 
although all methods were very close to the same number. 
 
Table 1: Proposed Diagnostics for the Denton Series by Benchmarking Method  

Method Bias 
Standard 
Deviation 

of Bias 

RMSPD 
(%) 

SDPCPM 
(%) 

RMSR 
(%) 

DC  
(%) 

Pro-Rating 
1.05 0.02 

19.36 11.77 6.03 0.00 
Relative (Denton) 19.91 6.65 9.07 0.00 

Trend (C-T) 19.67 8.65 4.92 0.00 
 

4. Empirical Study 
 

To summarize the proposed diagnostics, economic time series from the construction, 
manufacturing, retail, wholesale, and services industries currently benchmarked at the 
U.S. Census Bureau were used. Table 2 is a summary of the series by frequency and 
survey, along with the annual benchmark report year(s) for the series used. For some of 
the surveys all the series that are benchmarked were used and for others samples from the 
different years were used. Although, there is a good representation of the types of series 
benchmarked. 
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Table 2: Summary of Economic Time Series Used in Study 

Frequency Survey Years 
Number 
of Series 

Monthly 

Value of Construction Put in Place (VIP) 2005-2009 20 
Manufacturers’ Shipments, Inventories, and Orders 

(M3) 
2011 288 

Monthly Retail Trade and Food Services (MRTS) 2009,2011 170 
Monthly Wholesale Trade (MWTS) 2009,2011 166 

Quarterly 
Quarterly Retail E-Commerce Sales (QEC) 2008 14 

Quarterly Services Survey (QSS) 2008 39 

Annual 

Annual Retail Trade Survey (ARTS) 2004,2010 486 

Annual Wholesale Trade Survey (AWTS) 
2004,2008

,2010 
672 

Service Annual Survey (SAS) 2007,2010 378 
 
Figure 4 shows boxplots of the Bias by survey. Most of the surveys appear to have bias 
centered near one except for the Quarterly E-Commerce and VIP surveys. A number of 
the series in these two series have larger values for the benchmarks compared with the 
original series. A bias far from one does not always mean problems will occur in the 
revised series.  
 

 
Figure 4: Boxplots of Bias by Survey 

 
When comparing the revised series from the different software programs differences 
occurred more often when the bias had high variability (Brown 2012). For example, the 
VIP series tend to have few problems even though the bias was large because the 
variability is smaller. Figure 5 shows the boxplots of the standard deviation of the bias by 
survey. The Quarterly E-Commerce has large variability in the bias and the revised series 
tend to have more problems along with a few of the annual series.  
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Figure 5: Boxplots of Standard Deviation of Bias by Survey 

 
Figure 6 shows the boxplots of the RSMPD for the trend revision by survey. The pattern 
is very similar to the bias, which makes sense given that they both show the difference 
between the revised and original series (just at different frequencies). Although, in this 
case all the outliers appear on one side (due to the nature of diagnostic) thus showing that 
the VIP survey has the largest percent differences between revised and original series on 
average. 
 

 
Figure 6: Boxplots of RMSPD for Trend Revision by Survey 

 
When comparing the relative and trend revision by RSMPD neither method was clearly 
better than the other was across all surveys (See Table 3). For, a few annual and monthly 
stock (inventories) retail series, the rounded series were exactly equal. This was expected 
due to the two types of benchmarking methods being compared, since one is the starting 
point for the other. 
 

Business and Economic Statistics Section – JSM 2012

925



 

 

Table 3: Percentage of Series picked “Best” by RMSPD Diagnostic 
Frequency Survey Relative Trend Equal 

Monthly 

VIP 60.00 40.00 0.00 
M3 47.57 52.43 0.00 

MRTS 30.59 60.59 8.82 
MWTS 39.76 60.24 0.00 

Quarterly 
QEC 28.57 71.43 0.00 
QSS 48.72 51.28 0.00 

Annual 
ARTS 53.09 33.33 13.58 
AWTS 40.63 58.18 1.19 
SAS 53.44 43.39 3.17 

 
Figure 7 shows the boxplots of the RMSR diagnostics for the trend revision. The 
quarterly E-Commerce series, as expected, have larger RMSR values. Interestingly, the 
annual series had highly right skewed distributions. Upon further investigation, most of 
the series with a really larger RMSR diagnostic also have large original growth rates (See 
Figure 8). As expected, when comparing the benchmarking methods with the RMSR 
diagnostic the trend revision is overwhelming picked to be better (See Table 4).  
 

 
Figure 7: Boxplots of RMSR for Trend Revision by Survey 

 
Table 4: Percentage of Series picked “Best” by RMSR Diagnostic 

Frequency Survey Relative Trend Equal 

Monthly 

VIP 5.00 95.00 0.00 
M3 0.00 100.00 0.00 

MRTS 4.12 87.06 8.82 
MWTS 0.00 100.00 0.00 

Quarterly 
QEC 0.00 100.00 0.00 
QSS 0.00 100.00 0.00 

Annual 
ARTS 5.35 81.07 13.58 
AWTS 0.60 98.21 1.19 
SAS 0.53 96.30 3.17 
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Figure 8: Original and Revised Series of an Annual Series with Large RMSR 

 
Figure 9 shows the boxplots for the SDPCPM diagnostic for the trend revision. The 
distributions appear to be similar to the RMSR diagnostic, which suggests there is a 
relationship between the two measures. Although, there are a few differences that are 
hard to ignore like the outlier found in the quarterly E-Commerce series. 

 

 
Figure 9: Boxplots of SDPCPM Trend for Revision by Survey 

 
When comparing the benchmarking methods with the SDPCPM diagnostic the relative 
revision is overwhelming picked to be better (See Table 5). This is opposite of the RMSR 
diagnostic. If fact, we would expect the percentages to be exactly opposite but due to 
rounding the final revised series produce differences from the unrounded revised series. 
Although, the rounded revised series that are equal for both methods are still equal as for 
all the other diagnostics. 
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Table 5: Percentage of Series picked “Best” by SDPCPM Diagnostic 
Frequency Survey Relative Trend Equal 

Monthly 

VIP 100.00 0.00 0.00 
M3 100.00 0.00 0.00 

MRTS 83.53 7.65 8.82 
MWTS 99.40 0.60 0.00 

Quarterly 
QEC 100.00 0.00 0.00 
QSS 92.31 7.69 0.00 

Annual 
ARTS 82.10 4.12 13.58 
AWTS 98.51 0.30 1.19 
SAS 96.56 0.26 3.17 

 
Table 6 summarizes the percentage of direction changes found between the original and 
revised series by survey. For a number of surveys, the percentage of series with at least 
one direction change is much higher than previously thought. For a number of them this 
is because the original growth rate was very close to zero and there even a small revision 
would make it change direction. The analysts generally are not concerned about these 
types of direction changes.  
 
Table 6: Summary of Percentage of Direction Changes Diagnostics 

Frequency Survey 
% of Series with 

At Least One 
Direction Change 

Average % of 
Direction 
Changes 

Average 
Maximum 

Absolute Original 
Growth Rate 

Monthly 

VIP 85.00 7.23 4.51 
M3 90.27 4.63 1.05 

MRTS 40.00 1.11 0.51 
MWTS 68.07 3.17 0.87 

Quarterly 
QEC 92.85 7.53 10.19 
QSS 58.97 4.50 1.11 

Annual 
ARTS 25.51 5.23 2.42 
AWTS 37.35 6.44 3.74 
SAS 38.10 5.58 3.73 

 
Table 7: Percentage of Series picked “Best” by Direction Change Diagnostic 

Frequency Survey Relative Trend Equal 

Monthly 

VIP 15.00 20.00 65.00 
M3 5.90 10.42 83.68 

MRTS 2.94 9.41 87.65 
MWTS 8.43 3.61 87.95 

Quarterly 
QEC 21.43 35.71 42.86 
QSS 0.00 2.56 97.44 

Annual 
ARTS 2.47 2.06 95.47 
AWTS 4.61 2.53 92.86 
SAS 3.70 2.38 93.92 

 
For a number of very volatile series though the direction changes were of concern but 
neither method appeared to be better. In fact, the benchmarking method seemed to have 
little effect on the number of direction changes with a large percentage being equal (see 
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Table 7). This would suggest the characteristics of the original series and the relationship 
with the benchmarks play a much bigger role in the type and magnitude of direction 
changes.  

 
5. Conclusion 

 
For large sets of time series, it is difficult to review individual revised series by text and 
graphical analysis. I proposed several diagnostics to identify the top problem series. The 
bias, standard deviation of the bias, and the root mean square percent difference 
(RMSPD) can help identify those series where the benchmarks differ the most from the 
original series and are volatile. This can lead to further review of the inputs to make sure 
they are correct with no errors. Depending on which movement preservation is most 
important, proportional or growth rate, the two competing diagnostics of SDPCPM and 
RMSR can be compared. Although large values for both diagnostics would generally 
pick the same series.  
 
The empirical study suggested that the number and size of direction changes in the 
revised series were less likely to be due to the benchmarking method as to the 
relationship between the benchmarks and original series. It also appears that a number of 
problem series could be identified before benchmarking by looking at the volatility of the 
growth rates in the original series and the movement of the benchmark to original ratios. 
Further analysis with a simulation study that has known problem series would help 
identify which diagnostics do the best job in identifying those series. 
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