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Abstract. Statisticians are aware of the fact that measures such as: mean, 
variance, Pearson correlation coefficient are disproportionately influenced 
by relatively few extremely large observations and, therefore, are unreliable 
as statistical measures in comparing overall quality of data with an 
extremely skewed distribution. Tabular data cells follow an extremely 
skewed distribution. In this paper we show that linear-programming-based 
controlled tabular adjustments (CTA), which generates synthetic tabular 
data (Dandekar2001), makes use of a least absolute difference linear 
regression model and is well-suited to control overall data quality on its own 
without additional steps proposed by quality preserving controlled tabular 
adjustments (QP-CTA) that has been heavily promoted to the statistical 
community since 2003. 
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1 Introduction 

Controlled tabular adjustments to generate synthetic tabular data  (Dandekar2001) is the 
only method which has been currently demonstrated to be effective in protecting sensitive 
cells in tables containing extremely large multi-dimensional counts data and magnitude 
data with complex hierarchies and linked table structures. The concept of synthetic 
tabular data, which closely mimics real tabular data and at the same time protects 
sensitive information contained in the tabular format magnitude data, was introduced in 
December of 1996 as an alternative method to the then state-of-the-art micro data level 
multiplicative noise addition method. The synthetic tabular data generation procedure has 
been perceived to be a non-statistical ad hoc procedure by many in the statistical 
community. In this paper we demonstrate that the CTA procedure to generate synthetic 
tabular data, as formally proposed (Dandekar2001), is in fact a valid statistical procedure 
and utilizes a linear regression error correction model to achieve that goal. We also 
demonstrate that the original procedure is well-suited to control overall data quality on its 
own without incorporating the additional steps proposed by quality preserving controlled 
tabular adjustments (QP-CTA), since 2003. To demonstrate the statistical properties of 
the CTA protected synthetic tabular data, we use a real life table structure of typical 
hierarchical and linked complexities (Dandekar2007) populated with an artificial micro 
data generator developed and used by this author since 1998. 

                                                 
1 This paper is released to encourage discussion and critical comment.  The analysis and conclusions expressed here are those of the author(s) and not necessarily 
those of the U.S. Energy Information Administration (EIA) or the Department of U.S. Energy (DOE). 
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2 Fundamentals of Tabular Format Magnitude Data 

Tabular format magnitude data is not micro data.  Each table cell within a table is macro 
data and consists of an aggregate of multiple micro data records. A table, in general, is a 
collection of individual table cells and often contains many multiple levels of aggregates 
of “aggregates of macro data” resulting from imbedded hierarchical table structures.  
The concept of macro data analysis, therefore, is not identical to the concept of micro 
data analysis. Statistical measures, such as average value, standard deviation, and 
correlation coefficient analysis of micro data (records), have different interpretations in 
macro data analysis. Multiple levels of aggregates of “aggregates of macro data” further 
dampen the properties associated with individual micro data records.  Exceptions to this 
rule are individual table cells with very few micro data records, and table cells 
dominated by a few micro data records. This phenomenon necessitates the creation of 
synthetic tabular data, in the first place.  
 
Tabular data cells within a table follow a skewed distribution. This property is further 
aggravated significantly with the increase in the dimensionality and the complexity of 
table structure and by groups of logically related (linked) table structures that need to be 
analyzed and protected together. As a result, measures such a mean, standard deviation, 
and correlation coefficients that are commonly used for symmetrically distributed data 
are less useful in comparing synthetic tabular data with real tabular data. The more 
appropriate comparison measures are by comparing either probability density functions 
or cumulative distribution functions of synthetic tabular cells with real table cells.    

3 Connection of Mean and Median to Optimization 

 The statistical mean value of a variable is widely defined as the sum of multiple 
observations divided by the total number of observations. Similarly, median value is 
widely defined as the value of a variable at the mid-point when all observations are 
arranged in non-decreasing sequence. Strictly speaking though, the correct technical 
definition of mean value is the point that minimizes the sum of the squared deviations 
between the data points and mean value, itself2

 

.  In short, the mean is estimated by using 
a least squares measure. Similarly, the correct technical definition of median value is the 
point that minimizes the sum of the absolute values of the difference between each data 
point and the median, itself. Thus, the median is estimated by using a least absolute 
deviation measure. 

For a symmetric distribution, the mean and median are the same. As a result, the outcome 
from the least squares measure is similar to the least absolute deviation measure.  
Similarly, for a skewed distribution, the median is a more accurate representation of 
central tendency than the mean. Consequently, the outcome from the least absolute 
deviation measure, which is used for generating synthetic tabular data (Dandekar2001), is 
more appropriate and robust measure than the outcome from the least square measures 
proposed by QP-CTA.  

                                                 
2 Vanderbei, Robert, “Linear Programming Foundations and Extensions”, Springer International Series in 
Operations Research & Management Science, Vol. 114. 
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4 Typical Linear Regression Model 

Typical linear model is of the form  
 

e = [ Y - ∑n
  aj *  Xj ]      (1)   

 
Where Y = response variable, aj = unknown parameter vector, Xj = controlled variable 
vector, n = number of control variables and  e = estimation error.  
 
By using m different observations available for Y and Xj, the objective is to determine 
the best values of parameter vector aj which will estimate Y with overall minimum 
estimation error. The overall estimation error e in the equation (1) can be minimized by 
using a linear regression model either by using the L1 norm measure, or by using the L2 
norm measure. 
 
By using the L1 norm measure the linear regression model in the error form (1) becomes: 
 

argmin ( ABS [ ∑m ei ] ) =  argmin ∑m  ( ABS [ Yi - ∑n
  aj *  Xij ]  )            (2)  

 

Similarly, by using the L2 norm measure the linear regression model in the error form (1) 
becomes: 

 

argmin ∑m ( ei )2 =   argmin ∑m  [ Yi - ∑n
   aj *  Xij ] 2        (3) 

5 Comparison of the CTA Model to Linear Regression Model 

The synthetic tabular data generation procedure is formulated in the Dandekar2001 paper 
by using Fischetti and Salazar notations and mixed integer linear programming (MILP) 
formulation as: 
Minimize ∑ [ c
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y
i

- 
= negative adjustment to cell value  

UB
i 
and LB

i 
Upper and lower cell bounds  

      c
i 
= cost function. 

The conditions (5) to (9) are imposed in an attempt to maintain table cell additivity by 
using (5); to maintain tabular data quality by using (6) and (7); and to prevent statistical 
disclosure of sensitive tabular cell values by imposing (8) and (9).  
 
The proposed CTA model used to generate synthetic tabular data, is a least absolute 
deviation linear regression model3 similar to shown in equation (2) with one difference4. 
In the CTA formulation the error correction terms are associated with the “n” control 
variables and not with the “m” observations5

 

. The unknown regression parameter aj in 
the CTA model in essence also plays a role of error correction term.  As a result, equation 
(2) is processed separately in the CTA formulation by decomposing it in to two different 
components, namely an error minimization component (4) and table additivity 
component (5).  Each controlled tabular adjustment is treated as a separate regression 
parameter aj. The unknown parameters are estimated by performing a linear regression 
analysis. The regression parameter aj is further separated in to two independent 
components, yj

+ and yj
–, by using a mathematical relationship of the form aj =  yj

+ – yj
-    to 

separately identify positive adjustment and negative adjustment to the table cell value. In 
this formulation yj

+ and yj
- are greater than or equal to zero. As a result, when yj

+ > 0, 
then yj

- = 0; and when yj
- >0, then yj

+  = 0.   

The control variable Xij from (2) is used to represent the table structure in a matrix 
notations M in (5) by using a discrete variable {+1, 0, -1} to define m different additive 
table relationships. The control variable is assigned a value of zero when the table cell is 
not contributing to any given additive table relationship. The control variable is assigned 
a value of +1 when the table cells makes an additive contribution to a given table 
relationship. The value of -1 is assigned to the control variable when the table cell value 
is an aggregate of other cell values contributing to the additive relationship. The response 
variable Yi is always equal to zero to ensure that table additivity conditions are fully 
satisfied. Imbalances imposed in the table structure (5) by non-zero (conditional) table 
parameters (8) and (9) initiates the error minimization task to rebalance the entire table.      
 

In the final LP solution, not all controlled variables enter as explanatory variables. 
Similarly, in the final solution, not all the equality constraints (additive relations) come 
into play. The number of controlled variables selected as explanatory variables 
(regression parameter not equal to zero)6

                                                 
3 For additional technical details on the use of linear programming to perform linear regression analysis 
please refer to a technical paper by Harvey M. Wagner,  “ Linear Programming Techniques for Regression 
Analysis”, Journal of the American Statistical Association, Vol. 54, No. 285 (Mar., 1959), pp. 206-212. 

 are of the same order of magnitude as the 
number of binding additive table relations. 

4 For additional explanation on CTA formulation with Wagner1959 paper please see appendix A. 
5 CTA can also be formulated as shown in equation (2) by associating error correction terms with 
“m” observations. That formulation, however, is less flexible. 
6 In the linear programming based tabular data complementary cell suppression (CCS) procedure, 
table cells with non-zero regression parameters are suppressed. Unlike CTA procedure, the CCS 
procedure uses multiple localized linear regression model runs to develop cell suppression pattern. 
In short CCS procedure is a statistical procedure. 
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6 Modified Interpretation of Cost Functions in the CTA Model 

The “appropriate statistical” measure of the overall quality of synthetic tabular data 
generated by the CTA model could be derived by aggregation of total percent error 
introduced in all table cell values. This objective is best achieved by measuring the 
cumulative absolute percent (or fractional) error introduced by the synthetic data 
generation procedure over all table cell values. That requirement is easily implemented in 
equation (4) by an appropriate use of the cost function c

i
 in the linear programming 

objective function. Directly associating the cost function c
i
 , which is a reciprocal of table 

cell value xi, with deviations in table cell value variables  ( yi
+ and yi

- ) appearing in the 
objective function (4), in essence converts the deviations into percent (or fractional) error 
form. The variable transformation of ynew

+ = y+ / x   and ynew
- = y- / x   allows converting 

the weighted CTA model specified in equation (4) into an un-weighted least absolute 
deviation linear regression model. 
 
In the LP-based tabular data complementary cell suppression procedure related literature, 
the cost functions are typically associated with deviation in the table cell values. Cost 
functions such as, 1) constant value, 2) cell value, 3) log (cell value), and 4) reciprocal of 
cell value are often used to develop different cell suppression patterns. This interpretation 
of the cost function needs to be changed when the same cost functions are used to 
generate synthetic tabular data by controlled tabular adjustments. The change in the 
interpretation of the cost function could be achieved by transformation of the cost 
function to a new cost function by simultaneously multiplying and dividing the cost 
function by a related table cell value, and then by associating the cell value in the 
denominator of the cost function with the variable in the objective function to transform 
the variable into fractional (or percent) form. Such a transformation allows us to estimate 
the cumulative percent error associated with the CTA procedure.  Table 1 show the 
appropriate interpretations of some of the conventional LP cost functions, when they are 
used to generate synthetic tabular data by controlled tabular adjustments 

Table 1. 

CONVENTIONAL LP COST 
FUNCTION 

 EQUIVALENT CTA RELATED PERCENT 
CHANGE COST FUNCTION 

CONSTANT  CELL VALUE 
CELL VALUE  CELL VALUE * CELL VALUE = (CELL 

VALUE)2 

LOG (CELL VALUE) LOG (CELL VALUE) * CELL VALUE 
1 / CELL VALUE CONSTANT 
1 / (CELL VALUE)2 1 / CELL VALUE 
[LOG(CELL VALUE)] / CELL 
VALUE 

LOG(CELL VALUE) 

7 Statistical Properties of the CTA Model 

Synthetic tabular data is created to protect sensitive table cells. Sensitive cells typically 
have small magnitudes and are clustered towards the left of the probability density 
function. The intentional distortion in the sensitive table cell values is counter balanced 
by a combination of the direction of distortion (up or down) of other sensitive cell values 
and by a “minor” adjustment of non-sensitive cell values.  Various options for controlled 
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tabular adjustments by an appropriate use of the cost function in (4) are possible. 
Multiple factors such as frequency of table publication, and table structure determine 
which option to use. Irrespective of these factors, the major requirement for the synthetic 
tabular data generation procedure is that the least amount of table cells undergo changes 
in their value, no matter how trivial the change. This requirement is easy to accomplish 
when the CTA model estimation errors follow a Laplace distribution with a relatively 
large peak and rapid decay.   
 
The CTA model uses a linear error model over a relatively narrow range of the 
explanatory variables and therefore avoids problems associated with extremely wide and 
skewed table cell distribution. The typical CTA model estimation range is from zero 
percent change (no change) to up to 100% change in the table cell value. To demonstrate 
the effectiveness of the CTA model, we have used the same real life table structure of 
moderate hierarchical and linked complexity used in Dandekar20077

 

. The table consists 
of eight two-dimensional cross sections (two three-dimensional cross sections) linked in 
the four-dimensional space. The table is populated with the non-real synthetic micro data 
using the same procedure described in that paper. The p percent rule with p=10% is used 
to identify sensitive cells. 

The distribution associated with simulated tabular data and real tabular data (obtained by 
using a published data table in February 2006) are shown in Fig 1 and Fig 2. The 
simulated tabular data consists of 1,556 table cells while the real table contains 1,125 
table cells. In both graphs the vertical scale uses a log transform of the table cell value. 
We have shown the distribution from real table cell values along side with simulated data 
used in this paper to demonstrate the effectiveness of the artificial synthetic micro data 
generator used by this author since 1998 to recreate real life tables for SDL research 
projects8

                        Fig.1. 

.  

 

 
 
 
 
 

                                                 
7 Input data used in this paper and optimum solutions (courtesy of Prof. Jordi Castro)  are available 
from  http://www-eio.upc.es/~jcastro/data/dandekar_2012.zip . 
8 Other synthetic tabular data generators which bypass generating simulated micro data records and directly 
populate tabular data cells are not capable of recreating complexities of real life multi-dimensional table 
structures and therefore are unsuitable for SDL research. 
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                     Fig. 2. 

  

The histogram in Fig 3 uses the logarithmic scale for the table cell values and 
summarizes the distributions of sensitive and non-sensitive cells in the simulated table 
structure by dividing the range of table cell values in twenty equal-size intervals.  
Sensitive cells are clustered to the left of the non-sensitive cell distribution. 

                      Fig. 3. 

 

By using a distance measure, we have used two different cost functions of a) the cell 
value (referred to as L1 norm small) and b) the reciprocal of the cell value (referred to as 
L1 norm large) to evaluate the error distribution properties of the CTA model. The first 
cost function targets relatively small value table cells for adjustments, while the second 
cost function targets relatively large value table cells for adjustments. The near optimum 
solutions of the CTA model are courtesy of Prof. Jordi Castro9.  The overall performance 
statistics from these two model runs are summarized in Table 2 by using eleven different 
percent error distribution categories.  In both the options the majority of non-sensitive 
cells are unchanged10

 

. Both options create Laplacian error distribution which is typical of 
the L1-norm linear regression model.  

To demonstrate how the location of outliers changes depending on which error 
measure we use, in Figures 4 to 7 we have shown a synthetic non-sensitive data error 
distribution by using a “distance” measure typically used by the linear programming 
applications and by using a “percent error” measure proposed earlier in this paper to 
estimate the percent error associated with synthetic tabular data. For L1small and L1large 

                                                 
9 J. A. González, J. Castro, A heuristic block coordinate descent approach for controlled tabular 
adjustment, Computers & Operations Research, 38 (2011) 1826-1835 
10 To further increase the total number of unchanged non-sensitive cells, Dandekar2001 paper 
demonstrates a simple iterative refinement of LP solution procedure in the section 5 of the paper.   
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options, by using a distance measure the vertical axis range is from -150 units to +150 
units. The percent cell value change vertical axis is much larger for the L1small option 
(from -20% to +20%), as compared to that for the L1 Large option (from -4% to +5%).  
 

                 Table 2. 

 
               Fig. 4.    

 

                  Fig. 5. 

 

Fig. 6. 
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Fig. 7. 

 

To demonstrate the effects of table cell value changes resulting from the CTA procedure 
on the overall cell distribution, in Table 3 we summarize before and after cell value 
distributions separately for sensitive and non-sensitive cells by using both the L1 norm 
small and the L1 norm large criteria. The CTA procedure trivially affects the relative 
cell distributions. 

Table 3.  
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8 Conclusion 

We have demonstrated that the CTA procedure to generate synthetic tabular data, as 
originally proposed (Dandekar2001), is in fact a valid statistical procedure and utilizes a 
least absolute deviation linear regression model to achieve that goal. The model creates a 
error distribution with a relatively high peak and a rapid decay function.  Due to highly 
skewed distribution of tabular data cells, Statistical measures advocated by QP-CTA are 
ineffective in further improving the overall data quality. The near optimum solutions 
used in this paper are possible only for problems with relatively few variables. In practice 
relatively large problems need to be solved by using heuristic procedure similar to that 
proposed in the Dandekar2001. In Appendix B we have summarized the outcome from 
the Dandekar2001 heuristic to allow comparisons with MILP solutions used in the paper.  
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Appendix A 

 
 

Appendix B 
The summary outcome from Dandekar2001 plus/minus heuristic by using L1 norm large 
option, which is also available from the Dandekar2007 paper, is as follows: 
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                    Table 4. 

 
                       Fig. 8. 

 

Figures 9 and 10 show the adjusted vs. true sensitive cell values for both L1 small and L1 
large options used in this paper. For the L1 small option more of the larger sensitive cells 
appear to have been fixed at the lower bound. For the L1 Large option, multiple clusters 
of sensitive cells are changed in the same up or down direction. 

                     Fig. 9. 

 

                 Fig. 10. .
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