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Session Abstracts

A Themed Session

1 Designing Courses on
Statistical Computing

Section on Statistical Computing, Section on
Statistical Education, WNAR
Sunday, August 3, 2:00 p.m.-3:50 p.m.

Computing in the Nonintroductory Statistics

Classes

% Deborah Nolan, University of California, Berkeley, Dept of Statistics, 367
Evans Hall MC 3860, Berkeley, CA 94720-3860, nolan@stat.berkeley.edu

Key Words: statistical computing, undergraduate program, curriculum de-
velopment

Our current undergraduate curriculum often omits the important area of
computational literacy and data technologies which is becoming increasingly
more important for all aspects of the practice of data analysis and statistics.
We will outline approaches to bringing these topics into the statistics curric-
ulum, either by introducing new focused classes or by integrating topics into
existing classes. We will discuss our experiences in doing this over the previ-
ous four years. We firmly believe that essential computational skills provides
an enormous value-added to our students and excites and empowers them
to be able to approach data problems in an involved, fun and creative rather
than in a formulaic, old-fashioned manner.

Computational Graphics

* Leland Wilkinson, Northwestern University, Chicago, IL,
leland .wilkinson@gmail.com

Key Words: graphics, graduate courses, statistical computing

Statistical graphics are at the core of statistical practice, yet few graduate
programs have integrated graphics into their graduate curriculum. There are
two approaches to introducing graduate students to the field of statistical
graphics—one involving a semester-long course, and the other involving a
two-week segment of a graduate course in statistical computing or data anal-
ysis. The former approach should include a broader view of information visu-
alization, as well as an introduction to design and use of graphical software.
The latter approach necessarily involves a minimal introduction to graphics
practice and available software. This talk will discuss potential curricula for
both approaches.

Computing in the Graduate Curriculum

% Duncan Temple Lang, University of California, Davis, Department of
Statistics, 4210 Math Sciences Bldg., 1 Shields Avenue, Davis, CA 95616,
duncan@wald.ucdavis.edu

Key Words: Computing, curriculum, graduate, technologies
Our graduate students need to be able to work with data from a myriad of

sources, in different formats and in large volume. They need to work with
code developed by other people. And they routinely need to perform complex
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and intensive simulation studies. Modern computing, along with more
traditional numerically-oriented techniques (e.g., optimization), is fast
becoming a key skill in academic and industrial work, yet our curricula have
hardly changed during the computer “revolution.” Our students need to be
mathematically and computationally literate. I will discuss possible topics
and syllabi for integrating computing into the Master’s and PhD programs,
focusing on the different types of students we see in statistics today and
prioritizing these topics and relative to other competing statistical topics in
our curricula. This dimension should strengthen our discipline.

2Recen’r Advances in Computer
Experiments: New Methods with
Diverse Applications @

Section on Physical and Engineering Sciences, Section
on Quality and Productivity
Sunday, August 3, 2:00 p.m.-3:50 p.m.

Gaussian Process Models for Computer
Experiments with Qualitative and Quantitative

Factors

¥ C.E. Jeff Wu, Georgia Institute of Technology, School of Industrial and
Systems Engineering, Atlanta, GA 30332, jeffwu@isye.gatech.edu; Zhiguang
(Peter) Qian, University of Wisconsin-Madison; Huaiqing Wu, Iowa State
University

Key Words: Gaussian process, computer experiments, design of experi-
ments, Information technology, optimization, spatial process

Modeling experiments with qualitative and quantitative factors is an im-
portant issue in computer modeling. In this work a framework for building
Gaussian process models that incorporate both qualitative and quantitative
factors is proposed. The key to the development of these new models is an
approach for constructing correlation functions with qualitative and quan-
titative factors. An iterative estimation procedure is developed for the pro-
posed models. Modern optimization techniques are used in the estimation
to ensure the validity of the constructed correlation functions. The proposed
method is illustrated with a real example from the IT industry for modeling
enterprise data center thermal distribution.

A Bayesian Approach for the Identification of

Pollution Source Directions
% C. Shane Reese, Brigham Young University, Department of Statistics, 230
TMCB, Provo, UT 84602, reese@stat.byu.edu

Key Words: computer experiments, Bayesian methods, Markov chain
Monte Carlo, Reversible Jump MCMC, Pollution source apportionment, En-
vironmental statistics

Pollution source apportionment (PSA) is the practice of identifying and
describing pollution sources and their contributions. PSA frequently requires
the identification of source directions, often as a post-analysis check to
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ensure that the contribution estimates are reasonable. This paper develops
amethod of identifying source directions using Bayesian regression. MCMC
is used to evaluate the complex relationship among observed pollutant
concentrations, available meteorological information, and unknown source
direction parameters. The method is flexible enough to identify multiple
source directions for cases in which a species or source type of interest is
emitted at more than one location, and Reversible Jump MCMC is used to
evaluate the appropriate number of sources.

Cadlibration and Ensemble Prediction for
Multiple Computer Models and Data Sources

% Brian Williams, Los Alamos National Laboratory, Statistical Sciences
Group, Los Alamos National Lab, Los Alamos National Lab, NM 87545,
brian@lanl.gov; Thomas J. Santner, The Ohio State University; Max Morris,
Iowa State University

Key Words: Computer experiments, Gaussian process, Multivariate, Bayes-
ian methods, Model averaging

With the proliferation of mathematical models and numerical methods for
their solution, we are often faced with several computer models that can be
used to predict the same outcome. While these models have common engi-
neering inputs, their different physics or biological simplifications often lead
to model-specific calibration parameters. In addition, some applications al-
low multiple data sources which allow calibration of subsets of the common
parameters in one or more of the computational models. This talk will de-
scribe methodology that uses simultaneously the outputs from all available
computer models and data sources to calibrate unknown model parameters
and to provide ensemble predictions of the code output. An example will be
given to illustrate the proposed methods.

Design and Analysis of Computer Experiments
in High Dimensions

% Derek Bingham, Simon Fraser University, Department of Statistics and
Actuarial Science, 8888 University Drive, Burnaby, International V5A 156
Canada, dbinghamestat.sfu.ca

Key Words: Gaussian process, computer experiments, design of experi-
ments, likelihood methods, high-dimensional data, cosmology

Gaussian process (GP) models have proven to be very useful in modeling
computer simulation output. This is because many computer codes are es-
sentially noiseless and respond very smoothly to changes in input settings.
In some applications, the simulation output is a function of a large p-dimen-
sional input vector x. After a fixed number of simulations are carried out, a
GP model can be used to predict the simulation output at untried settings.
It turns out, that the run sizes required for high dimensional inputs can be
computationally burdensome for fitting the GP. In this talk, we describe
strategies we've found useful for fitting such models when the number of
simulation runs is large. This work is motivated by an ongoing application
in cosmology.
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3 Statistical Issues for
Biodiversity Assessments @

Section on Statistics and the Environment
Sunday, August 3, 2:00 p.m.-3:50 p.m.

Predicting Seasonal Changes in Species
Composition and Richness While Accounting
for Imperfect Detectability

* Robert M. Dorazio, U.S. Geological Survey/University of Florida,
Department of Statistics, University of Florida, Gainesville, FL 32611-0339,
bdorazio@ufl.edu; Marc Kery, Swiss Ornithological Institute; J. Andrew
Royle, U.S. Geological Survey

Key Words: biodiversity, species richness, open community, dynamic model

Species richness is perhaps the most widely used metric of biodiversity. How-
ever, in surveys of biological communities, some species typically go unde-
tected. Therefore, statistical models are needed to estimate community-level
characteristics, such as richness, while accounting for the imperfect detect-
ability of individual species. Imperfect detection is also important when try-
ing to infer the seasonal dynamics of communities, which often include the
superposition of species-specific phenologies. For example, seasonal periods
of activity (for animals) or growth (for plants) often vary among species. We
develop a framework for inferring seasonal changes in species composition
and richness based on elemental models of species- and site-specific occur-
rence. This framework is applied in an analysis of the seasonal dynamics of
butterfly species in Switzerland.

Modeling Mixtures of Three States of a Count
Process: A Zero-State and Two Poisson Count

States

% Mary C. Christman, University of Florida, Department of Statistics, IFAS
PO Box 110339, Gainsville, FL 32611, mcxmaneufl.edu

Key Words: Poisson Process, spatial models, zero-inflation

In conservation biology it is important to identify spatial regions with both
high biodiversity and endemics (species found only in one place). When spe-
cies richness is low, usually due to detectability issues, the unobserved true
diversity needs to be predicted in order to develop appropriate management
plans. We develop an extension to the zero-inflated Poisson regression mod-
el that simultaneously models the counts as a mixture of three processes:
a zero state, a Poisson count state for the majority of observations, and a
second Poisson count state for the very high species richness counts. The
estimators of the regression coefficients are obtained using a Bayesian hier-
archical approach with non-informative priors. We show that this approach
has better predictive capability than the two-part zero-inflated count model
and elucidates the underlying mechanisms determining diversity.

A Hierarchical Spatial Model for Predicting

Forest Biodiversity Across Large Domains

% Andrew O. Finley, Michigan State University, Department of Forestry
and Department of Geography, Natural Resources Building, East Lansing,
MI 48824-1222, finleya@msu.edu; Sudipto Banerjee, The University of
Minnesota; Ronald E. McRoberts, U.S. Forest Service

Key Words: hierarchical, Bayesian, predictive process, MCMC, biodiversity,
spatial

Predictions of forest biodiversity indices at a fine resolution across large
regions are invaluable to forest management and conservation initiatives.
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We model several important indices of forest biodiversity (e.g., species and
stand structure richness) using a data set consisting of >50,000 observations
across the north-central US. The proposed analysis employs univariate and
multivariate predictive process models with spatially adaptive slopes to ad-
dressissues of nonstationarity and anisotropy. These models adopt a process-
based reduced-rank kriging approach that operates on a lower-dimensional
subspace thereby reducing the computational burden of these complex mod-
els. In addition to the use of the predictive process, we use tapering positive
definite functions to define model covariance matrices, which permit the use
of sparse linear systems for efficient matrix computations.

Predicting and Mapping Forest Species

Compostion and Structural Attributes
% Ronald E. McRoberts, U.S. Forest Service, 1992 Folwell Avenue, St. Paul,
MN 55108, rmcroberts@fs.fed.us

Key Words: nearest neighbors, multinomial logistic regression, discrimi-
nant analysis, satellite imagery

Nonparametric, multivariate nearest neighbors techniques have been shown
to be useful for simultaneously predicting multiple forest attributes from
forest inventory and satellite image data. A two-step nearest neighbors al-
gorithm is proposed in which the class of a relevant categorical variable such
as land cover is predicted in the first step, and continuous variables such as
tree volume are predicted in the second step subject to the constraint that all
nearest neighbors must come from the predicted class of the categorical vari-
able. Nearest neighbors, multinomial logistic regression, and discriminant
analysis techniques are compared for use in the first step, whereas only the
k-Nearest Neighbors (k-NN) technique are used in the second step because
most forest inventory variables do not satisfy the distributional assump-
tions necessary for parametric multivariate techniques.

4 Statistics in Defense and
National Security: Past, Present,
and Future A

Section on Statisticians in Defense and National
Security, Social Statistics Section, CHANCE
Sunday, August 3, 2:00 p.m.-3:50 p.m.

Statistics and National Defense Until 1960

¥ Fritz Scheuren, The University of Chicago, NORC, 1402 Ruffner Rd,
Alexandria, VA 22302, scheuren@aol.com

The American Statistical Association, especially at its inception, emphasized
the first word in the organization’s name, being founded in 1839, among oth-
erreasons, to support the 1840 Census. No such lineage and linkage between
ASA and national defense has been traced so far to a specific past 19th Cen-
tury event. Nonetheless, while ASA was set up primarily for peaceful pur-
suits, it played a wartime role as science and statistical thinking increasingly
permeated government decisionmaking in the 19th and early 20th Century.
The emphasis in the paper will be on such figures as Florence Nightingale,
Solomon Kullback, Mort Kupperman, Sam Wilks, and Abraham Wald. I will
leave to other speakers more recent applications of our profession to nation-
al defense and homeland security.
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Statistics in Defense and National Security:
You Need More Than Statistics; You Need the
Right Statistics

% Nancy L. Spruill, Office of the Secretary of Defense, 3000 Defense
Pentagon, OUSD(AT&L/ARA), Washington, DC 20301-3000, Nancy.Spruille
osd.mil; Ernest A. Seglie, DOT&E OSD ; Alyson G. Wilson, Los Alamos
National Laboratory

Key Words: Defense, National Security, Testing, Reliability, Analysis, Data

The Defense and National Security communities depend heavily on two im-
portant aspects of statistics: data and analysis/reliability testing. Yet too
often decisionmakers find themselves awash in data/statistics but find out
too late that they do not have actionable information and/or statistical tools
have not been correctly applied/better techniques exist. Statisticians are
working to overcome these shortcomings by implementing the ASA’s 2006
Task Force on Defense and Security, pursing new approaches by ASA’s Sec-
tion on Statistics in Defense and National Security, and responding to out-
reach by defense and national security professionals. This paper describes
initiatives/examples where improvements resulted from involvement of sta-
tistics/statisticians, including a simple technique for cleaning up data, use of
data mining, and reliability testing for an air to surface standoff missile.

Statistics in Defense and National Security:

Past, Present, and an Eye to the Future

% James R. Thompson, Rice University, 6100 Main Street, Dept. of
Statistics, Houston, TX 77005, thomperice.edu

Key Words: beltway bandits, ombudsmen, black boxes, validation, simula-
tion, data analysis

It should be a matter of concern that professional statisticians, in matters
of defense, have largely lost the modeling, simulation and data analytical
functions of our profession. To a large degree, contractors with ill-defined
approaches, which are not subjected to validation from field data, have taken
over these responsibilities. Statisticians are the de facto ombudsmen of sci-
entificinference. Yet, since the McNamara Era, we have stood by and watched
policies, combat models, and black boxes thrust upon our military without
any vetting of their underlying assumptions or stressing of their predictive
utilities by actual data. We statisticians need to stop going along with the
system and start making waves.

5 Recent Bayesian Modeling
and Computation Advances
Published in JCGS @

JCGS-Journal of Computational and Graphical
Statistics, Section on Bayesian Statistical Science
Sunday, August 3, 2:00 p.m.-3:50 p.m.

Bayesian Model-Based Clustering Procedures
% John W. Lau, University of the Witwatersrand, School of Statistics and
Actuarial Science, Private Bag 3, WITS 2050, Johannesburg, South Africa,
South Africa, john.w.lau@googlemail.com; Peter J. Green, University of Bristol

Key Words: Dirichlet process, Hierarchical clustering, Loss functions, Sto-
chastic search

We present a broad class of models for nonparametric Bayesian clustering of
parametric gene expression profiles. Under a surprisingly wide range of prior
assumptions, ‘incremental’ Gibbs samplers for the unknown partition are
available for posterior simulation. The main focus of the talk is on optimal
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clustering under pairwise coincidence loss functions, and we present a novel
heuristic algorithm for the resulting optimization problem.

Calibrating Environmental Engineering Models
% David Ruppert, Cornell University, 225 Rhodes Hall, Ithaca, NY 14850,
dr24@cornell.edu

Key Words: MCMC, Radial basis function, Data transformation

We present a Bayesian approach to model calibration when evaluation of
the model is computationally expensive. Calibration is a nonlinear regres-
sion problem: given data Y corresponding to the regression model f(b), find
plausible values of b. As an intermediate step, Y and f are embedded into
a statistical model allowing transformation and dependence. Typically, this
problem is solved by sampling from the posterior distribution of b given Y
using MCMC. To reduce computational cost, we limit evaluation of f to small
number of points chosen on a high posterior density region found by opti-
mization. Then, we approximate the log-posterior using radial basis func-
tions and use the resulting cheap-to-evaluate surface in MCMC. Our method
can produce results similar to those when the true “expensive” posterior is
sampled by MCMC while reducing computational costs.

Improved Estimation of Normalizing Constants
from MCMC Output

¥ Perry de Valpine, University of California, Berkeley, Environmental
Science, Policy & Management, 137 Mulford Hall #3114, Berkeley, CA
94720-3114, pdevalpine@nature.berkeley.edu

Key Words: MCMC, normalizing constant, state-space, hierarchical model,
mixed model, Bayes factor

Normalizing constants of conditional distributions are central to model
comparisons. They include likelihoods of mixture models, such as hierarchi-
cal models and state-space time-series models, and Bayesian marginal likeli-
hoods. I give three improvements to the bridge-sampling approach of Chib
and Jeliazkov (2001) and Mira and Nicholls (2004). A different proposal
density is used for the normalizing constant estimation than for the MCMC
run. A ratio of effective sample sizes is included in the bridge function. And
a Moving Block Bootstrap estimate of the Monte Carlo variance of the nor-
malizing constant estimate is used to optimize algorithm parameters. I also
show the full conditional is the optimal proposal density for estimating the
normalizing constant. Comparisons from likelihood estimation for a state-
space model show order-of-magnitude improvements in some cases.

6 Advances in Functional Data
Analysis @

Section on Statistical Computing, Section on
Nonparametric Statistics, Section on Physical and
Engineering Sciences, IMS

Sunday, August 3, 2:00 p.m.-3:50 p.m.

Functional Regression in a Marketing Context
* Gareth M. James, University of Southern California, Bridge Hall, 401R,
Information and Operations Management Department, Los Angeles, CA
90089-0809, gareth@usc.edu

Key Words: Functional Regression, Penetration Data, Functional Cluster-
ing, Functional PCA, Marketing Data

Since Bass’s landmark paper of 1969 parametric approaches such as the Bass
model have played an influential role in prediction methods within Market-
ing. Nonparametric techniques such as FDA are relatively unknown in the
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Marketing Literature. In this talk we apply a Functional Regression approach
to penetration curves corresponding to 760 product-country combinations.
Our aim is to predict future penetration levels, time of product takeoff as well
as time and level of peak sales. We compare the nonparametric functional ap-
proach to the Bass model in addition to several other approaches and demon-
strate that considerable improvements in prediction accuracy are possible. In
the process of producing our Functional Regression model we also illustrate
that Functional Principal Components and Functional Clustering methods
provide useful insights into the behavior of the penetration curves.

Forecasting with Functional Data in

E-commerce

¥ Wolfgang Jank, University of Maryland, 4322 Van Munching Hall, College
Park, MD 20742, wjank@rhsmith.umd.edu; Natasha Foutz, University of
Virginia; Gareth M. James, University of Southern California

Key Words: forecasting, principal component analysis, partial informa-
tion, shape analysis, electronic commerce, prediction market

In this talk, we discuss several approaches of forecasting with functional
data. We distinguish between short-term and long-term forecasting scenar-
ios and we outline difficulties (and some solutions) for each scenario. In par-
ticular, we consider the problem of only partially observed information and
how functional data analysis can be used to overcome it. We illustrate our
methods in the context of electronic commerce where we study the problem
of forecasting innovation success early and accurately. To that end, we use
data from the Hollywood Stock Exchange, which is a prediction market used
to forecast the success of Hollywood movies.

Modeling Sparse Generalized Longitudinal

Observations with Latent Gaussian Processes
* Fang Yao, University of Toronto, Department of Statistics, 100 St. George
Street, Toronto, ON M5S3G3 Toronto, fyao@utstat.toronto.edu; Hans G.
Miiller, University of California, Davis; Peter G. Hall, The University of
Melbourne

Key Words: Binomial Data, Functional Principal Component, Functional
Data Analysis, Generalized Repeated Measurements, Prediction, Smoothing

In longitudinal data analysis one frequently encounters non-Gaussian data
that are repeatedly collected for a sample of individuals over time. These
observations could be binomial, Poisson or continuous. The timings of the
repeated measurements are often sparse and irregular. We introduce a latent
Gaussian process model for such data, establishing a connection to function-
al data analysis. We develop functional principal component (FPC) analysis
for this situation and demonstrate the prediction of individual trajectories
from sparse observations. This method can handle missing data and leads to
predictions of the FPC scores. We illustrate these nonparametric methods
with longitudinal data on primary biliary cirrhosis and show in simulations
that they are competitive in competitive in comparisons with Generalized
Estimating Equations and Generalized Linear Mixed Models (GLMM).

Structural Tests in Regression on Functional
Variables

% Laurent Delsol, Institut de Mathématiques de Toulouse, 118 route de
Narbonne, Toulouse, International 31062 France, delsol@cict.fr

Key Words: structural test, functional variable, regression, nonparametric

Many papers deal with structural testing procedures in multivariate regres-
sion. More recently, various estimators have been proposed for regression
models involving functional explanatory variables. Thanks to these new es-
timators, we propose a theoretical framework for structural testing proce-
dures adapted to functional regression. The procedures introduced are inno-
vative and make the link between former works on functional regression and
others on structural testing procedures in multivariate regression. We prove
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asymptotic properties of the level and the power of our procedures under
general assumptions that cover a large scope of possible applications: tests
for no effect, linearity, dimension reduction, etc. We propose a bootstrap
procedure and study its properties on simulations. Finally, we apply various
structural testing procedures on a particular functional data set.

7 Bridging Clinical Trials @

WNAR, Biopharmaceutical Section, Section on Health
Policy Statistics, Biometrics Section
Sunday, August 3, 2:00 p.m.-3:50 p.m.

A Bayesian Approach for Local Bridging
Evaluation and Sample Size Determination in
a Multiregional Trial

Yi-Hau Chen, Institute of Statistical Science, Academia Sinica; Ya-Chi
Wu, Center for Drug Evaluation, Taiwan; % Mey Wang, Center for
Drug Evaluation, Taiwan, 1F, No. 15-1, Sec. 1, Hangjou S. Rd., Taipei,
International 100 Taiwan, mwang@cde.org.tw

Key Words: multi-regional trial, bridging evaluation, Bayesian approach,
sample size determination

A multiregional trial, conducted in more than one region under a common
protocol, has been proposed with the desire to allow for global drug devel-
opment and registration. Further, a multiregional trial allows for bridging
evaluation so that global information can be utilized to support the regis-
tration of the drug at a given local region. From a statistical point of view,
such an “information sharing” purpose can be nicely achieved by appealing
to suitable Bayesian analysis. We propose a Bayesian approach for evaluat-
ing the drug effectiveness at a local region in a multiregional trial, where
the posterior probability that the drug is effective at the local region is used,
with the prior information obtained from the global data. A corresponding
Bayesian approach for determination of the required sample size for evaluat-
ing the drug effectiveness in a local region is also proposed.

Statistical Issues in Multiregional Clinical Trials

% Yoko Tanaka, Eli Lilly and Company, Lilly Corporate Center, DC6161,
Indianapolis, IN 46285, yokotelilly.com

Multiregional clinical trials are commonly conducted for registration of a
new drug in various countries. The advantages of multiregional clinical tri-
als may be the overall efficiency, including the speed, cost reduction, and bet-
ter generalization of the results. However, it may not always be clear how to
design or evaluate such multiregional clinical trial data, nor what evidence
would have to be shown to the regulatory agency in a country or region.
Particular issues to be considered include differences in ethnicity, medical
practice, patient population, and dose regimen; number of subjects needed
in each country or region; method of analysis of “by-country” or “by-region”
data; and interpretation of overall and “by-country” or “by-region” data. Al-
though there may not be a gold standard statistical approach to these issues,
there are a number one can adopt.

Some Considerations in Design and Analysis

of Multiregional Clinical Trials
¥ Yoichi Ii, Pfizer Japan, Inc, Shinjuku Bunka Quint Bldg., 3-22-7, Yoyogi,
Shibuya-ku, Tokyo, International 151-8589 Japan, yoichi.ii@pfizer.com

Key Words: multi-regional clinical trials, ICH-E5, global drug development
Increasing desire for simultaneous global drug development has motivated

industry and regulatory agencies to update ICH-ES, specifically addressing
multiregional trials. Japanese agency has also published a local guidance on
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the topic (2007). Yet, much remain unclear. Empirical Bayes approaches al-
low borrowing of strength, but relying too much on information from oth-
er regions may be an issue for a small region or when there is an apparent
heterogeneity. Kawai, et al. (2007) gives a rationale for a minimum sample
size for the smallest region, which could cap the influence of other regions.
Furthering this idea, how could one borrow information, for example, when
there are intrinsic and extrinsic factors that could lead to differences in
treatment effect across regions. We will discuss how such factors could be
incorporated into the design and analysis of a multi-regional trial.

8 Statistics in the Colorado
News @A

ASA, Colorado-Wyoming Chapter, WNAR
Sunday, August 3, 2:00 p.m.-3:50 p.m.

A Modeling Framework for Evaluation and
Comparison of Mp-/Id-Nat Trigger Strategies

for West Nile Virus Screening

% Brad Biggerstaff, Centers for Disease Control and Prevention, 3150
Rampart Road, Fort Collins, CO 80521, BBiggerstaff@cdc.gov; Lyle R.
Petersen, Centers for Disease Control and Prevention

Key Words: resampling, West Nile virus, decision analysis

Screening of the U.S. blood supply for West Nile virus (WNV) began in 2003,
shortly after transfusion-associated WNV transmission was first documented
and recognition that the risk of transmission was high during seasonal out-
breaks experienced in the US. Because of the seasonal nature of WNV trans-
mission, which is a mosquito-bird-mosquito cycle in which humansintervene,
during periods of low natural transmission, donations are pooled for aggre-
gate testing, while during periods of high natural transmission, donations are
tested individually. A statistical framework for evaluation and comparison of
different strategies for determining when to initiate individual screening and
when to revert to pooled screening is presented. This framework is used to
evaluate various strategies of potential practical use under different collec-
tion center size assumptions and different epidemic conditions.

Nanostatistics: Numeracy for Trace-Level

Environmental Contaminants

% Dennis Helsel, Practical Stats, 9278 S. Lark Sparrow Dr., Littleton, CO
80126-5232, dhelsel@practicalstats.com

Key Words: water resources, nondetect, water quality, environmental sta-
tistics, training

Today’s environmental chemicals of interest include complex mixtures of
pharmaceuticals (antibiotics, antidepressants), personal care additives and
synthetic hormones at nanogram per liter levels in rivers and drinking wa-
ters. Their effects include subtle and cumulative disruptions in the brain or
reproductive cycles. Environmental scientists today need statistical training
relevant to their current work. Their needs have moved beyond computing
n, assuming a normal distribution, and confidence intervals. They require
better training in robust statistics, censored data techniques, permutation
tests, Bayesian methods and experimental design for multivariate con-
taminants. Statisticians must work alongside environmental scientists to
use and develop new tools for interpreting the results of complex studies of
trace-level contaminants.
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Graduation Rates and Dropout Rates in
Denver Public Schools

% Alan Davis, University of Colorado Denver, School of Education & Human
Development, Campus Box 106, P.O. Box 173364, Denver, CO 80217-3364,
Alan.Davis@cudenver.edu

Key Words: education, Colorado, graduation rates

In the spring of 2005, the Rocky Mountain News ran a week-long series of
articles on dropout and graduation rates in the Denver Public Schools. The
series was based on the first comprehensive cohort analysis of high school
students in Denver, and computed a graduation rate for minority high school
students of 44%, far lower than the rate reported previously by the district to
the Colorado Department of Education (CDE). Subsequently, CDE mandated
cohort-based reporting of graduation rates. Complex issues remain in the
computation of graduation and dropout rates, as non-negligible numbers of
students transfer in and out of high schools, are retained in grade or remain in
school for a fifth or sixth year before graduating, or leave school involuntarily.
This presentation compares the results of precise panel tracking systems with
simpler methods of estimation based on cohort membership over time.

9 Multiplicities in Statistical
Analysis A

IMS, Biopharmaceutical Section, Section on Bayesian
Statistical Science
Sunday, August 3, 2:00 p.m.-3:50 p.m.

Bayesian Adjustment for Multiplicity

% James Berger, Duke University/SAMS], Statistical and Applied
Mathematical Sciences Institute, P.O. Box 14006, Research Triangle Park,
NC 27709-4006, berger@stat.duke.edu; James G. Scott, Duke University

Key Words: Bayesian, multiplicity, multiple testing, empirical Bayes

Issues of multiplicity in testing are increasingly being encountered in a wide
range of disciplines, as the growing complexity of data allows for consider-
ation of a multitude of possible hypotheses (e.g., does gene xyz affect condi-
tion abc). Failure to properly adjust for multiplicities is being blamed for the
apparently increasing lack of reproducibility in science. The first purpose of
this presentation is to review the way Bayesian analysis adjusts for multi-
plicity and, in particular, to differentiate this adjustment from the Bayes-
ian Ockham’s razor effect. The second purpose is to consider the empirical
Bayesian approach to multiplicity adjustment, and show how it can signifi-
cantly differ from the Bayesian adjustment.

Bayesian Model Robustness: Novel

Approaches That Avoid Multiplicities

*¥ Kenneth Rice, University of Washington, Box 357232, F-600 Health
Sciences Building, Dept of Biostatistics, Seattle, WA 98195-7232, kenrice@u.
washington.edu

Key Words: Bayesian methods, Model robustness, Estimating Equations

In the traditional Bayesian paradigm, the model provides the likelihood, and
the likelihood is the essential link between prior and posterior. Given belief
in the specified model, this logic is compelling. However, when a ‘good’ model
is implausible, the logic is less satisfying; model-robustness is not a natural
property of traditional Bayesian inference. Current Bayesian approaches
to robustness face substantial challenges; model selection induces a large
multiple-comparisons problem, and model-averaging requires priors on
the space of putative models. This talk describes a novel, decision-theoretic
approachtomodel-robustness.Itisfully Bayesian, butinstead of the traditional
emphasis on picking a model, we instead concentrate on the quantity to be
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estimated. No model selection or averaging is required. Connections will be
made to GEE, notably the ‘sandwich’ covariance estimate.

Bayesian and Frequentist Multiple Testing in

Cancer Genome Sequencing

* Giovanni Parmigiani, Johns Hopkins University, 550 North Broadway,
suite 1103, baltimore, MD 21205, gp@jhu.edu; Simina Boca, Johns Hopkins
Bloomberg School of Public Health

Key Words: False Discovery Rates, Empirical Bayes, Hierarchical Models,
Genomics, Cancer

The purpose of cancer genome sequencing studies is to determine the na-
ture and types of alterations present in a typical cancer and to discover genes
mutated at high frequencies. In the first of these studies to investigate the
whole genome, about 20 thousand genes were sequenced, using a two stage
design where all genes were sequenced on a “discovery” set of samples, and
then those in which at least one alteration was found were sequenced in an
additional “validation” sample. The two-stage sampling, the rarity of muta-
tions, the varied size and composition of genes, all contribute to generating
an interesting and unusual testing ground for comparing Bayesian, empiri-
cal Bayesian and frequentist approaches to multiple testing. In this presen-
tation I will describe and compare our implementations of these three ap-
proaches using both real and simulated data.

10 Training TAs To Teach in
Graduate School and Beyond A

Section on Statistical Education, Section on Teaching
Statistics in the Health Sciences
Sunday, August 3, 2:00 p.m.-3:50 p.m.

Training TAs To Teach in Graduate School and
Beyond

% Jessica Utts, University of California, Irvine, Irvine, CA 92697, jmutts@
ucdavis.edu; ¥ Candace Berrett, The Ohio State University, 404 Cockins Hall,
1958 Neil Avenue, Columbus, OH 43210, cherrett@stat.osu.edu; ¥ Roger
Woodard, North Carolina State University, Department of Statistics,
Campus Box 8203, 2501 Founders Drive, Raleigh, NC 27695-8203,
woodardestat.ncsu.edu; % Deborah Rumsey, The Ohio State University, 404
Cockins Hall, 1958 Neil Avenue, Columbus, OH 43210, rumsey@stat.osu.
edu; W. Robert Stephenson, lowa State University, 327 Snedecor Hall,
Department of Statistics, Ames, IA 50011-1210, wrstephe@iastate.edu

Key Words: statistics education, TA training, teaching

This session will discuss graduate teaching associate (TA) training from
specific training programs around the country, including ideas from the
TAs themselves. All of us who train TAs want our graduate students to have
the best training they can get for their teaching during graduate school and
beyond. Since many TAs do not have the opportunity to take education cours-
es, TA training programs are important for the future of the discipline.
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11 Survey Respondent
Incentives: Research and
Practice

Section on Government Statistics, Social Statistics
Section, Section on Survey Research Methods
Sunday, August 3, 2:00 p.m.-3:50 p.m.

Survey Respondent Incentives: Research and

Practice

¥ Robert Groves, The University of Michigan, Ann Arbor, MI 48106-1248,
BGroves@isr.umich.edu; ¥ Brian Harris-Kojetin, U.S. Office of Management
and Budget, 20503, bharrisk@omb.eop.gov; ¥ Richard Kulka, Abt Associates,
Inc., 20814, Richard_Kulka@abtassoc.com; ¥ Clyde Tucker, Bureau of Labor
Statistics, RM #1950, Washinton, DC 20212-0001, Tucker.Clyde@bls.gov;

* Geraldine Mooney, Mathematica Policy Research, 600 Alexander Park,
Princeton, NJ 08540, gmooney@mathematica-mpr.com

Key Words: incentives, response rates

Incentive payments to survey respondents have been used extensively for
many years, and considerable research evidence supports their effectiveness
in improving cooperation and the speed and quality of response. It has be-
come increasingly difficult to achieve high response in many key surveys, and
the use of incentives has become increasingly widespread. In March 2008, a
one day seminar on survey respondent incentives brought together survey
practitioners and methodologists to exchange views and practices related to
providing incentives to survey respondents to improve response rates. This
invited panel of survey researchers consists of key participants in the semi-
nar who will consolidate and synthesize the main issues and key themes that
emerged from the seminar and offer their perspectives on current and best
practices and suggest future directions for implementation and research.

12 Generadlized Linear Mixed
Models with Applications in
Biometry @A

Section on Statistical Consulting, WNAR,
Biopharmaceutical Section
Sunday, August 3, 2:00 p.m.-3:50 p.m.

Modeling Mosquito Abundance in Thailand
Using GLMMs

* Linda J. Young, University of Florida, Department of Statistics,
University of Florida, Gainesville, FL 32611-0339, LJYoung@ufl.edu; Robert
H. Zimmerman, University of Florida

Key Words: radial smoothing, genearlized linear mixed model, over-dis-
persed, count data

Malaria is transmitted by mosquitoes. The abundance of mosquitoes is af-
fected by the availability of breeding sites which, in turn, depends on rain-
fall. In Thailand, rainfall is cyclical with peak rainfall generally occurring in
April and minimum rainfall being observed in September or October. For
three years, monthly data on the abundance of mosquitoes was collected us-
ing human bait in three Thai villages that are relatively close to each other. In
this work, a generalized linear mixed model (GLMM) analysis was conducted
to determine whether there is a difference in the abundance of mosquitoes
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among villages after adjusting for differences in rainfall. Rainfall within
each village was modeled with splines, and radial smoothing was used to
account for the temporal correlation structure in rainfall. The analysis and
statistical issues will be discussed in detail.

Analysis of Hatch Data in Poultry Science:
Moving from the Arcsine Square Root
Transformation to Generalized Linear Mixed
Modeling with SAS PROC GLIMMIX

¥ Kevin S. McCarter, Louisiana State University, 161 Agricultural
Administration Bldg, Baton Rouge, LB 70803-5606, mccarter@lsu.edu; Yan
Qi, Louisiana State University

Key Words: logistic regression, generalized linear mixed model, GLIMMIX,
poultry science

Researchers in poultry science often study factors affecting hatchability. The
response variable is typically the number of chicks that hatch, which in most
designs varies according to a binomial distribution. Analysis of this type of
data has usually been accomplished using software such as SAS PROC GLM,
after applying the arcsine square root transformation to stabilize the asymp-
totic variance. With the development of generalized linear mixed modeling
and its recent availability in software such as SAS PROC GLIMMIX, binomial
data from experiments involving random effects can now be modeled using
software designed specifically for that purpose, eliminating the need for the
arcsine square root transformation. We compare the two procedures through
simulation and through analysis of a hatch dataset. We recommend the use
of PROC GLIMMIX when modeling proportions with random effects.

Modeling the Regeneration of Grass in Golfing
Divots Using GLMMS

* Bruce Craig, Purdue University, West Lafayette, IN 47907, bacraigestat.
purdue.edu

Key Words: GLMMs, longitudinal study

Divot marks are a major concern to golf course managers because they hurt
the quality and appearance of a golf course. This is especially true in the hot
summer months because the grass does not regenerate quickly. A turf grass
researcher at Purdue performed a longitudinal split-plot experiment to
study the effects of irrigation, grass cultivar, and reseeding with and without
fertilizer. For the first 14 weeks of the study, a machine was used to take a
standard divot out of each plot. Once a divot was created, the percent grass
cover in the divot was measured weekly until the end of the experiment. In
this talk, I will discuss the use of generalized linear and nonlinear mixed
models to analyze these data.

Spatial-Temporal Generalized Linear Mixed

Models

¥ Yanbing Zheng, University of Kentucky, 873 Patterson Office Tower,
Department of Statistics, University of Kentucky, Lexington, KY 40506,
yanbing.zheng@uky.edu; Jun Zhu, University of Wisconsin-Madison; Brian
Aukema, Canadian Forest Service/University of Northern British Columbia

Key Words: generalized linear mixed model

Generalized linear mixed models provide a general framework for modeling
spatial and/or temporal dependence via the specification of spatial-temporal
random effects, but are computationally challenging for large data size. In
this talk, we explore different ways of modeling the spatial and temporal
random effects and devise computationally feasible algorithms for Bayesian
inference. For illustration, we analyze real data examples in a study of moun-
tain pine beetle outbreaks in western Canada.
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Generalized Linear Mixed Models and

Resource Selection Analyses

% Kenneth W. Horton, Air Force Academy, 5921 Fossil Dr., Colorado
Springs, CO 80923, kwhortonl@gmail.com; J. Richard Alldredge, Washington
State University

Key Words: Spatial Modeling, Habitat Selection, GLMM

There are many statistical methods used to compare relative use and avail-
ability of resources (e.g., wildlife habitats). Most of these methods assume in-
dependence of resource selection among animals. In reality, this assumption
is violated if animals display antisocial or gregarious behavior resulting in
dependency among observations. This dependency can have a great influence
on inference for resource selection data. We compare application of general-
ized linear mixed models for analysis of spatially dependent resource selec-
tion data with competing methods and make recommendations for use.

13 Model-Based Inference
and Microarray Applications @

Biometrics Section, Biopharmaceutical Section,
WNAR
Sunday, August 3, 2:00 p.m.-3:50 p.m.

Modeling the Distribution of P-Values in High-

Dimensional Testing Applications
% Gary L. Gadbury, Kansas State University, Department of Statistics,
Dickens Hall, Manhattan, KS 66506, gadbury@ksu.edu

Key Words: FDR, correlation, microarray, plasmode

Many statistical methods model P-values from multiple tests of hypotheses
to analyze data from high-dimensional experiments. These methods
generally rely on uniformly distributed P-values under a null hypothesis.
A null P-value will not be uniform if an incorrect reference distribution
was used, and correlation among P-values from multiple tests can yield a
distribution that is highly variable. Both of these issues can contribute to
misleading “signals” in a distribution of P-values, and methods that model
it may produce misleading results. Such signals can be present in an actual
distribution of P-values, and how to incorporate them into simulated data
when evaluating a method’s performance is challenging. This challenge is
discussed in the context of some data, a data derived simulation procedure
is proposed, and the performances of some methods for estimating FDR
are compared.

Criterion-Based Model Selection and Model

Selection Philosophy

¥ Kenneth P. Burnham, U.S. Geological Survey, and CSU, 201 Wagar Bldg,,
Colorado State University, Fort Collins, CO 80523-1484, kenb@lamar.
colostate.edu

Key Words: model selection, model uncertainty, AIC, BIC, true model

Assessment of model selection uncertainly is easily done when model selec-
tion is criterion- and likelihood-based. Two common criteria are 1), select
the true model (e.g., BIC) or 2), select the best predictive model (e.g., AIC).
I elaborate on these ideas, in particular the deep basis for AIC (Kullback-
Leibler information loss), and question the meaning of a “true” model.
Under either criterion one has posterior model probabilities which are in-
terpretable in terms of the selection criterion. This interpretation will be
specified. Also relevant is that the target model for AIC varies with sample
size, but if “true” model is the target criterion, the target model is inde-
pendent of sample size. In reality, selection performance is dependent on
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sample size. One conclusion: the true model (“truth”) as a model selection
criterion is quite problematic.

Toward a Characterization of Gene Expression

Variation in Tumors

% Joseph Lucas, Duke Institute for Genome Science and Policy, NC 27514,
joe@stat.duke.edu

Key Words: gene expression, microarrays, latent factor, factor regression,
variable selection, cancer

We present a unified modeling framework for the identification of gene ex-
pression variation in human breast cancer. Sparse factor models are used
to build gene expression factors from groups of co-expressed genes. These
factors provide quantitative assessment of the activity of various biological
pathways in cancer. Where possible, we identify the biological origin of these
factors. Subsequently, we show that some are conserved across multiple tis-
sue types, and that the level of activity of various pathways can be used in
risk stratification and for the identification of drug susceptibility. Within the
modeling framework, we are able to perform predictive analysis even across
studies which show significant between study bias.

MCMC Inference for a Model with Sampling
Bias: An lllustration Using SAGE Data

¥ Russell L. Zaretzki, University of Tennessee, Dept of Statistics,
Operations and Management Science, 328 Stokely Management Center,
Knoxville, TN 37996-0532, rzaretzk@utk.edu; Mike Gilchrist, University
of Tennessee; William M. Briggs, Methodist Hospital; Artin Armagan, The
University of Tennessee

Key Words: Gibbs Sampling, SAGE, Gene Expression, Biased Sampling

This talk explores Bayesian inference for a biased sampling model in situa-
tions where the population of interest cannot be sampled directly, but rather
through an indirect and inherently biased method. Observations are viewed
as being the result of a multinomial sampling process from a tagged popula-
tion which is, in turn, a biased sample from the original population of inter-
est. This paper presents several Gibbs Sampling techniques which efficiently
sample from the joint posterior distribution of a very large multinomial
parameter vector. Samples from this method can be used to generate both
joint and marginal posterior inferences. We apply it to a tagged population of
messenger RNAs (mRNA) generated using a common high-throughput tech-
nique, Serial Analysis of Gene Expression (SAGE). Inferences for the mRNA
expression levels in the yeast Saccharomyces cerevis are reported.

14 Study Design Issues in
Medical Device Clinical Trials

Biopharmaceutical Section, WNAR, Biometrics Section
Sunday, August 3, 2:00 p.m.-3:50 p.m.

Using Propensity Scoring Methods in Medical
Device Studies That Include Both FDA

Approval and CMS Reimbursement Endpoints
* Dennis King, STATKING Consulting, Inc., 759 Wessel Drive, Unit 6,
Fairfield, OH 45014, statking@statkingconsulting.com

Key Words: CMS Reimbursement, FDA Approval, Design of Medical Device
Studies

Without reimbursement approval from CMS for a medical device, an FDA ap-
proved device is likely to be underutilized in the marketplace. Some authors
have suggested the specification of endpoints and the collection of data to
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support both FDA approval and a favorable CMS reimbursement decision be
integrated into clinical study protocols. Many pivotal trials for medical de-
vices are observational studies in which the investigator has little or no con-
trol over the treatment assignment. Propensity score analysis methods have
been used in the analysis of data from this type of clinical study to adjust
the causal treatment effect for covariates. In this talk, the use of propensity
score methods will be discussed in the context of FDA approval endpoints
and CMS reimbursement endpoints.

Simulated Sample Size Required for a
Geographical Region Relative to a Global

Study in a Medical Device Trial

% Jian Huang, Boston Scientific Corporation, 4100 Hamline Avenue North,
South Town Square MS 9-315, St. Paul, MN 55112, huangj4@bsci.com;
Haiying Lin, Boston Scientific Corporation; Yukiko Imai, Boston Scientific
Corporation

Key Words: Global trials, Sample Size, Simulation, Superiority, Non-inferiority

The International Conference on Harmonisation (ICH - E5, 1998) provides
the guidance on Ethnic Factors in the Acceptability of Foreign Clinical Data
to minimize the duplication of clinical data and to allow for the extrapola-
tion of those data to ‘New regions.” For a global medical device trial, it is nec-
essary to select the appropriate sample size for the regions. There is no well
established method for region sample-size determination. In this presenta-
tion, the simulation method is proposed for evaluating the approaches rec-
ommended by Japan Pharmaceuticals and Medical Devices Agency (PMDA).
A superiority and noninferiority design are discussed. Consistency across
multiple regions is also examined.

Statistical Issues in Adaptive Design Trial

* Yonghong Gao, U.S. Food and Drug Administration, 20850, yonghong.
gao@fda.hhs.gov

Key Words: adaptive design, sample size, type [ error rate

Early stopping for futility, early stopping for success, increasing sample size
based on interim data and paying penalty in final analysis to control the
overall type I error rate are important statistical elements in adaptive design
trial. This presentation will look at these statistical issues and compare some
plausible adaptive designs.

Adaptive Group-Sequential Design and
Analysis for Correlated Binary Data on

Repeated Venous Accessions

% John C. Evans, Boston Scientific Corporation, 100 Boston Scientific Way,
Marlboro, MA 01752-1242, evansjl@bsci.com; Brian P. Johnson, Boston
Scientific Corporation; So Jung Imm, Boston Scientific Corporation

Key Words: Adaptive group-sequential design, Sample size re-estimation,
Repeated measures, Correlated binary data

We present adaptive group-sequential designs for correlated binary repeated
measures in a venous access study to compare proportions of complications
on implantable ports. We estimate the correlation and average frequency of
accessions at the interim analysis, and then use them to re-estimate the sam-
ple size for the final analysis. Whilst allowing for both the interim analysis
to be done, and the correlation and frequency of accessions to be estimated,
we ensure preservation of the overall significance level. We compare sample
sizes and interim and final analyses under the usual assumption of indepen-
dence of 13 accessions, with those obtained when an unknown positive cor-
relation is assumed to be 0.1 among 13 accessions, and with those obtained
when the correlation and average frequency of accessions are both estimated
at the interim analysis.
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Sample Size Simulation for a Post-Market

Surveillance Study

% Hongyan Qiao, Medtronic, Inc., 8200 Coral Sea St. NE, Mounds View,
MN 55112, hongyan.qiao@medtronic.com

Key Words: Sample Size, Survival Rate, Precision

The data in a post-market surveillance study can reveal unforeseen adverse
events, the actual rate of anticipated adverse events, or other information
necessary to protect the public health. One of the main objectives of post-
market surveillance studies is to monitor the performance of market re-
leased products. In order to assure meaningful product survival estimates,
an enrollment strategy needs to be established. Many factors are related to
calculation of sample size for survival data: general expectation for prod-
ucts survival rate, precision at the desired confidence level, and the expected
dropout rate for the study. MEDSTAT (Medtronic, Inc.) software was used to
assess sample sizes for a variety of different situations. The results provide
avery valuable resource for determining an appropriate enrollment strategy
for studies with objectives involving survival estimates.

15 Time Series I: Seasonal
Adjustment

Business and Economics Statistics Section
Sunday, August 3, 2:00 p.m.-3:50 p.m.

Seasonal Adjustment in a Mass Production

Environment

% Gary C. Brown, Office for National Statistics, Cardiff Road, Newport,
International NP10 8XG United Kingdom, Gary.Brown@ons.gov.uk; Duncan
J. Elliott, Office for National Statistics

Key Words: Infrastructure, Investigations, R

A common problem in seasonal adjustment is the sheer number of series to
be analyzed. Combine this with a manually intensive analysis process for
each series, and resources can become stretched. This paper reports how the
Office for National Statistics in the UK is automating its seasonal adjustment
process in order to deal with a massive increase in the number of series to
be analyzed (a fall-out of re-organization of National Accounts). Efficiency
benefits are already being felt, in advance of the anticipated avalanche of new
work, as a result of the ‘proof of concept’ stages of this project. The paper
takes the audience from mapping the current process, through identifying
potential areas for automation and initial automation methods, to finding a
long-term solution for this perennial problem.

Modeling of BLS and Census Bureau
Seasonal Time Series with Frequency-Specific
Generalized Airline Models

% David Findley, U.S. Census Bureau, Statistical Research Division,
Washington, DC 20233, david.f.findley@census.gov; Thomas Evans, Bureau
of Labor Statistics; Jean Palate, National Bank of Belgium; Richard Tiller,
Bureau of Labor Statistics

Key Words: ARIMA models, seasonal adjustment, forecasting

We present results from a study of the applicability of the Frequency Specific
Models (FSMs) of Aston, Findley, Wills and, Martin (2004) to a broad range
of seasonal time series, from the Bureau of Labor Statistics and from the
Census Bureau. These models are generalizations of the most widely used
seasonal ARIMA model, the (0,1,1)(0,1,1) or “airline” model. They make
possible improved modeling of series whose seasonal movements are
dominated by frequency components with frequencies in a subset of the
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seasonal frequencies 1, 2, 3, 4, 5 and 6 cycles per year (for monthly data). The
study was done with a versatile menu-driven program, named GenairNBB,
developed by the National Bank of Belgium. The software has batch options
for processing large numbers of series that will be demonstrated. It will be
available from the web site of the bank.

Using Besov Spaces and Empirical Mode
Decomposition for Seasonal Extraction in

Nonstationary Time Series
Christopher Blakely, Statistical Research Division; % Christopher Blakely,
Statistical Research Division, christopher.blakely@census.gov

Key Words: Seasonal Adjustment, Empirical Mode Decomposition, Besov
Spaces, Wavelets

The purpose of this paper is to introduce an empirical analysis technique
for seasonal extraction in nonstationary time series. The proposed method
is a nonmodel based approach to signal extraction, which uses analysis
techniques borrowed from harmonic analysis including certain wavelet
characterizations and empirical mode decompositions of the time series.
We give a detailed account of the seasonal extraction algorithm followed by
numerical examples, which both verify and validate the methods accuracy
and robustness.

European Guidelines on Seasonal Adjustment

% Gian Luigi Mazzi, European Commission, 5 rue Alphonse Weicker,
Luxembourg, International 2721 Luxembourg, gianluigi.mazzi@ec.europa.eu;
Rosa Ruggeri Cannata, European Commission; Cristina Calizzani, European
Commission

Key Words: seasonal adjustment, calendar adjustment, harmonisation,
revisions analysis

This paper presents the new European guidelines on seasonal adjustment.
The choice of producing a detailed set of guidelines instead of a very syn-
thetic one, as it is the case for the US and Canada, is discussed. Due to a
lack of harmonization of seasonal adjustment practices at European level,
it was necessary to produce a detailed set of guidelines giving specific rec-
ommendations for each step of seasonal adjustment. The paper presents
the main characteristics of the guidelines stressing their innovative aspects
and structure; for each item of the guidelines theoretical founding for the
proposed recommendations as well as practical implications are discussed.
Examples of the application of the guidelines using both Tramo-Seats and
X-12 ARIMA are also presented to illustrate the impact of guidelines’ recom-
mendations on current seasonal adjustment practices.

The Application of X-13A-S on Monetary and

Financial Data

% Fida Hussain, Bank of England, Room H04(B-C), Threadneedle Street,
London, International EC2R 8AH United Kingdom, fida.hussain@
bankofengland.co.uk

Key Words: X-12-ARIMA, X-13A-S, seasonal, adjustments

The Bank of England (Bank) produces and publishes a wide range of mon-
etary and financial time series, often in seasonally adjusted form. The Bank
uses an in house developed software system (MIDAS) which calls the X-12-
ARIMA seasonal adjustment package to seasonally adjust data. The data are
generally reported as end point stocks. The Bank then uses other information
to adjust the stocks for revaluations and other volume changes. We explore
whether X-12-ARIMA can automatically estimate these adjustments and
compare them to the actual adjustments currently employed. We present an
empirical assessment of how the X-12-ARIMA package and the new X-13A-S
package perform on a selection of Money and Lending series. We consider
future directions and issues for the production of seasonally adjusted esti-
mates at the Bank.
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16 Student Paper

Competition: Bayesian Methods
for Bioinformatics and Binary Data

Section on Bayesian Statistical Science, Section on
Teaching Statistics in the Health Sciences, WNAR
Sunday, August 3, 2:00 p.m.-3:50 p.m.

Bayesian Model Search for Genetic

Association Studies

% Melanie A. Wilson, Duke University, 5500 Fortunes Ridge, Apt 99A,
Durrham, NC 27713, melanie.wilson@duke.edu; Edwin S. Iversen, Duke
University ; Merlise Clyde, Duke University; Scott C. Schmidler, Duke

University ; Joellen M. Schildkraut, Duke University

Key Words: AIC, Bayesian Model Averaging, BIC, Evolutionary Monte Car-
lo, Model Selection, SNPs

Technological advances in genotyping have facilitated association studies
of increasing scale. Accompanying this is a growing demand for statistical
methods that are simultaneously more flexible and better able to handle
larger numbers of variables. Many of the current approaches do not cleanly
address the issue of multiple comparisons, correlations among the genetic
markers and choice of their parameterization. We describe a Bayesian model
search technique applied to penalized logistic regression that searches the
space of genetic markers, and over the genetic parameterizations of each,
that addresses these issues. This technique allows one to estimate posterior
probabilities of both global and marginal associations. We characterize the
performance of this approach in a simulation study and illustrate its use in
two candidate pathway analyses.

Bayesian QTL Mapping for Multiple Traits

* Samprit Banerjee, The University of Alabama at Birmingham, 1665
University Blvd, RPHB Rm # 327, Birmingham, AL 35205, samban@uab.edu;
Nengjun Yi, The University of Alabama at Birmingham

Key Words: Bayesian, Seemingly Unrelated Regression, MCMC, multiple
traits, QTL mapping, pleiotropy

Most QTL mapping experiments typically collect phenotypic data on mul-
tiple correlated complex traits. However, there is a lack of a comprehensive
genome-wide mapping strategy for correlated traits in the literature. We
develop a Bayesian multiple QTL mapping methods for correlated traits
using two multivariate models; one which assumes the same genetic model
for all traits, the traditional multivariate model, and the other known as
the Seemingly Unrelated Regression (SUR) model allows different genetic
models for different traits. We develop computationally efficient Markov
chain Monte Carlo (MCMC) algorithms for performing joint analysis. We
conduct extensive simulation studies to assess the performance of the pro-
posed methods and to compare with the conventional single trait model.
Our methods have been implemented in the freely available package R/
qtlbim (www.qtlbim.org).
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Bayesian Analysis of Longitudinal Binary Data
Using Multivariate Bridge and Other Random
Effects Models

% Souparno Ghosh, Texas A&M University, 415 College Main Street, Apt
#6, College Station, TX 77840, sghosh@stat.tamu.edu; Bani K. Mallick, Texas
A&M University; Stuart R. Lipsitz, Harvard Medical School; Debajyoti
Sinha, Florida State University

Key Words: Correlated binary data, Multivariate Normal distribution, Prb-
ability integral transform, Bridge distribution, Copula model

A feature of random effects logistic regression models for longitudinal bi-
nary data is that the marginal link function, when integrated over the dis-
tribution of the random effects, is not of the same form as that of the condi-
tional link. Recently, Wang et al. (2003) proposed a shared random intercept
model in the clustered binary data to overcome this problem. In this article,
we propose an extension of their model to model clustered binary data, with
separate, but correlated, random effects following multivariate bridge distri-
butions. The proposed copula model allows the marginal correlation among
the clustered binary outcomes to decline with increasing time lag while re-
taining the property of having matching conditional and marginal logit link
functions. Our novel model and associated methodology have been illustrat-
ed with the analysis of a clustered binary data from an AIDS study.

A Robust Bayesian Approach in Binary Data
for Clinical Trials

% Jairo A. Fuquene, University of Puerto Rico, Av Universidad # 4 Torre
Norte, San Juan, PR 00925 Puerto Rico, jairo.a.fuquene@uprrp.edu; Luis R.
Pericchi, University of Puerto Rico, Rio Piedras

Key Words: Bayesian Robustness, Clinical Trials, Exponential family

In clinical trials, binary data are ubiquitous. The usual Bayesian approach
for binary data is beta/binomial conjugate analysis or a normal approxima-
tion to the log-odds and a conjugate normal prior. However, in this con-
jugate analysis, the influence of the prior distribution could be dominant
even when prior and data are in conflict. This lack of robustness with re-
spect to the prior is arguably the perceived weakest feature of Bayes, as
Bayesian clinical trial analysis should be robust to the prior. If there is con-
flict between current data and past data, the past should be discounted.
The perceived weakness is not of Bayes, but of conjugate (i.e., linear) Bayes.
Our proposal is an analysis based on the Cauchy prior for the natural pa-
rameter in exponential families.

Reconstructing Tumor-Wise Protein Expression
in Tissue Microarray Studies Using a Bayesian
Cell Mixture Model

*¥ Ronglai Shen, Memorial Sloan-Kettering Cancer Center, shenr@mskcc.
org; Jeremy M.G. Taylor, The University of Michigan; Debashis Ghosh, The
Pennsylvania State University

Key Words: Tissue microarray, zero-augmented Gamma distribution, hier-
archical Bayes model

A Cell Mixture Model (CMM) is proposed to reconstruct complex tissue
staining patterns in TMA experiments. The concept is to assemble the
whole-tumor expression pattern by aggregating over the subpopulation of
tissue cores. Each individual core is assumed to be a zero-augmented Gamma
distribution to assimilate the nonstaining areas and the staining areas. A hi-
erarchical Bayes model is imposed to borrow strength across cores and across
tumors. A joint model is presented to link the CMM expression model with a
survival model for censored failure time observations. The implementation
involves imputation steps within each MCMC iteration and Monte Carlo in-
tegration technique.
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17 New Developments in
Rank-Based Nonparametric
Methods A

Section on Nonparametric Statistics
Sunday, August 3, 2:00 p.m.-3:50 p.m.

Confidence Intervals for a Finite Population
Median Based on the Sign Test

% Suzanne Dubnicka, Kansas State University, Department of Statistics,
101 Dickens Hall, Manhattan, KS 66056, dubnicka@ksu.edu

Key Words: Horvitz-Thompson estimator, norm-based inference, super-
population model

The construction of a confidence interval for the median of a finite popula-
tion under unequal probability sampling will be discussed. A model-assisted
approach makes use of the L1-norm to motivate the estimating function,
which is then used to develop a unified approach to inference that includes
not only confidence intervals but hypothesis tests and point estimates. The
resulting hypothesis test is analogous to the ordinary sign test. We rely on
large sample theory in most cases, and we will discuss the use of the Hart-
ley-Rao variance approximation for cases in which second-order inclusion
probabilities are difficult to obtain. Confidence intervals under simple ran-
dom sampling without replacement, stratified random sampling, and cluster
sampling will be explicitly illustrated.

Asymptotic Properties of Rank Likelihoods for
Copula Models

% Xiaoyue Niu, University of Washington, University of Washington,
Department of Statistics, Seattle, WA 98195, xiaoyue@stat.washington.edu;
Peter Hoff, University of Washington

Key Words: rank likelihood, asymptotics, copula model

Copula models provide a means of estimating associations in multivariate
data separately from their univariate marginal distributions. For continu-
ous data, the rank likelihood can be used as a marginal likelihood since the
ranks are a partially sufficient statistic for the association parameters whose
distribution does not depend on the univariate margins. We study its asymp-
totic properties and show that it provides consistent and efficient estima-
tion. In the discrete case, the ranks depend on the marginal distributions.
We generalize the rank likelihood to a special likelihood which depends only
on the association parameters. We study the asymptotic properties of this
extended rank likelihood and show that it performs as well as knowing the
true margins. Therefore, it is appropriate to use this extended rank likeli-
hood for mixed continuous and discrete data with arbitrary margins.

A Robust Rank-Based Procedure for

Incomplete Longitudinal Data

* Robin Mogg, Merck Research Laboratories, PO Box 1000, UG1CD-44,
North Wales, PA 19454-1009, robin_mogg@merck.com; Devan V. Mehrotra,
Merck Research Laboratories; Yang Liu, Florida State University

Key Words: Longitudinal trials, Multiple Imputation, Rank-based meth-
ods, Missing data

In a typical longitudinal comparative clinical trial, for a variety of reasons,
some subjects discontinue the study before the end of their planned follow-up
period. Restricted maximum likelihood (REML) is commonly used to analyze
incomplete longitudinal data. REML can be highly inefficient in the presence
of non-normal data; as such, many turn to generalized estimating equations
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(GEE) and weighted-GEE when normality is untenable. As an alternative, we
propose methodology that combines multipleimputation of the missingvalues
with non-parametric (i.e., rank-based) methods. We study Type I error, power,
bias, mean square error, width and coverage of 95% confidence intervals to
show the robustness and power advantages of our proposed method relative
to REML and (W)GEE. A numerical example and simulation results are used
to illustrate the methodology and support our conclusions.

Comparisons of Rank-Based Estimators for GEE
Models

% Joseph McKean, Western Michigan University, 49008, mckean@wmich.
edu; Ash Abebe, Auburn University; John Kloke, Pomona College

Key Words: Diagnostics, Iterated reweighted least squares, Monte Carlo,
Nonparametric, Wilcoxon

Several recently proposed rank-based estimators of the effects in a GEE mod-
el are discussed. One of these estimators is based on an iterated reweighted
least squares estimator for general linear and nonlinear models and another
is based on a generalized R estimator. For both, weights can be chosen to
bound influence in both the response and factor spaces. Illustrative exam-
ples and results of small sample investigations of this estimator and several
other R estimators (which have optimal properties for specific GEE designs),
are presented. Where appropriate, robust variance component estimators
and related diagnostic procedures are also discussed.

Rank-Based Estimation for GARCH Models

% Beth Andrews, Northwestern University, 2006 Sheridan Road, Evanston,
IL 60208, bandrews@northwestern.edu

Key Words: GARCH, time series, rank estimation

Arank-based technique is used to estimate the parameters of generalized au-
toregressive conditionally heteroscedastic (GARCH) time series models. The
estimators minimize the sum of mean-corrected model residuals weighted
by a function of residual rank. Rank estimators are, in general, robust and
relatively efficient. We show this is true in the case of GARCH parameter
estimation. The estimation technique is robust because the rank estimators
of GARCH model parameters are consistent and asymptotically normal un-
der mild conditions. Since the weight function can be chosen so that rank
estimation has the same asymptotic efficiency as maximum likelihood es-
timation, the rank estimators are also relatively efficient. In addition, rank
estimation dominates classical Gaussian quasi-maximum likelihood estima-
tion with respect to both robustness and asymptotic efficiency.

18 Risk Analysis for Industry
and the Environment

Section on Risk Analysis, Section on Quality and
Productivity
Sunday, August 3, 2:00 p.m.-3:50 p.m.

Quantifying Local Creation and Regional

Transport Using a Hierarchical Space-Time
Model of Ozone as a Function of Observed
NOx, a Latent Voc Process, Emissions, and

Meteorology

¥ Amy J. Nail, North Carolina State University, Campus Box 8203, NCSU,
Raleigh, NC 27695-8203, ajnail@stat.ncsu.edu; John E. Monahan, North
Carolina State University; Jacqueline Hughes-Oliver, North Carolina State
University
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Key Words: ozone, space-time, VOC, NOx, hierarchical, transport

We explore the ability of a space-time model to decompose the 8-hour ozone
concentration at a point in space and time into the parts attributable to local
emissions and regional transport. We model ozone as created plus transport-
ed ozone plus an error term that has a seasonally varying spatial covariance.
We express created ozone as a function of the observed NOx concentration,
the latent VOC concentration, and temperature. We model transported
ozone as a weighted average of the ozone observed at all sites on the previous
day, where the weights are a function of wind speed and direction. The latent
VOC process model has a mean trend that includes emissions, temperature,
a workday indicator, and an error term with a seasonally varying spatial co-
variance. Using likelihood methods, we fit the model and obtain predictions
for comparison with a withheld data set.

An Analysis of the Potential Impact of Various
Ozone Regulatory Standards

% Rosalba Ignaccolo, Universita’ degli Studi di Torino/SAMSI, 19 T.W.
Alexander Drive, Research Triangle Park, NC 27709, ignaccolo@samsi.info;
Yongku Kim, Statistical and Applied Mathematical Sciences Institute;
Bahjat Qagish, The University of North Carolina at Chapel Hill; Michela
Cameletti, Universita’ degli Studi di Bergamo/SAMSI; Richard L. Smith, The
University of North Carolina at Chapel Hill

Key Words: risk assessment, respiratory-related mortality, rollback, ozone

We present a risk assessment analysis of the potential effect that various
regulatory standards for ozone may have on the incidence of respiratory-
related mortality. The analysis uses roll-back functions as models for the po-
tential effect of regulatory standards. The statistical methods are based on
the hierarchical Bayesian models. The objective is to obtain estimates of the
effects of various regulatory standards, estimates of their variability, and
the effects of various modeling assumptions on those estimates.

Multivariate Generalized Linear ARMA
Processes: An Application to Hurricane
Activity

% Evangelos Evangelou, University of North Carolina, Department of
Statistics and Operations Research, Chapel Hill NC 27599-3260, NC 27599-

3260, vangelis@email.unc.edu; Richard L. Smith, The University of North
Carolina at Chapel Hill

Key Words: Generalized linear ARMA processes, Maximum likelihood es-
timation

In this paper we propose a multivariate framework for investigating the re-
lationship between hurricane activity and global warming. Papers such as
Saunders and Lea (Nature, 2008) find evidence of correlation between the
number of US landfalling hurricanes and local sea surface temperatures. We
propose a modelling strategy involving a bivariate process where one compo-
nentis Poisson and the other is Gaussian. Since standard time series analysis
shows significant auto-correlations, we use a multivariate generalized linear
ARMA model. Our analysis can be viewed as an extension of the methodol-
ogy by Davis, Dunsmuir and Streett (2003, 2005) to multiple dimensions.
Our maximum likelihood analysis shows that a multivariate framework can
be a powerful tool for simultaneously analyzing hurricane activity and global
warming in the presence of correlation between the two.
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Probabilistic Risk Analysis for ICT Industry

% Jose A. Rubio, Universidad Rey Juan Carlos, Tulipan s/n, Mostoles,
International 28933 Spain, jose.rubio@urjc.es; David Rios Insua, Universidad
Rey Juan Carlos

Key Words: Risk Analysis, Hardware/Software Systems, ICT, Bayesian
analysis, Decision Analysis

The ICT Industry has been extremely active in developing risk analysis
frameworks for their activities. However, while they have been doing an
excellent qualitative job, their quantitative approaches tend to lack rigor.
In this presentation we shall place on firm statistical and decision analytic
ground one of the most popular risk analysis tools use in ICT, emphasizing
key modeling issues.

Seismic Risk Analysis
¥ Mircea Grigoriu, Cornell University, 14853, mdgl2@cornell.edu

Key Words: Bayesian analysis, activity matrix, seismology, Gaussian
processes

A method is developed for calculating the reliability of a physical system in
seismic environment, that is, the probability that the system state does not
leave a safe set $D$ during a specified time interval $[0,\tau]$. It is assumed
that (1)~system properties are perfectly known, (2)~activity matrices, that
is, histograms giving relative frequencies $p_k$ of earthquakes with pa-
rameters in sets $C_k$, $k=1\ldots,r$, partitioning the space of earthquake
magnitude and site to source distance, can be used to characterize site seis-
micity, (3)~time arrivals of seismic events at a site can be described by a ho-
mogeneous Poisson process with intensity inferred from the corresponding
site activity matrix, and (4)~ground accelerations during individual seismic
events constitute samples of a Gaussian processes with mean 0 and $C_k$-
dependent spectral densities.

19 Methodological

Challenges Encountered at the
U.S. Centers for Disease Control
and Prevention in the Division of
HIV/AIDS Prevention @

Section on Statistics in Epidemiology, Section on
Government Statistics, Social Statistics Section,
WNAR, Biometrics Section

Sunday, August 3, 2:00 p.m.-3:50 p.m.

On Vdlidating a Stepwise Variable Selection
Algorithm with Another Stepwise Variable

Selection Algorithm
*¥ Ryan E. Wiegand, Centers for Disease Control and Prevention, Mailstop
E48, 1600 Clifton Road, NE, Atlanta, GA 30329, fwk2@cdc.gov

Key Words: Variable selection, stepwise, validation

The backward elimination, forward selection, and stepwise variable selec-
tion algorithms have been criticized in statistical studies, yet their use is still
common in medical, social science and environmental literature. One such
application of these methods is to use a stepwise algorithm to build a mul-
tivariable model and employ a different stepwise procedure to validate the
model. This research attempts to characterize the circumstances for which
this process is an advisable variable selection strategy. Data for linear and
non-linear regression models were simulated varying the number and type
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of variables and correlation between those variables. The final models of the
three stepwise variable selection algorithms were compared for each simula-
tion and the proportions of agreement and agreement on the correct model
will be presented.

Identifying and Interviewing Persons with
a Recent HIV Diagnosis Not Yet Receiving
Medical Care

* Christopher H. Johnson, Centers for Disease Control and Prevention,
1600 Clifton Road NE, MS E-48, Atlanta, GA 30330, ¢johnson3@cdc.gov

Key Words: surveillance, HIV, surveys, misclassification bias

CDC surveillance systems monitor new HIV cases and patients receiving
care, but little is known about persons not in care. CDC is therefore piloting
the Never In Care Project. Diagnoses reported to the HIV/AIDS Reporting
System are compared with CD4 and viral load test results, reportable by law
to state laboratory reporting systems. Adults reported as HIV + but with no
further post-diagnosis test results or other evidence of care entry within 90
days of diagnosis are eligible for the study. Sites will identify eligible subjects
and collect data through September 2009, collaborating with CDC on meth-
ods, data management, and quality control. Interview data from some 1200
surveyed participants will provide information on barriers to care. CDC will
assess selection and misclassification bias due to incomplete and delayed re-
porting and evaluate system design and utility.

An Improved Procedure for Accounting for
Reporting Delay

¥ Ruiguang Song, Centers for Disease Control and Prevention, Atlanta, GA
30333, rsong@cdc.gov

Key Words: Adjustment weight, Bias, Reporting delay, Trend

Adjusting for reporting delay is important in trend analysis of HIV/AIDS in-
cidence and prevalence. Limitations of the current approach for estimating
reporting delay weights include its questionable assumptions that the re-
porting delay distribution has not changed in the past five years and that no
delay exceeds five years. Its complicated formation of homogenous reporting
delay groups is based on a reverse-time proportional hazards model that may
combine population groups with different reporting delay patterns. A new
weight generation procedure overcomes these problems using regression
to estimate reporting delay probabilities, a parametric function to model
delays longer than five years, and cluster analysis to identify homogenous
reporting delay groups. Advantages of the new procedure are demonstrated
with analytic and simulation results.

Use of Population-Based Data Bases To
Estimate HIV/AIDS-Relative Survival

¥ Xinjian Zhang, Centers for Disease Control and Prevention, Division of
HIV/AIDS Prevention, 1600 Clifton Road, Atlanta, GA 30333, xaz8@cdc.
gov; Ruiguang Song, Centers for Disease Control and Prevention; Kathleen
McDavid Harrison, Centers for Disease Control and Prevention; Gengsheng
(Jeff) Qin, Georgia State University

Key Words: Human Immunodeficiency Virus (HIV), Acquired Immunode-
ficiency Syndrome (Aids), Relative Survival

Relative survival after HIV or Aids diagnosis, the ratio of observed and
expected survival probabilities can be estimated using routinely collected
population-based data. Observed survival was calculated using data from
the HIV/Aids reporting system (HARS) at the Centers for Disease Control
and Prevention (CDC) which reflects the survival experience of all HIV and
AIDS patients diagnosed in the United States. Expected survival was ob-
tained from US Census data for the general population. A multivariate gen-
eralized linear model, using exact survival times, grouped covariate data,
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and Poisson error structure, fit the data well. The overall relative survival
after AIDS diagnosis was 0.872 and 0.778 at 1 and 3 years (p<0.0001) re-
spectively; after diagnosis of HIV infection, it was 0.932 and 0.882 at 1 and
3 years (p<0.0001) respectively.

20 Data-Driven Methods on
Survey Data @

Section on Survey Research Methods, Section on
Nonparametric Statistics, Section on Government
Statistics, SSC, Social Statistics Section

Sunday, August 3, 2:00 p.m.-3:50 p.m.

Building Regression Trees on Survey Data
* Daniell Toth, Bureau of Labor Statistics, Office of Survey Methods
Research, 2 Massachusetts Avenue NE, Washington, DC 20212, toth.
daniell@bls.gov; John L. Eltinge, Bureau of Labor Statistics

Key Words: CART, Machine Learning, Pruning, Stratified Samples, Regres-
sion Trees, Survey Weights

In this paper we explore the effects of a complex sample design on the esti-
mation of a regression tree. To do this we present a simple function represen-
tation for a regression tree that more closely resembles standard regression.
From this representation we form an estimating equation that allows us to
incorporate survey weights in our estimation of the coefficients. In addition
our method of pruning allows us to incorporate weights so we can consider
the impact of survey weights on the tree pruning procedure. We compare the
population estimates to a tree built without incorporating survey weights.

Tree-Based Methods To Model Dependent Data

*Guillermo Mendez, Arizona State University, guillermogmendez@yahoo.com

Key Words: suvey sampling, clustered data, regression trees, mixed ran-
dom forest, small area estimation

In contrast to linear mixed models, most supervised learning methods do not
take into account whether the data have some clustered structure. Random
forest (RF) is a popular technique used to model complex data sets because it
tends to produce accurate predictions. We propose a modified RF algorithm
called Mixed Random Forest (MRF) that can model mixed-effects data using
regression trees to produce robust estimates of group means and random
effects. We compare the results of the MRF algorithm with those from linear
mixed models for the small area estimation (SAE) problem. Our method is
shown to perform better in terms of mean squared prediction error when the
underlying function is complex, such as conditionally linear, even though no
model is pre-specified. Although we focus on SAE, our method can be used
whenever the data are clustered as long as the number of clusters is large.

Nonparametric Density Estimation from

Censored Data

¥ Meghan S. O’Malley, Bureau of Labor Statistics, 2 Massachusetts Ave, NE,
Washington, DC 20212, meghan.s.omalley@gmail.com

Key Words: non-parametric, density estimation, censored data, histogram

This paper explores the accuracy of a simple density estimator, based solely
on one histogram, for a variety of possible distribution shapes and bin/
sample size combinations, through a simulation study. The density estimator
is a piecewise quadratic polynomial chosen to match histogram areas with
boundary points initially at midpoints of adjacent histogram bars then
improved for smoothness. Performance is measured by the Mean Integrated
Squared Error of the density estimates themselves and the Mean Square
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Errors of the means and a few percentiles derived from the density estimates.
To give insight into the performance of this density estimator in practice,
the piecewise quadratic density estimator is applied to wage data from the
Bureau of Labor Statistics and compared to kernel density estimates using
corresponding point data.

Can Survey Bootsirap Replicates Be Used for

Cross-Validation?
Geoff Rowe, Statistics Canada; % David Binder, Statistics Canada, 49
Bertona Street, Nepean, ON K2G 4G7 Canada, dbinder49@hotmail.com

Key Words: Complex surveys, Model prediction error, Health Survey,
Regression

We propose an extension to bootstrap methods for evaluating regression
models estimated with data from surveys with complex design. Such meth-
ods involve selection of replicate samples formed from simple random sam-
ples of clusters within strata. Selection is carried-out with replacement, so
that about one third of clusters are inevitably left out of a given replicate
sample. Our evaluation method exploits the excluded clusters, using them as
cross-validation samples for assessment of a model’s prediction error; while
using the bootstrap samples to estimate the variance of regression coeffi-
cients. The paper is in two parts. Part I outlines design-based properties of
the bootstrap/cross-validation. Part II illustrates our method with a com-
parative assessment of selected models of health dynamics using Statistics
Canada’s National Population Health Survey (1992-2004).

21 An Overview of K-16 Poster
and Project Competitions A

Section on Statistical Education
Sunday, August 3, 2:00 p.m.-3:50 p.m.

An Overview of K-16 Poster and Project

Competitions

* Carl Lee, Central Michigan University, PE 109, Department of
Mathematics, Mt. Pleasant, MI 48859, carl.lee@cmich.edu; % Jerry Moreno,
John Carroll University, Department of Mathematics and Computer
Science, University Hts., OH 44118, moreno@jcu.edu; % Megan Mocko,
University of Florida, P.O. Box 118545, Gainesville, FL 32611, mmeece@
stat.ufl.edu; ¥ Neal Rogness, Grand Valley State University, Statistics
Department, MAK 1133, Allendale, MI 49401, rognessn@gvsu.edu

Key Words: Poster, Project, Competition, Undergraduate, Primary,
Secondary

The panel members have all been involved with various poster or project
competitions available for K-16 students that are sponsored by ASA or
CAUSE. The panelists will share overviews of and insights into the competi-
tions. Suggestions will be made as to how one can become involved in the
events, including how to organize a local competition and how to encourage
students to participate in the competitions.
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2 2 Statistical Methods for
Networked and Streaming Data @

Section on Physical and Engineering Sciences, Section
on Quality and Productivity, IMS
Sunday, August 3, 2:00 p.m.-3:50 p.m.

Statistical Network Comparison

¥ Wei Liu, U.S. Food and Drug Administration, CDER/OTC, 10903 New
Hampshire Avenue, Silver Spring, MD 20993, liuding@verizon.net; Wolfgang
Polonik, University of California, Davis

Key Words: network scrambling, topological dissimilarity, spectral analy-
sis, statistical comparison, normalized and standardized adjacency matrix,
moments

Statisticsis challenging in the study of dynamical random networks, because
in general only a very small number of observed networks is available. We
are interested in statistical inference of topological dissimilarities between
networks. We are proposing an approach for developing tools for statisti-
cal inference of large networks. The key underlying idea is to assesses topo-
logical dissimilarities between networks indirectly through adding noise to
their structures - also called scrambling. The level of scrambling needed in
order to make the topologies of the scrambled networks statistically indis-
tinguishable is used as a dissimilarity measure. Topologies are compared via
the spectral distributions of their (normalized and standardized) adjacency
matrices. The methodology is illustrated via simulation studies and via an
application to real protein-interaction networks.

Time Series Synchronization and Detection

Using the Hamming Distance

Carolyn B. Morgan, Hampton University; % Morris H. Morgan, Hampton
University, Queen and Tyler Streets, Hampton, VA 23668, morris.morgane@
hamptonu.edu; Clemontina Alexander, Hampton University

Key Words: time series, bootstrapping, confidence estimates

With the growth of wireless technology, interest in digital communication
applications has accelerated. A problem of interest is detecting synchroniza-
tion levels of signals (time series) arising from divergent sources. In such
systems, the primary focus is on the statistical characterization of binary
signals that carry encoded data. The Hamming distance has been used suc-
cessfully in many applications ranging from developing an error code cor-
recting device to facial recognition applications. In the present context, the
Hamming Distance serves as a metric for accessing signal synchronization
levels and performing statistical inferences about information reliability.
The Hamming distance approach that employs the count or difference be-
tween two time series is shown to be a quick and effective technique for dis-
crimination. Bootstrapping is then used to obtain confidence estimates.

Anomaly Detection in Internet Traffic Data

% Nathaniel Beagley, Pacific Northwest National Laboratoty, 902 Battelle
Blvd., Richland, WA 99352, Nathaniel. Beagley@pnl.gov; Paul Whitney, Pacific
Northwest National Laboratory; Christian Posse, Pacific Northwest National
Laboratory; Amanda White, Pacific Northwest National Laboratory

Key Words: Cyber-security, Anomaly Detection

The quantity of internet traffic flowing in and out of an institution has
reached a size where, even making use of automated alert tools, it is impos-
sible for a cyber-security analyst to fully examine the complete data set.
Methods are needed to identify interesting or “anomalous” cases to allow
the analyst to focus their efforts. In our work, we run two different anomaly
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detection algorithms (a Holt-Winters algorithm designed for robustness,
and a least squares algorithm designed for efficiency) on a collection of time
sequential data derived from internet session data sensors. The set of anom-
alies occurring at a specific time point represents the signature for that time
point which is then compared against a library of signatures generated from
“known” anomalous events to decide if the time point is a candidate “un-
known” anomalous event.

Analyzing Diffusion Tensor Imaging Data

* Meagan Clement, Rho, Inc., 6330 Quadrangle Dr., Chapel Hill, NC 27517,
meagan_clement@rhoworld.com; David Couper, The University of North
Carolina at Chapel Hill; Steve Marron, The University of North Carolina

at Chapel Hill; Keith E. Muller, University of Florida; Hongtu Zhu, The
University of North Carolina at Chapel Hill

Key Words: Diffusion tensor imaging, diagnostic tools, density estimation

Diffusion tensor imaging (DTI) holds tremendous promise for improving our
understanding of neural pathways, especially in the brain. Unfortunately,
little has been done to define metrics or describe credible statistical methods
for analyzing DTI data. Using a transformation of the fractional anisotropy
(FA) values will lead to outcomes in statistical models that avoid the “curse of
dimensionality” (from having far more variables than independent sampling
units). It is of the utmost importance to have the diagnostic tools available
to determine if the models are accurate for the region of interest. Issues of
combining different tissue types or different regions of the brain in an analy-
sis could lead to a bimodal distribution of the transformed FA values. If this
occurs, new analysis approaches must be considered. Analysis approaches
for any region will be introduced.

Recurrent Event Data Under Competing Risks
* Ananda Sen, The University of Michigan, 3550 Rackham, 915 E
Washington, Ann Arbor, MI 48103, anandas@umich.edu

Key Words: Competing risks, Recurrent event, Masking, NHPP

The focus of the talk is recurrent events for which the relevant data comprise
successive event times for a recurrent phenomenon along with a event-count
indicator. Situations in which individuals or systems in some population
experience recurrent events are common in areas such as manufacturing,
software debugging, risk analysis, and clinical trials. While the different ap-
plication areas dealing with recurrent data enjoy certain commonalities, of-
ten the issues specific to an area warrant a nonstandard modification of the
basic methodologies. In this talk, I shall discuss competing risks analysis in
the context of recurrent failures that are subjected to multiple failure modes.
Models and methodologies for analyzing a single as well as multiple clusters
of recurrent events will be discussed. The situation dealing with missing or
masked cause of failure will further be addressed.

Using Labeled Data To Evaluate Change
Detectors in a Multivariate Streaming
Environment

Werner Stuetzle, University of Washington; Donald B. Percival, University
of Washington; % Caren Marzban, University of Washington, Applied

Physics Laboratory, 1013 NE 40th Street, Box 355640, Seattle, WA 98105-
6698, marzban@stat.washington.edu; Albert Kim, University of Washington

Key Words: change, detection, two-sample, anomaly, novelty

We consider the problem of assessing the relative performance of different
change detectors in amultivariate streaming environment. The change detec-
tors of interestin this paper are two-sample test statistics, and assess whether
the distribution of most recently observed vectors differs significantly from
that observed previously. This assessment is difficult in a streaming environ-
ment because of the violation of the assumption that the vectors are IID. We
argue that given labeled data one can compare the relative performance of
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different two-sample test statistics without unduly strong assumptions. To
facilitate the comparison of change detectors, we propose adaptations of the
standard notions of a receiver operating characteristic (ROC) curve, and of
bootstrapping, appropriate for a labeled streaming environment.

2 3 Linear Modeling Methods
for Education Statistics and Other
Social Statistics @

Social Statistics Section, Section on Survey Research
Methods
Sunday, August 3, 2:00 p.m.-3:50 p.m.

Effect of Spanish Two-Way Immersion Program
on Kindergarten Students’ Attitudes: A Study of
Treatment and Control Schools

% Claudia B. Navarro Villarroel, lowa State University, N131 Lagomarcino
Hall, Iowa State University, Ames, IA 50011, cnavarro@iastate.edu; Mack
Shelley, Iowa State University; Marcia Rosenbusch, Iowa State University;
Holly Kaptain, Iowa State University

Key Words: Generalized multinomial linear model, Survey for children,
Dual Language Education

A two-way immersion (TWI) program is a type of dual language education
with a “balanced” population of native English speakers and native speakers
of the target language, such as Spanish. The present study was conducted
with kindergarten students after their first year of participation either in
a Spanish TWI or in a traditional program. The study was conducted in two
rural and two urban schools in a Midwestern state, with a total sample size
of 131 students distributed unequally through the schools. The children
were asked to answer a 14-question paper survey about their attitudes to-
ward school and learning. A generalized multinomial linear model analysis
revealed that TWI programs caused significantly more positive effects in the
kindergarten students’ attitude toward the Spanish language in comparison
to their peers in control schools.

Matching Four Groups of Postsecondary

Education Institutions Using Propensity Scores
¥ Amang S. Sukasih, Mathematica Policy Research, Inc., 600 Maryland
Ave., SW, Suite 550, Washington, DC 20024, asukasih@mathematica-mpr.
com; Kirsten Barrett, Mathematica Policy Research, Inc.; Wendy Mansfield,
Mathematica Policy Research, Inc.

Key Words: matching, multiple treatments, IPEDS, CCAMPIS, childcare

Propensity score matching is widely used to form comparable “treatment”
and “control” groups in observational studies. When forming these groups,
a logistic regression model is commonly used to estimate scalar propensity
scores by which the two groups are being matched. If the number of groups
is larger than two, several methods are available to construct the groups, in-
cluding generalized propensity scores and scalar balancing scores. This paper
presents an application of these methods in selecting postsecondary educa-
tion institutions into four comparable groups defined by cross classifying
institutions on whether they received Child Care Access Means Parents in
School (CCAMPIS) grants and whether they have on-campus child-care cen-
ters. Moreover, we compare these matching results to those based on simple
sequential binary propensity score matching.
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Methods for Analyzing Agreement on Ordinal
Ratings Between Self- and Peer-Evaluations in

a Medical School Student Survey

% Oliver Cass, Hennepin County Medical Center, 701 Park Ave, Department
of Medicine, Minneapolis, MN 55415, cassx001@umn.edu; Ye-Ying Cen,
Hennepin County Medical Center

Key Words: Pearson correlation coefficient, weighted Kappa coefficient,
multinomial, logistic, ordinal

A total of 171 students at a medical school self-rated on 3 questions measur-
ing professionalism, teamwork, and mastery of content with ordinal ratings
from 1-5. Each student was also rated by 3 different peers. Pearson correla-
tion coefficients between self-evaluation and the average of 3-peer evalua-
tions and Kappa coefficients comparing the consensus of 3-peer evaluations
and the self-evaluation were computed. A multinomial cumulative logistic
model was applied. Both Pearson correlation coefficients and weighted Kap-
pa coefficients showed a significant agreement between self- and peer- evalu-
ations. The multinomial logistic regression model suggested peer-evaluation
tends to be more generous than self-evaluation. For example, if self-evalua-
tion was 3, there was a 70% probability that peer-evaluation would be 4.

Modeling of Probability of Infant Survival
(Survival Rates)

¥ Beau Jones, University of Cenral Arkansas, Department of Mathematics,
201 Donaghey Ave, Conway, AR 72035, beauj@uca.edu; Evgenia Rubinshtein,
University of Central Arkansas

Key Words: infant survival rate, modeling, missing data, regression

Modeling of infant survival rate is important for many reasons such as
prediction U.S. population, prediction of health-care and daycare facilities,
manufacturers (infant food, cloth etc.). We use regression model to simu-
late infant survival rate. Different approaches are used to handle missing
data. Simulations is done for five Southern States including Arkansas,
Texas, Tennessee, Alabama, and Missouri. The results of the modeling for
7 years are compared.

Deal with Zero Response When It Is Important

Measure but Noisy

¥ Gideon D. Bahn, Loyola University Chicago, 1623 Coolidge Ave.,
Wheaton, IL 60187, gideonbahn@yahoo.com; Raymond Massenburg,
University of Illinois at Chicago

Key Words: homicide, foreclosure, subprime lending, Logistic regression,
Hausman-Test, multiple linear regression

When the outcome variable has many missing data, imputation has been a
common method. But in the case of homicide, zero response is important in-
formation which should not be imputed in the analysis. This paper examines
the relationship among homicides, foreclosures and demographic factors
in Chicago. In order to treat the zero response two methods are employed.
Firstly, the data is analyzed using Logistic Regression Modeling to compare
the difference between with and without homicide. Secondly, Linear Regres-
sion Modeling was utilized to understand the relationships between the
homicide rate and the foreclosure rate; and between subprime lending rate
and homicide rate. The simultaneity is checked in the second model through
the Hausman-Test. The results indicate that the foreclosure rate and the sub-
prime lending rate are positively significant predictors of the homicide rate.
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An Examination of the Relationships Between
University Student Retention and High-School
Coursework Among At-Risk Students Using

Regression Analysis

%* Chong Ho Yu, Arizona State University, 3589 Computing Commons,
Tempe, AZ 85287-0101, chonghoyu@gmail.com; Angel Jannasch-Pennell,
Arizona State University; Samuel Digangi, Arizona State University; Charles
Kaprolet, Arizona State University

Key Words: exact logistic regression, retention, attrition, conditioning,
odds ratio

The objective of this project is to examine how high-school coursework af-
fects attrition of university students using regression analysis. Specifically,
previous studies repeatedly show that minority and nonresident students
are more likely to drop out from universities. High school GPA and SAT
scores do not tell us how performance in different disciplines is related to
college persistence. In this study, archival data sets from the data ware-
house of a Southwestern university, which contain records of students’
high school coursework, will be utilized. Since a high volume of missing
data is expected, the final sample size may be small and data points may
be sparse. To counteract the problem, exact logistic regression and other
remedies will be employed.

24 Psychometrics and Latent
Class Analysis

Section on Survey Research Methods, Section on
Government Statistics
Sunday, August 3, 2:00 p.m.-3:50 p.m.

Measuring Nonresponse Bias from Response
Propensities Obtained from Respondents’

Answers on Their Survey Participation Behavior
¥ William Kalsbeek, Unversity of North Carolina, Survey Research Unit,
UNC-CH, 730 Martin Luther King Jr, Chapel Hill, NC 27607, bill_kalsbeeke
unc.edu; Robert Agans, University of North Carolina

Key Words: Nonresponse bias, Response propensity

The nonresponse bias of simple linear estimates can be measured directly
if the response propensity for each survey respondent is known. In reality
these propensities are unknown and must be estimated. Traditional estima-
tion methods include the weighting class adjustment and response propen-
sity modeling. This research explores the use of psychometric methods to
estimate propensities from ancillary information plus respondents’ answers
to questions about their availability and willingness to participate in surveys
more generally. Data from two recent telephone surveys conducted by the
UNC Survey Research Unit are used to compare estimates of nonresponse
bias computed from propensities obtained by this approach versus bias from
propensities obtained by the traditional methods.

Reducing Error in Psychological Research:
Averaging Data To Determine Factor Structure
of the QMPR

% Shea Gibbons, Brigham Young University, 1005 SWKT, Provo, UT 84602,
sheagibbons@gmail.com; Robert Bubb, Brigham Young University; Bruce L.
Brown, Brigham Young University

Key Words: Factor Analysis, Reliability, Averaging Data, Human Subject
Data, QMPR
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Human subject data in psychological research often contain a high level of
error. Factor analytic data are no exception. Factor loading instability is com-
mon in single administration factor analytic research and results in poor in-
terpretation of the factor pattern. However, Monte Carlo simulations have
shown that averaging data across administrations reduces error, resulting
in increased explained variance and stable factor patterns. In this study, the
Questionnaire for the Measurement of Psychological Reactance (QMPR) was
administered multiple times. The data were then averaged and analyzed us-
ing principle-components factor analysis with varimax rotation. The results
of the study show a notable increase in explained variance and factor-pattern
stability, supporting previous simulation findings. Averaging data across ad-
ministrations is advocated to reduce error in human subject data.

Comparison of Students’ Scores Between
Public and Private Schools: Analysis of PISA
Data

* Victoria Landsman, The Hebrew University of Jerusalem, Department of
Statistics, Mount Scopus, Jerusalem, 91905 Israel, msvika@mscc.huji.ac.il;
Danny Pfeffermann, Hebrew University & University of Southampon

Key Words: Informative sampling, Instrumental variables, Probability
weighted estimators, Propensity scores, Sample distribution

We compare students’ scores between public and private schools in Ireland,
using data collected for PISA. This survey employs a two stage sampling de-
sign of schools and pupils, but the choice of school by pupils is not under con-
trol. Hence, pupils of the two types of school can differ in unknown charac-
teristics, and direct comparison of the sample scores may lead to erroneous
conclusions. We compare the performance of commonly used approaches to
deal with this problem, such as Hajek and Greg type estimators with weights
equal the inverse propensity scores, instrumental and latent variables mod-
elsand an alternative approach that we developed. This approach fits a model
to the data by modeling the outcome distribution under ignorable assign-
ment and the school selection probabilities, which are modeled as functions
of the outcome and covariates, thus accounting for informative selection.

Issues Matter: Social Attributes, Predispositions,

and Issues Affect Voting Choice
¥ Robert B. Smith, Cytel Inc., 675 Massachusetts Ave., 3rd Floor,
Cambridge, MA 02139-3309, rsmithphd@comcast.net

Key Words: campaign issues, political philosophy, health care reform, eco-
nomic issues, environmental advocacy, candidate’s character

Clarifying the relative impacts of economic and social issues, this study ana-
lyzes a 1992 election night survey assessing how social attributes, philosoph-
ical self-designation (liberal, centrist, conservative), party identification
(Democrat, Independent, Republican), and the issues influenced the voters’
choices. Residents of east/west coastal regions, women, paid workers, and
first time voters leaned toward liberalism; ethnic minorities, older people,
and poor people espoused a Democratic identification. Political philosophy
had a direct effect on party identification, which had a very strong direct ef-
fect on vote. A three-class latent structure analysis produced a Left-Center-
Right classification. The issues influenced the vote. The economic issue had
the strongest effect on Clinton vote.Issue interactions suggest that environ-
mental advocacy weakens the effects of negative campaigns.

A Brief History of Survey Classification Error

Models

% Marcus Berzofsky, RTI International, 3040 Cornwallis Dr., RTP, NC
27709, berzofsky@rti.org; Paul P. Biemer, RTI International/UNC-CH;
William Kalsbeek, Unversity of North Carolina

Key Words: Latent class analysis, Classification error, Hui-Walter Method,
Census Bureau Model
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Classification error analysis aims to measure misclassification rates and to
correct estimates of proportions for misclassification. We will trace develop-
ment of the key models developed for this type of analysis and compare and
contrast them. Of particular interest are the latent class models developed
by Lazarasfeld and Henry (1968), the Census Bureau Model developed by
Hansen, Hurwitz, and Pritzker (1964) and the finite mixture probability
models developed by Tennebein (1972), Hui and Walter (1980) and others.
This paper will show how these three primary methods can be viewed from
a broader log linear model with latent variables perspective and how under
that framework classification error can be better specified through greater
model flexibility.

25 Spatial Variation and Risk
Factors for Disease @

Section on Statistics in Epidemiology, Section on
Statistics and the Environment, Section on Risk
Analysis, Biometrics Section

Sunday, August 3, 2:00 p.m.-3:50 p.m.

Risky Behavior: A Multivariate Statistical
Analysis of the United States Based on Health

Risk Factors

% Ashley M. Swandby, SUMSRI (Miami University REU), 3891 Read
Mountain Road, Cloverdale, VA 24077, aswandby@gmail.com; Christina
McIntosh, SUMSRI (Miami University REU); Alicia Smith, SUMSRI (Miami
University REU)

Key Words: Multivariate Statistics, Undergraduate REU, health risk fac-
tors, Principal Component Analysis, Factor Analysis, Discriminant Analysis

In this paper, we study a number of variables associated with health risk
factors in the United States using the 2006 Centers for Disease Control and
Prevention’s Behavioral Risk Factor Surveillance System survey data. We use
Principal Component Analysis, Factor Analysis, and Discriminant Analysis
in order to analyze the multivariate data. Furthermore, we provide a ranking
of relative health for some of the states based on the analysis.

Is It Race/Ethnicity, or Is It Socioeconomic
Status? Disparities in the Prevalence of
Diabetes in the Boston Area Community
Health (BACH) Survey

% Carol L. Link, New England Research Institutes, 9 Galen Street,
Watertown, MA 02472, clink@neriscience.com; John B. McKinlay, New
England Research Institutes

Key Words: Diabetes, Socioeconomic status, epidemiology

Minorities (blacks and Hispanics) are reported to be at increased risk of dia-
betes compared to whites. In a community-based random sample of Boston
residents aged 30 to 79, we find that blacks (odds ratio 2.04, p=.0001) and
Hispanics (odds ratio 2.35, p<.0001) have more than twice the odds of dia-
betes compared to whites after adjusting for gender and age. However, once
socioeconomic status (measured as a combination of education and income),
body mass index (BMI), alcohol consumption, and trouble paying for basics
are also added to the model, these odds ratios drop to 1.32 (p=.1275) and
1.42 (p=.0902), respectively. These results suggest that much of the race/eth-
nic variation in the prevalence of diabetes in the United States may be due
to modifiable socioeconomic factors. These findings have profound implica-
tions for social policy, public health interventions, and clinical practice.
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Estimation for Age-Period-Cohort Models: With

Application to Mesothelioma Data in Alberta
% Bei Jiang, University of Alberta, 632 Central Academic Building,
University of Alberta, Edmonton, AB T6G 2G1 Canada, bjiang@math.
ualberta.ca; K.C. Carriere, University of Alberta

Key Words: Age-Period-Cohort Model, Log-linear model, Estimable func-
tions, Regression splines, Smoothing splines, Generalized Additive Models

Age-Period-Cohort (APC) models have been widely used by epidemiologist to
analyze the trends of disease incidence and mortality. Thelinear dependency:
“Cohort=Period-Age” results in the well-known “nonidentifiability” problem.
We review the “solutions” built on estimable functions (Holford, 1983). We
show how the restricted regression splines can be used to extend the classical
framework of factorial APC models (Heuer 1997). Further, we consider the
use of Generalized Additive Models (GAM) for the estimation and present
how the “non-identifiability” problem can be dealt with accordingly. Finally,
these methods are illustrated to the Mesothelioma data in Alberta.

A Model for Spatio-Temporally Clustered

Disease Rates
* Ronald Gangnon, University of Wisconsin, 603 WARF Office Building,
610 Walnut St, Madison, WI 53726, ronald@biostat.wisc.edu

Key Words: breast cancer, spatial modeling, temporal modeling, cluster
detection, Bayes factor

We describe an extension of a model for spatial clustering proposed by Gan-
gnon and Clayton (2001) to spatio-temporal data. As in the purely spatial
model, a large set of circular regions of varying radii centered at observed
locations are considered as potential clusters (e.g., subregions with a dif-
ferent pattern of risk than the remainder of the study region). Within the
spatio-temporal model, no specific parametric form is imposed on the tem-
poral pattern of risk within each cluster. In addition to the clusters, the pro-
posed model incorporates spatial and spatio-temporal heterogeneity effects
and can readily accommodate regional covariates. Inference is performed in
a Bayesian framework using MCMC. We illustrate the approach with an ap-
plication of the model to data on female breast cancer mortality in Japan.

Geocoding Accuracy: Effects of Geographic

Features and Spatial Autocorrelation

% Jie Li, The University of lowa, 213 Schaeffer Hall, The University of
Towa, iowa city, IA 52242-1409, jie-li-1@uiowa.edu; Dale Zimmerman, The
University of Iowa

Key Words: E911, geocoding error, orhotphoto-based geocodes, regression,
TIGER

We investigated two main research questions pertaining to geocoding ac-
curacy of residential addresses using a dataset of 9298 geocoded addresses
from Carroll County, lowa. Three distinctly different geocodes were obtained:
TIGER, E911, and orthophoto-based geocodes, with the latter regarded as
the truth. Positional errors associated with TIGER and E911 geocoding were
thus determined. Geographic characteristics associated with each address
were also determined, some of which were found to have statistically signifi-
cant effects on the magnitudes of geocoding errors. Furthermore, treating
the positional error of each standard geocode as a spatially indexed attribute
variable, we found highly significant evidence of spatial autocorrelation for
this variable. The implications of these findings for statistical modeling of
geocoded data are discussed.
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A Comprehensive Multilevel Model of Infant
Mortality: A Case Study in Shelby County,

Tennessee

% Sudip Chatterjee, The University of Memphis, 619 Patterson Street,
Apartment #7, Memphis, TN 38111, schattrj@memphis.edu

Key Words: Social Model, Multilevel Model, GLIMMIX, Medical Model,
Infant Mortality, Spatial

For the last five years, Shelby County has recorded more than 12 infant deaths
per 1,000 live births, as compared to eight per 1,000 live births in the state of
Tennessee during the same period, which suggest that there is a systematic
problem in Shelby County. Several models have been developed to understand
the determinants of infant mortality. These models are classified as social
models and medical models. This study integrates a social model and medical
model of infant mortality to ascertain the most important predictors of infant
mortality and to determine how these predictors vary spatially. A multilevel
modeling approach was adopted using Glimmix (SAS Macro). My model es-
timates that there is an effect of exposure to domestic violence (in the neigh-
borhood) on the proximate determinant of low gestational period, which then
leads to high infant mortality in Shelby County, TN.

A Generalized Linear Models Approach
to Spatial Scan Statistics for Covariate
Adjustment

*¥ Inkyung Jung, University of Texas Health Science Center at San Antonio,
7703 Floyd Curl Drive, Mail Coe 7933, San Antonio, TX 78229, inkyung.
jung@gmail.com

Key Words: cluster detection, confounding factor, geographical disease
surveillance, GLM

The spatial scan statistic proposed by Kulldorff (1997) is one of the most
widely used methods for detecting spatial clusters and evaluating their sta-
tistical significance. However, it is not fully capable of adjusting for all types
of confounding covariates. In this article, a generalized linear models (GLM)
approach to construct spatial scan statistics, which is readily in a form for
covariate adjustment, is proposed. Using GLM, spatial scan statistics for dif-
ferent probability models can be formulated in a single framework. The test
statistic is based on the log-likelihood ratio test and evaluated using Monte
Carlo hypothesis testing. The proposed method is illustrated using Texas fe-
male breast cancer data concerning late versus early stage cancer cases with
covariates of race/ethnicity and age group.

26 Applications of Survival
Time Models ®

Section on Statistics in Epidemiology, Section on
Quality and Productivity, Biometrics Section
Sunday, August 3, 2:00 p.m.-3:50 p.m.

Joint Modeling of Survival and Multinomial
Data with Applications to Prostate Cancer

Stage-Grade Specific Incidence

% Chen Hu, The University of Michigan, 1420 Washington Heights,
Ann Arbor, MI 48109-2029, chenhu@umich.edu; Alexander Tsodikov, The
University of Michigan

Key Words: Cancer Incidence, Tumor Progression, Compartmental Model,
Screening
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The usage of prostate-specific antigen (PSA) provides early detection of pros-
tate cancer and exerts a remarkable effect on cancer incidence. Stage-grade
specific incidence represents a random vector of age at diagnosis, and cancer
stage and grade, with a joint survival and multinomial distribution. A se-
ries of survival models with time-dependent covariates are considered. Our
modeling focuses on discrimination between two hypotheses regarding the
mechanism of grade progression—selection and adaptation. We study mod-
el identifiability and develop model-based discrimination methodology for
the problem. Random screening schedules are incorporated into the model
to represent the effect of PSA tests. The models are applied to data from the
Surveillance, Epidemiology, and End Results (SEER) program.

Time to Recurrence of Shingles (Herpes Zoster)

Infection

% Peter C. Wollan, Olmsted Medical Center, Research Department, 210 9th
St SE, Rochester, MN 55904, pwollan@olmmed.org; Patricia Saddier, Merck &
Co., Inc.; Barbara P. Yawn, Olmsted Medical Center

Key Words: multiple-event survival analysis, Cox regression

Yawn et al (Mayo Clinic Proceedings, 2007) reported a population-based
study of herpes zoster (HZ) incidence for the years 1996-2001, funded by
Merck and Co., Inc. As a follow-up study, the medical records of the 1669
HZ index cases were re-examined to identify HZ recurrences. New episodes
after the index episode were found in 95 subjects, with 8 subjects having
more than one. Overall, the 8-year recurrence rate was 6.6% (Kaplan-Meier
estimate). Females and those with impaired immune status had significantly
higher risk. Older subjects had a slightly higher recurrence rate, but the dif-
ference was not statistically significant. In addition, 93 events were identi-
fied prior to the HZ index episode. We discuss alternative approaches to ana-
lyzing these observations, including the conditional multiple-event model,
basing time on subject’s age, and basing time on first event.

Assessment Predictive Power of Prognostic

Models for Melanoma Survival Data

% Shouluan Ding, The University of Alabama at Birmingham, 1530 3rd
Anenue South, WTI 153, Birmingham, AL 35294, sding@uab.edu; Seng-jaw
Soong, The University of Alabama at Birmingham

Key Words: Predictive Power of Model, Concordance Correlation coeffi-
cient, Melanoma survival Data, Extended generalized Gamma Distribution,
Parametric Models, Cox model

We have developed the predictive Cox model and Extended Generalized
Gamma (EGG) model in melanoma research. For model validation, which
is the most overlooked, we used AJCC melanoma collaborative database
divided into a training dataset with 14,760 patients from 10 institutions
for Cox and EGG developing of models by thickness 7 subgroups and a test
dataset with 10,974 patients from Sydney Melanoma Unit (SUM) for vali-
dating by the same groups. Concordance correlation coefficient (CCC) was
used to assess the predictive power of Cox and EGG by comparing predicted
survival rates with Kaplan-Meier observed survival rates at 5- and 10-year
time point for individual patients with combination of significant clinical
or pathologic prognostic factors within thickness groups for SUM dataset.
Overall CCC of 5- and 10-year survival rates were excellent consistency, at
0.87 and 0.89, respectively.
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Estimating Prostate Cancer Survival Under a

Misattribution of the Cause of Death

% Jinkyung Ha, The University of Michigan, 2925 N. Knightsbridge Cir.,
Ann Arbor, MI 48105, jinha@umich.edu; Alexander Tsodikov, The University
of Michigan

Key Words: misattribution, competing risk, cancer mortality

The observed trend of prostate cancer mortality over the period of increased
utilization of screening follows that of cancer incidence. However, changes
in the incidence due to screening are expected to lag those of mortality as
patients with prostate cancer typically have good prognosis. One of possible
explanation for the observed trend could be misattribution of the underly-
ing cause of death in prostate cancer patients. In this work, we propose a
nonparametric maximum likelihood estimation (NPMLE) approach for the
post-treatment survival under misattribution, and derive isotonic MLE of
the underlying survival function. We then explore small-sample and asymp-
totic properties of the procedure. The method is applied to data from the Sur-
veillance, Epidemiology and End Results (SEER) program. We compare our
method with other solutions to similar problems proposed earlier.

A Nonparametric Approach for Comparing
Survival Distributions with Propensity Score
Adjustment

¥ Nandita Mitra, University of Pennsylvania, Department of Biostatistics
and Epidemiology, 929 Blockley Hall, 423 Guardian Drive, Philadelphia,
PA 19104, nanditam@mail.med.upenn.edu; Katrina Armstrong, University
of Pennsylvania; Glenn Heller, Memorial Sloan-Kettering Cancer Center;
Venkatraman E. Seshan, Columbia University

Key Words: propensity score, survival data, nonparametric test statistic,
Medicare

We propose a nonparametric test for the equality of the conditional hazard
function between comparison groups [Heller and Venkatraman, 2004] that
allows for the adjustment of concomitant variables via the estimated pro-
pensity score. This conditional logrank test does not require the assump-
tion of proportional hazards, a parametric specification of the relative
risk function, or randomization of group assignment. The methodology is
demonstrated in a large observational study of 76,286 Medicare enrolled
prostate cancer patients that compares the survival benefit of men who re-
ceived prostatectomy versus those who did not. Numerous covariates such
asrace, age, socio-economic status, and comorbidities were adjusted for via
the propensity score.

Evaluation of Prediction in Models of

Composite Endpoints and Their Components

% Robert Glynn, Brigham & Women’s Hospital, Division of Preventive
Medicine, 900 Commonwealth Avenue, Boston, MA 02215, rglynne@rics.bwh.
harvard.edu; Bernard Rosner, Channing Laboratory

Key Words: prediction, C-statistic, competing risks, survival

Composite endpoints are commonly used in both observational and random-
ized studies for a broad perspective on the impact of exposures of interest. In
the setting of time to occurrence of outcomes, one can use methods of com-
peting risks survival analysis to evaluate possible heterogeneity of associa-
tions of exposures with different components of the composite endpoint. We
present two alternative approaches to quantify discrimination in such com-
peting risks models. One relative approach considers likelihood ratios from
nested models that assume common vs. distinct associations of exposures
on different components of the endpoint. A second approach generalizes the
C-statistic proposed by Harrell to the setting of composite endpoints. Ap-
proaches are illustrated with data on a composite endpoint including first
occurrence of arterial or venous thrombosis in a prospective cohort study.
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27 Topics in Statistical Testing

IMS, Section on Nonparametric Statistics
Sunday, August 3, 2:00 p.m.-3:50 p.m.

Hazard-Based, Data-Driven, Goodness-of-Fit
Tests

% Ma. Zenia Agustin, Southern Illinois University Edwardsville,
Department of Mathematics and Statistics, Box 1653, Edwardsville, IL
62026, zagusti@siue.edu

Key Words: Neyman’s test, score test

In this talk, we will explore the goodness-of-fit problem involving a com-
posite hypothesis testing scenario. In particular, a family of hazard-based
smooth goodness-of-fit tests will be considered. This family of tests is appli-
cable to survival and reliability models, as well as other models formulated
in terms of counting processes. Of particular interest is the determination of
an appropriate smoothing parameter for this family of tests. The results of a
Monte Carlo simulation will be presented to illustrate the potential of these
tests as powerful omnibus and directional tests.

EDF Goodness-of-Fit Tests for Testing the
Distributional Assumptions in ANOVA

¥ Dhanuja Kasturiratna, Northern Kentucky University, Department of
Mathematics, Northern Kentucky University, Highland Heights, KY 41099,
kasturiradl@nku.edu; Truc T. Nguyen, Bowling Green State University; Arjun
K. Gupta, Bowling Green State University

Key Words: ANOVA, Transformations, Goodness-of-fit tests

In the one-way classification with k treatments, we assume that the data
are observed according to the linear additive model, where the error ran-
dom variables are independently and identically distributed normally with
mean zero and constant variance. Then to test whether set of observed data
are coming from the above regression model, we need to construct a test for
testing the hypothesis that the observations of the treatment groups are
normally distributed with the same variance. In this paper, the location and
scale parameters in the distributional assumption of the regression model
are eliminated by means of suitable transformations on the original obser-
vations. The transformed random variables are then shown to possess Stu-
dent’s t distributions with known parameters under the null hypothesis. The
goodness-of-fit tests can then be performed on the transformed variables.

Goodness-of-Fit Tests for Multivariate

Normality

¥ Ming Zhou, lowa State University, Department of Statistics & Statistical
Laboratory, Snedecor Hall, Ames, IA 50011-1210, zhouming@iastate.edu

Key Words: multivariate normal, goodness-of-fit, power, asymptotic opti-
mality, location scale invariant

Multivariate normal distribution is one of the most widely used multivariate
models in statistics. In this talk we will discuss some new nonparametric
goodness of fit tests for assessing multivariate normality. Both large sample
optimality properties of the proposed tests and Monte Carlo simulation re-
sults for comparative power performance will be presented. This is based on
the joint work with Dr. Yongzhao Shao.
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Asymptotic Expansion of the Null Distributions
of Test Statistics for Profile Analysis Under
General Conditions

% Solomon W. Harrar, University of Montana, Department of Mathematical
Sciences, 32 Campus Drive, Missoula, MT 59812, harrar@mso.umt.edu; Jin
Xu, East China Normal University

Key Words: Asymptotic Expnasion, Bartlett’s Correction, Cumulants, Mul-
tivariate Tests, Nonnormality, Profile Analysis

In this talk, we present asymptotic expansion results on the null distribu-
tions of some test statistics for $k$-sample profile analysis under general
conditions. Furthermore, new statistics are proposed for testing the hy-
pothesis of flatness in view of the fact that this test is conducted follow-
ing acceptance of the parallelism hypothesis. Numerical accuracy of the
results is ivestigated via a simulation study. A real data example illustrates
the application.

Conditioning on the Tail: A Rationale for Using
Traditional Two-Tailed Tests and Confidence
Intervals

Paul W. Vos, East Carolina University; ¥ Suzanne Hudson, East Carolina
University, Dept. of Biostatistics, Allied Health, East Carolina University,
Greenville, NC 27858, hudsons@ecu.edu

Key Words: two-tailed tests, confidence intervals, conditioning

The P-value for a traditional two-tailed hypothesis test is twice the smaller
tail probability. We consider only exact tests, i.e., those that compute the P-
value using the true distribution, not some approximation to it. We also con-
sider only one-parameter distributions. Some statisticians consider a two-
tailed test to be appropriate for symmetric distributions, but not for skewed
distributions. We argue that one should condition on the tail where the data
falls. The P-value computed from such a conditional test is the same as the
two-tailed P-value. It is shown how a test that conditions on the tail can be
constructed. Problems with alternative exact tests for discrete distributions
and the associated confidence intervals are discussed.

Moderate Deviations for Two Sample

T-Statistics

¥ Hongyuan Cao, The University of North Carolina at Chapel Hill, 881
Martin Luther King Jr. Blvd Apt. 18H, Chapel Hill, NC 27514, hycao@email.
unc.edu

Key Words: two sample t-statistics, asymptotic distribution, moderate de-
viation

Let $X_1, \cdots, X_{n_{1}}$ be a random sample from a population with
mean $\mu_1$ and variance $\sigma_12$, and $Y_1, \cdots, Y_{n_{2}}$ be
a random sample from another population with mean $\mu_2$ and vari-
ance $\sigma_2"2$. The sampling process is independent of each other.
Consider the two sample t-statistic $ T={{\bar X-\bar Y-(\mu_1-\mu_2)} \
over \sqrt{s_1"2/n_1+s_2"2/n_2}}$. This paper shows that $ \In P(T \
geq x) \sim -x*2/2 \ $ for any $x:=x(n_1,n_2)$ satisfying $x \to \infty$,
$x=0(n_1+n_2)"{1/2}$ as $n_1, n_2 \to \infty$ provided $ 0 < c_1 \leq
n_1/n_2\leq c_2 < \infty.$ If, in addition, $E|X_1|*3 < \infty$, $E|Y_1|3
< \infty$, then $\frac{P(T \geq x){1-\Phi(x)} \to 1 $ holds uniformly in $x \
in(0,0((n_1+n_2)*{1/6}))$.}

Concomitants of Order Statistics for Bivariate

Pseudo Inverse Rayleigh Distribution

¥ Muhammad Q. Shahbaz, COMSATS Institute of Information Technology,
Department of Mathematics, Lahore, International 54000 Pakistan,
gshahbaz@gmail.com; Munir Ahmad, NCBA&E
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Key Words: Order Statistics, Concomitants, Rayleigh Distribution, Pseudo
Inverse

Order statistics has been widely used in distribution theories. Concomitants
have a vital role in study of arranged sample from a bivariate population. In
this paper the distributional properties of concomitants of order statistics
from bivariate pseudo inverse Rayleigh distribution have been discussed.
The single and product moments of the concomitants have been obtained.

28 Monte Carlo Methods

Section on Statistical Computing, IMS
Sunday, August 3, 2:00 p.m.-3:50 p.m.

Automated Markov Chain Monte Carlo Based

on the Ratio of Uniforms Transformation

% Chris Groendyke, The Pennsylvania State University, 3101 Shellers Bend,
State College, PA 16801, cxg928@psu.edu

Key Words: Markov chain Monte Carlo, Ratio of uniforms, Auxiliary vari-
able methods, Linear Gaussian process models

Markov chain Monte Carlo (MCMC) algorithms are commonly used for sam-
pling from posterior distributions in Bayesian statistics. These algorithms
often require a lot of tuning, which can be time consuming and difficult for
non-experts. I use the ratio of uniforms (ROU) transformation due to Kin-
derman and Monahan to develop several MCMC algorithms which require
little or no tuning, yet still work well in practice. I demonstrate the applica-
tion of these algorithms to sampling from the posterior distribution of a lin-
ear Gaussian process model, a popular model for spatial statistics. I conclude
with a comparison of the performance of several automated algorithms in
the context of real data sets.

The Monte Carlo Fisher Scoring Method

% Yong Wang, The University of Auckland, Department of Statistics, The
University of Auckla, Private Bag 92019, Auckland, 1142 New Zealand,
yongwang@stat.auckland.ac.nz

Key Words: Fisher scoring, iteratively reweighted least squares, EM
algrithm, mixture model, Monte Carlo integration, randomized algorithm

We present a simulation-based Fisher scoring method for maximum likeli-
hood estimation of parameters, with or without constraints. The method is
particularly useful in the multivariate situation when the expected Fisher
information matrix does not have a closed-form expression. Specifically,
random samples are generated from the estimated models and used to pro-
vide sample estimates of the Fisher information matrices. The log-likelihood
function is then iteratively approximated by quadratic functions that have
the same gradients at the iterates but random Hessians. It is shown that each
quadratic can be readily optimized by solving a linear regression problem. We
apply the method to fit multivariate mixture models, and numerical studies
show that it outperforms, often remarkably, the conventional EM algorithm.

On the Assessment of Monte Carlo Error in

Statistical Experiments

¥ Elizabeth Koehler, Vanderbilt University, 571 Preston Research Building,
Department of Biostatistics, Nashville, TN 37232-6848, elizabeth.koehler@
vanderbilt.edu; Sebastien Haneuse, Group Health Center for Health Studies;
Elizabeth R. Brown, University of Washington

Key Words: Monte Carlo, Monte Carlo error, Replications, Simulation Study

Statistical experiments, more commonly referred to as Monte Carlo or simu-
lation studies, are used to study the behavior of statistical methods under
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controlled situations. While recent computing and methodological advances
have permitted increased efficiency in the simulation process, such experi-
ments are limited by their finite nature and are subject to uncertainty. There
has been, however, virtually no emphasis placed on reporting the uncertain-
ty, or Monte Carlo error, associated with simulation results in the published
literature, or on justifying the number of replications used. We present a
series of simple, practical methods for estimating Monte Carlo error and
the number of replications required to achieve a desired level of accuracy.
The methods are demonstrated in example simulations. Our results suggest
Monte Carlo error may be more substantial than traditionally thought.

Application of a New Multivariate Resampling
Method To Improve Statistical Performance of

Multiple Regression with Small Samples
% Haiyan Bai, University of Central Florida, hbai@mail.ucf.edu; Wei Pan,
University of Cincinnati

Key Words: multiple regression, resampling, standard error, parameter
estimate

The issues of estimation accuracy and statistical power in multiple regres-
sion with small samples have long been a concern. To improve the statisti-
cal performance, the bootstrap has been actively used through resampling
the residuals; however, if the residuals are not normally distributed before
resampling, the bootstrap usually fails (Freedman, 1981). The present study
utilizes a new multivariate resampling method, the Sample Smoothing Am-
plification Resampling Technique (S-SMART), to improve the estimation
accuracy and statistical power in multiple regression with small samples.
S-SMART is a distribution-free method and employs smoothing to create
multivariate resamples based on given small sample. The S-SMART resa-
mples possess the same statistical properties as does the small sample. The
statistical performance of multiple regression will be improved through the
S-SMART procedure.

Phylogenetic Consensus Tree Construction

Using Stochastic Approximation Monte Carlo
% Sooyoung Cheon, University of Virginia, Department of Public Health
Sciences, West Complex, RM 3181, Charlottesville, VA 22908-0717, sc8te@
virginia.edu

Key Words: Bayesian phylogeny, Local trap, Markov chain Monte Carlo,
Stochastic approximation Monte Carlo

Monte Carlo methods have received much attention recently in the litera-
ture of phylogeny estimation. However, they often suffer from the local-trap
problem in simulations. In this paper, we apply stochastic approximation
Monte Carlo (SAMC) to the problem. SAMC effectively prevents the sys-
tem from getting trapped in local energy minima. SAMC is compared with
a variety of existing Bayesian and non-Bayesian methods for constructing
consensus trees on simulated and real datasets. Numerical results favor to
SAMC, which tends to produce more accurate estimates for the evolutionary
parameters and the probability of each edge being included in the phyloge-
netic trees than do the existing methods.

Public Hurricane Loss Evaluation Models:
Predicting Losses of Residential Structures in
the State of Florida

Shahid Hamid, Florida International University; % B.M. Golam Kibria,
Florida International University, Department of Statistics, Miami, FL
33199 USA, kibriagefiu.edu; Sneh Gulati, Florida International University;
Mark Powell, NOAA Hurricane Research Division; Bachir Annane, CIMAS,
Rosenstiel School/University of Miami; Steve Cocke, Florida State
University; Jean-Paul Pinelli, Florida Institute of Technology; Shu-Ching
Chen, Florida International University
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Key Words: Damage, Goodness-of-fit, Hurricane, Sensitivity & Uncertain-
ty, Validation, Wind Model

As an environmental phenomenon, hurricanes cause significant property
damage and loss of life in coastal areas almost every year. Although a num-
ber of commercial loss projection models have been developed to predict the
property losses, only ahandful of studies are available in the public domain to
predict damage for hurricane prone areas. The State of Florida has developed
an open, public model for the purpose of probabilistic assessment of risk to
insured residential property associated with wind damage from hurricanes.
The model comprises of atmospheric science, engineering & actuarial com-
ponents. At every stage of the process, statistical procedures were used to
model various parameters and validate the model. This paper presents a brief
summary of the main components of the model (meteorology, vulnerability
& actuarial) and then focuses on the statistical validation of the same.

29 Applications in Health
Promotion

Section on Health Policy Statistics, Section on
Statistics in Epidemiology
Sunday, August 3, 2:00 p.m.-3:50 p.m.

Multilevel Analysis for Child Nutrition and

Health: Pick a Better Snack in lowa

% Mack Shelley, Iowa State University, 323 Snedecor Hall, Ames, [A 50011-
1210, mshelley@iastate.edu; Doris Montgomery, lowa Department of Public
Health; Xia Chen, Iowa Department of Public Health

Key Words: health, nutrition, physical activity, multi-level analysis, public
policy, school-based

The Pick a Better Snack program provides school-based education about the
benefits of nutrition and physical activity. In Iowa, this information is pro-
vided by the Iowa Nutrition Network’s social marketing campaign to encour-
age fruit and vegetable choices for snacks, with support from public and non-
profit agencies. Multilevel models using data collected from multiple school
sites in Jowa are estimated to predict self-reported student physical activity,
health and nutrition knowledge, self-efficacy, and fruit and vegetable con-
sumption. We examine the level-2 effects of differences in projects, teachers,
urbanicity, program intensity, and socioeconomic status (measured by the
percentage of students eligible for free and reduced lunch) and the level-1
effects of student differences based on grade level and demographics. Impli-
cations for public nutrition policy are discussed.

Simpson’s Paradox in Real Life: The Center for

Medicare Services Composite Quality Score
% Carlos E. Alzola, Data Insights, 401 Glyndon St SE, Vienna, VA 22180,
calzola@cox.net; Sam Ogunbo, Maryland Hospital Association; Nikolas
Matthes, Maryland Hospital Association

Key Words: Simpson’s paradox, CMS, Pay for performance, Scores, Medicare

The National Hospital Quality measures (NHQM) assess different dimen-
sions of clinical conditions. Quality of care for AMI patients is assessed with
nine different indicators along a continuum of care. The indicators, taken
individually, do not provide an overall picture of the care provided by a given
facility. CMS’s composite score looks at each patient and each dimension of
care as an opportunity to provide eligible care. All these opportunities are
aggregated over all patients at a facility to form a denominator. The oppor-
tunities where patients received eligible care are also aggregated to form a
numerator. The ratio of these two quantities form the Composite Quality
Score. The methodology is susceptible to instances of Simpson’s Paradox. We
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explore how often hospitals that perform better than another in each indi-
vidual measure are ranked lower when compared on their CQS scores.

Analysis of Health and Safety Data: Near

Misses and Injury-lliness Rates
¥ Rama Sastry, U.S. Department of Energy, HS-32, Washington, DC, Rama.
sastry@hg.doe.gov

Key Words: Health, Safety, Near Misses, Injury Rates

The Department of Energy (DOE) is responsible for protecting health and
safety of 130,000 workers at several sites such as Hanford, Savannah River
Site, and the National Laboratories at Oak Ridge, Los Alamos, etc. The health
and safety data reported by the DOE contractors is maintained by two large
data bases, Occurrence Reporting Processing System (ORPS) and Comput-
erized Accident/incident Reporting System (CAIRS). The injury-illness data
are consistent with Occupational Safety and Health Administration (OSHA)
reporting regulations. The objective of this paper is to present some results
of the application of statistical techniques to combine the elements of the
two separate data bases, for example the Near Misses data from ORPS and
injury rates from CAIRS.

Evaluating the Sizes of Differences Between
Group Rates in Settings of Different Overall
Prevalence

% James P. Scanlan, James P. Scanlan, Attorney at Law, 1529 Wisconsin
Ave., NW, Suite 300, Washington, DC 20007, jps@jpscanlan.com

Key Words: health disparities, health inequalities, measurement, binary
measures

As prevalence of an outcome changes, binary measures of differences be-
tween rates of experiencing or avoiding it tend to change as well. As an out-
come like mortality declines in prevalence, relative differences between rates
of experiencing it tend to increase while relative differences between rates
of avoiding it tend to decline. Absolute differences between rates and odds
ratios also tend to change, though in a more complicated manner. As the out-
come changes from being nearly universal to being rare, absolute differences
tend to increase for a time and then decline, while odds ratios decrease for a
time and then increase. This session would explain these tendencies and the
obstacles they create for appraising the size of group differences in settings
of different prevalences, and explore two approaches to measuring group dif-
ferences that avoid those obstacles.

Analysis of National Survey Data on Public
Concerns About Avian Influenza for

Preparedness Planning

% William E. Pollard, Centers for Disease Control and Prevention, 1600
Clifton Road, NE, Mailstop E-69, Atlanta, GA 30329, bdp4@cdc.gov

Key Words: health surveys, public health communication, avian influenza

Communicating with the public about preparedness for avian influenza is
an important function of the Centers for Disease Control and Prevention
(CDCQ), and this requires an understanding of the audience. This paper de-
scribes analysis of 2006 and 2007 proprietary national survey data from
the Porter Novelli ConsumerStyles survey (12,000 respondents per year)
with lifestyle and media habit content, along with items about concern
with avian flu and attention to media coverage, and from the Porter No-
velli HealthStyles survey, (4,000 respondents per year who have also com-
pleted the consumer survey) with health attitude and behavior content.
The linked data sets provide extensive information for understanding fac-
tors relating to concern and attention. Chi-squared automatic interaction
detection (CHAID) techniques are used to identify different audience seg-
ments for communication planning.
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Patient Teenagers: Virginity Pledges as a

Marker for Lower Sexual Activity
% Janet Rosenbaum, University of Illinois at Chicago, 3530 N Broadway St
#3, Chicago, IL 60657, janet@post.harvard.edu

Key Words: public health, abstinence, adolescent health, matched sam-
pling, propensity scores, sexual behavior

The US spends $200 million annually on abstinence programs, including vir-
ginity pledges. Using data from Add Health waves 1-3, adolescents reporting
a wave 2 virginity pledge (n=289) were matched with nonpledgers (n=645)
using exact and nearest-neighbor matching on wave 1 factors including
pre-pledge religiosity, attitudes towards sex and birth control, and family
context. Wave 3 outcomes were compared. Five years post-pledge, 84% of
pledgers reported having never taken a pledge; pledgers and matched non-
pledgers did not differ in premarital sex and sexually transmitted diseases.
Pledgers had 0.1 fewer past year partners, but the same number of lifetime
sexual partners and same age of first sex. Pledgers were 10 percentage points
less likely than matched nonpledgers to use condoms in the last year, and less
likely to use birth control in the past year and at last sex.

Estimation of Net Present Value of Total Health

Care Costs

* Lin Liu, Eli Lilly and Company, Indianapolis, IN 46285, liull@lilly.
com; Joseph C. Gardiner, Michigan State University; Zhehui Luo, RTI
International; Charles Given, Michigan State University

Key Words: Markov Model, Transition Intensity, Health States

In follow-up studies of health care costs, patients may transit between health
states and incur costs at different rates while sojourning in these states.
We propose a method for estimating total health care costs that combines
a Markov model for transitions between states and a longitudinal regres-
sion model for costs. In our model costs emanate from two streams, dur-
ing sojourn in health states and in transition between states. We estimate
net present value (NPV) for costs incurred over a fixed period and derive the
asymptotic properties of the estimator. The method is applied to a data set
on cancer patients to obtain NPV estimates of total health care cost by can-
cer stage. Resampling methods provide standard errors. Simulation studies
demonstrate that the estimator performs well and can be applied in moder-
ately large data sets with health care costs assessed over time.

30 Bayesian Models

and Methods for Spatial and
Temporal Data @A

Section on Bayesian Statistical Science, Section on
Statistical Computing
Sunday, August 3, 2:00 p.m.-3:50 p.m.

Change of Spatiotemporal Scale in Dynamic
Models

* Yongku Kim, Statistical and Applied Mathematical Sciences Institute, 19
T.W. Alexander Drive, Research Triangle Park, NC 27709, kim@samsi.info;
Mark Berliner, The Ohio State University

Key Words: Change of support, Bayesian inference, spatiotemporal model,
time-varying parameter

Spatiotemporal processes show complicated and different patterns across
different space-time scales. Both scientific understanding and observed
data vary in form and content across scale. Such information sources can be
combined through Bayesian hierarchical framework. This approach restricts
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a few essential scale. However, it is common in the trade-off view between
simple modeling and analysis strategy with complicate modeling. We ex-
tended Wikle and Berliner (2005)’s hierarchical COS strategy by adding tem-
poral modeling in their style and allowing discretized time-varying param-
eters. We apply a Bayesian inference based on combining information across
spatiotemporal scale to some climate temperature data which are point ref-
erenced data and areal unit data. The inference focuses on the temperature
process on specific prediction grid scale and maybe different time scale.

A Stochastic Neighborhood Conditional Auto-

Regressive Model for Spatial Data

% Gentry White, North Carolina State University, 201C Patterson Hall,
Campus Box 8203 NCSU, Raleigh, NC 27695-8203, white@stat.ncsu.edu;
Sujit Ghosh, North Carolina State University

Key Words: Spatial data analysis, conditional autoregressive models, geo-
statistical models

A spatial process over a lattice or a set of irregular regions can be modeled
as a conditionally autoregressive (CAR) model. The neighborhoods within a
CAR model are formed using the physical features of the regions. We pro-
pose a stochastic neighborhood within a CAR model, (SNCAR). This neigh-
borhood is defined as an extension of a recently proposed model that can
approximate other geostatistical models. The parameters determining the
neighborhood measure are assigned priors and estimated within a hierarchi-
cal model. These parameters define a prior for spatial effects. The resulting
model is flexible in accurately estimating covariance structures for a variety
of data. Specific examples are illustrated using data generated from some
common spatial covariance functions as well as real data concerning radioac-
tive contamination of the soil in Switzerland after the Chernobyl accident.

Combining Complex Climate Models with
Massive Observational Data for Predicting
Climate Change

*¥ K. Sham Bhat, The Pennsylvania State University, 326 Thomas Building,
Department of Statistics, University Park, PA 16802, kgh130@psu.

edu; Murali Haran, The Pennsylvania State University; Klaus Keller, The
Pennsylvania State University; Joshua Dorin, The Pennsylvania State
University

Key Words: spatiotemporal data, Bayesian modeling, climate change,
Gaussian process, kernel convolution

We study the risk of a collapse of the meridional overturning circulation
(MOQ), part of the global ocean circulation “conveyor belt,’ a key factor de-
termining global climate patterns. Assessing this risk involves combining
massive computer climate model output with space-time intensive physical
observations of the ocean system. We use a Bayesian approach to connect the
two sets of data by approximating the climate model output using a Gauss-
ian process based emulator and using Markov Chain Monte Carlo (MCMC)
methods to obtain a posterior distribution for important parameters associ-
ated with the probability of an MOC collapse. We use a kernel convolutions
approach (Higdon 1998) to make our approach computationally tractable.

Zero-Inflated Bayesian Spatial Models with

Repeated Measurements

% Jing Zhang, University of Missouri-Columbia, 510 High Street Apt.316,
Columbia, MO 65201, jztw7@mizzou.edu; Chong Z. He, University of
Missouri-Columbia

Key Words: MCMC, Spatial, Zero-inflated, Repeated measurements, Bayes
factor

When there are so many zeros in the data that it does not readily fit any stan-
dard distributions, such as normal, binomial, Poisson orlog-normal, the data
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set is refereed to as “zero-inflated.” However, most of the literatures focused
on the zero-inflated count data, while there is limited literature analyzing
the zero-inflated continuous spatial data. This talk considers a zero-inflated
Bayesian spatial model with repeated measurements which deals with the
continuous data. The inference, including simulating from the posterior
distributions, predicting on new locations as well as hypothesis testing on
the model parameters, is implemented using Markov Chain Monte Carlo
(MCMC) techniques. The methodology is also applied to the herbaceous data
in the Missouri Ozark Forest Ecosystem Project. The analysis of multivariate
(zero-inflated) spatial data is also of interest.

Gaussian Multiscale Spatio-Temporal Models
% Marco A R. Ferreira, University of Missouri-Columbia, 146 Middlebush
Hall, Columbia, MO 65211-6100, ferreiram@missouri.edu; Scott Holan,
University of Missouri; Adelmo Bertolde, Federal University of Espirito Santo

Key Words: space-time models, dynamic models, Bayesian inference, mul-
tiscale analysis

We develop a new class of multiscale spatio-temporal models for Gaussian
areal data. Our framework decomposes the spatio-temporal observations
and underlying process into several scales of resolution, and evolves the mul-
tiscale coefficients through time with structural state-space equations. The
multiscale decomposition considered here is able to accommodate irregular
grids and heteroscedastic errors. Our multiscale spatio-temporal framework
has several salient attributes. First, the multiscale decomposition leads to an
extremely efficient divide-and-conquer estimation algorithm. Second, the
multiscale coefficients have an interpretation of their own. Finally, deter-
ministic relationships between different resolution levels are automatically
respected. We illustrate the use of our multiscale framework with an analysis
of a spatio-temporal dataset on agriculture production in Brazil.

Bayesian Estimation of GARCH Models

% Daniel Wan Hussin, University Bamberg, Feldkirchenstr. 21, Bamberg,
96052 Germany, daniel.wan-hussin@uni-bamberg.de

Key Words: Bayes, GARCH, Model Averaging, MCMC

Autoregressive conditionally heteroscedastic (ARCH) models introduced by
Engle in 1982 and the generalization by Bollerslev are commonly used in
financial statistics to model volatility. Since their introduction many gen-
eralizations of the GARCH model have been developed. The presentation
shows how Markov Chain Monte Carlo methods can be used to estimate the
parameters of univariate GARCH models and many of its generalizations
(EGARCH, TGARCH, Absolut Value GARCH, etc.) from the Bayesian point
of view. Different residual distributions (normal, t-distribution, GED) are
considered. Also the Bayesian estimation of the parameters of the model in-
troduced by Hentschel is shown which nests all the above-mentioned gener-
alizations. Results of the different simulations are presented and compared
with the results of maximum likelihood estimation.

A Bayesian Model for Multivariate Functional Data
% Ori Rosen, University of Texas at El Paso, Bell Hall 221, Dept. of
Mathematical Sciences, El Paso, TX 79968, ori@math.utep.edu; Wesley
Thompson, University of Pittsburgh

Key Words: Functional data, Mixed-effects, Cubic splines

We propose a method for analyzing multivariate functional data with un-
equally spaced observation times that may differ among subjects. Fitting mul-
tivariate observations simultaneously rather than fitting each variable sepa-
rately may be advantageous if the error terms corresponding to each variable
are correlated. Our method is formulated as a Bayesian mixed-effects model in
which the fixed part corresponds to the mean functions, and the random part
corresponds to individual deviations from these mean functions. Covariates
can be incorporated into both the fixed and the random effects. The methodol-
ogy is studied by simulation and illustrated with real data.
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31 Statistical Methods for
Clinical Trials |

Biometrics Section, Biopharmaceutical Section
Sunday, August 3, 2:00 p.m.-3:50 p.m.

Approaches to Handling Data when Trial
Conduct Deviates from the Prespecified
Simon’s Two-Stage Design

¥ Yujun Wu, sanofi-aventis, 312 Hana Road, Edison, NJ 08817, yujun.wu@

sanofi-aventis.com; Weichung Shih, University of Medicine and Dentistry of
New Jersey

Key Words: Phase IIA cancer trials, Simon’s two-stage designs, conditional
probability, p-value

Simon’s ‘optimal’ and ‘minimax’ two-stage designs are common methods for
conducting phase IIA studies investigating new cancer therapies. However,
these designs are rather rigid in their settings because of the pre-specified
rejection rules and fixed sample sizes at each stage. In practice, we often en-
counter the problem that a study is unable to adhere to the event number
and sample sizes of the original two-stage design. In this paper, we consider
some approaches in handling situations where deviations or interruptions
from the original Simon’s two-stage design occur because recruitment of
patients is slower than expected. We consider four scenarios and use condi-
tional probabilities to address the issues commonly inquired by the scientific
review board. We also discuss how to report p-values in these situations.

Approximately Optimal Continuous Stopping
Boundaries in a One-Sided Standard

Sequential Test
% Lan Nygren, Rider University, 2083 Lawrenceville Rd, Lawrenceville, NJ
08648, Inygrenerider.edu

Key Words: Optimal boundaries, Average stopping time, Brownian mo-
tion, Boundary crossing, Stopping rule

In clinical trials, continuous monitoring is required when a large but nonsig-
nificant test statistic is observed at an interim analysis. We consider a one-
parameter family of continuous stopping boundaries that are optimal in the
sense that they minimize the average stopping time. These boundaries also
satisfy the required overall Type I error rate and power. The problem is formu-
lated as a constrained optimization problem and is solved numerically using
the differential evolution algorithm. The main results are the ready-to-use ap-
proximately optimal continuous stopping boundaries for a wide range of val-
ues of power and the most commonly used overall levels of significance.

Sample Size Calculations in Logistic
Regression: Re-Revisited

* Marepalli B. Rao, University of Cincinnati, Center for Genome
Information, 3223 Eden Avenue, Cincinnati, OH 45267, marepalli.rao@
uc.edu; Mohammed K. Alam, Forest Research Institute

Key Words: Binary covariate, Binary response variable, Wald Statistic, Nui-
sance parameter, Maximum Likelihood, Sample size

The research in this presentation is inspired by the paper - Sample Size De-
termination for Logistic Regression Revisited - penned by Demidenko pub-
lished in Statistics in Medicine, Vol. 26, 2007, pp.3385-3397. The basic set-up
is the Logistic Regression with a single covariate. The null hypothesis of in-
terestis that the covariate has no impact on the binary response variable. The
issue at heart is what should be the sample size for given level and power. The
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sample size formula will depend on the choice of a test statistic. A popular
choice is Wald’s statistic. Even for this statistic there are a number of choices
what constitutes the standard error of the MLE of the regression parameter.
The standard error can be evaluated at the null hypothesis or at the MLEs of
the parameters. The formulas will be different. In this talk, we will explore
systematically the differences that ensue.

Comparison of Power Between Randomized
Discontinuation Design (RDD) and Upfront
Randomization Design (RD) on Progression-

Free Survival

% Pingfu Fu, Case Western Reserve University, 10900 Euclid Avenue,
Epidemiology and Biostatistics, Cleveland, OH 44106, pxf16@case.edu;
Afshin Dowlati, Case Western Reserve University; Mark Schluchter, Case
Western Reserve University

Key Words: study design, power comparison, clinical trial, progression free
survival

For target-based cytostatic agents in oncologic drug development, single-
arm phase II trials may not be appropriate. The RDD (an “enrichment” ap-
proach) has been proposed as an alternative to the RD for screening targeted
agents. With the RDD, all enrolled patients are treated with an experimen-
tal agent for a fixed course of therapy, and those with stable disease or with
clinical benefit are then randomized to either continue or discontinue treat-
ment with the agent. Assuming exponential tumor growth where the effect
of treatment follows the growth rate cutoff (GRC) model or the sensitive
fraction (SF) model of Freidlin and Simon, simulations demonstrate that
when time-to-event is the endpoint the RDD is more efficient than the RD
for GRC model and SF model when the treatment effect is small; RD, how-
ever, has more power than RDD under SF model when the treatment effect
is moderate-large.

Semiparametric Regression Analysis for Short-
Term and Long-Term Covariate Effect with
Survival Data

% Rajeshwari Sundaram, National Institutes of Health, 6100 Executive
Blvd., 7B03Q, Rockville, MD 20852, sundaramr2@mail.nih.gov; Song Yang,
National Heart, Lung, and Blood Institute

Key Words: Lifetime, Censoring, Likelihood, Changepoint

We consider a new semiparametric regression model for survival data by sep-
arating the short term and long term effect on hazard ratio of the covariates
when appropriate. In the new model, for each covariate the regression pa-
rameters reflect its short term and long term effect respectively. In addition
to containing the classical proportional hazards model, the new model also
contains the proportional odds model. Furthermore, it is flexible enough to
allow the cases where hazard ratios between different values of a covariate
could possibly cross. This work extends the two sample case studied by Yang
and Prentice (2005). We use a pseudo-maximum likelihood approach that
can be expressed via some estimate.

Sample Size Calculation for Selecting a

Predictive Marker for a Survival Endpoint

% Camelia Sima, Memorial Sloan-Kettering Cancer Center, 307 E. 63rd St,
3 Floor, New York, NY 10065, simac@mskcc.org; Alexia Iasonos, Memorial
Sloan-Kettering Cancer Center; Mithat Gonen, Memorial Sloan-Kettering
Cancer Center

Key Words: sample size, power, difference in predictive accuracy, markers,
survival endpoint

There is extensive literature covering sample size requirements for survival
endpoints in designing prospective clinical trials. This paper provides
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methodology for power and sample size calculations for prospectively
designing studies that aim to distinguish a more predictive marker from
an inferior one, when the endpoint is subject to censoring. The method
is applicable to any binary covariate, such as symptom grading (severe/
nonsevere), under the assumption that these covariates are measured on the
same subjects (paired data). Simulations are performed under alternative
schemes by varying the correlation between the covariates; degree of
censoring; and parameters of the assumed survival distribution. Power
calculations are obtained for a fixed difference in the predictive accuracy
between the two covariates, as a function of the sample size. Software is
available by the authors.

Multivariate Control Chart for Environmental

Monitoring

% Harry Yang, MedImmune, Inc., One MedImmune Way, Gaithersburg, MD
20878, yangh@medimmune.com; Lanju Zhang, MedImmune, Inc.; Iksung
Cho, MedImmune, Inc.

Key Words: Environmental monitoring, Control chart, mixtue model

FDA 2004 Guidance and the Code of Federal Regulation governing the
manufacture of pharmaceutical products (21 CER 211) both state the need
to establish and follow procedures to prevent microbiological contamination
of sterile drug products. Univariate statistical control charts are often used
for monitoring either the frequency or magnitude of microbial excursion, in
controlled environment. However, there have been no methods in statistical
literature dealing with the frequency of zero recovery, and magnitude of non-
zero observation simultaneously. In this paper, we propose to use a mixture
model to describe microbial recovery from a clean room or isolation system
where infrequent and large non-zero observations are indicative of potential
contamination. Two statistical tests are suggested, their performances are
evaluated through simulations. Also developed are two control charts.

32 Methods in Statistical
Genomics @

ENAR, WNAR, Biometrics Section
Sunday, August 3, 2:00 p.m.-3:50 p.m.

Incorporating Gene Networks into Statistical
Tests for Genomic Data via a Spatially

Correlated Mixture Model

% Peng Wei, The University of Minnesota, A460 Mayo, MMC 303, 420
Delaware St SE, Minneapolis, MN 55455, weixx035@umn.edu; Wei Pan, The
University of Minnesota

Key Words: ChIP-chip, Conditional autoregression, Markov random field,
Microarray, Mixture model, Spatial statistics

Itis a common task in genomic studies to identify genes satisfying certain con-
ditions, such as differentially expressed genes. Most existing approaches treat
genes identically and independently distributed a priori, testing each gene
independently. However, it is known that the genes work coordinately as dic-
tated by gene networks. We propose incorporating gene network information
into statistical analysis of genomic data. Specifically, we assume that gene-
specific prior probabilities are correlated as induced by a gene network: those
neighboring genes in the network have similar prior probabilities, reflecting
their shared biological functions. We applied both standard mixture model
and the proposed method to a real ChIP-chip dataset (and simulated data). The
new method was found to be more powerful in discovering the target genes.
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Reassessing Shrinkage Estimation in
Microarray Experiments Having Within-Array
Replicate Spots

Lan Xiao, Michigan State University; % Robert Tempelman, Michigan
State University, 1205 Anthony Hall, Department of Animal Science, East
Lansing, MI 48824-1225, tempelma@msu.edu

Key Words: Bayesian, technical replication, false discovery rate, MCMC

Shrinkage based methods have been promising for inference on differential
expression in small microarray experiments. Some experiments are character-
ized by both biological and technical replicates, the latter of which may include
several spots per probe on an array. A popular R package, LIMMA, accom-
modates this issue by assuming a constant correlation for the within-array
replicates on each probe, based on the duplicate correlation (dupcor) option.
We assert with an example that this assumption may not be true for many
experiments and propose a technique that models heterogeneity on within-
array correlations between technical replicates across genes. Based on simu-
lation studies, our technique outperformed the dupcor option of LIMMA for
ROC and FDR characteristics, particularly when each gene was spotted more
than twice on an array and within-array correlations were high.

Bayesian Approach for the Identification of

DNA Copy Number Changes in aCGH Data

% Jie Chen, University of Missouri-Kansas City, 206 Haag Hall, 5100
Rockhill Road, Kansas City, MO 64110, chenj@umkc.edu; Ayten Yigiter,
University of Missouri-Kansas City; Kuang-Chao Chang, Fu Jen Catholic
University

Key Words: Bayesian inferences, change point, uninformative priors, DNA
copy numbers, aCGH data

Cancer development or other related diseases are usually relevant to DNA
copy number changes on the genome. For the high-throughput array com-
parative genomic hybridization (aCGH) copy number data, we propose a
novel mean and variance change point model (MVCM) for detecting the
copy number changes in aCGH data. We use Bayesian approach to study the
MVCM for the cases of one change and two changes; and derive the poste-
rior probability for the estimate of the locus or loci of the DNA copy number
changes. We carry out simulation studies to evaluate the estimate of the lo-
cus (or loci) of the DNA copy number change (or changes) using the derived
posterior probability. These simulation results show that the approach is
suitable for identifying copy number changes. The approach is successfully
applied to the analysis of nine fibroblast cancer cell line data for DNA copy
number changes.

A Run-Based Procedure To Identify Time-
Lagged Gene Clusters in Microarray

Experiments
% Sunil Mathur, University of Mississippi, Hume 325, Department of
Mathematics, University, MS 38677, skmathur@olemiss.edu

Key Words: Gene Expression, Microarray, Time-lagged, Cluster

The analysis of gene expression data obtained from microarray experiments
can be useful to identify regulatory relationship between genes. Genes with
a common functional role have similar expression patterns across different
microarray experiments. This similar expression patterns are perhaps due
to co-regulation of genes in the same functional group. It is seen that most
of the existing methods available for the identification of the regulatory re-
lationships are either made for comparing two genes at a time or methods
are not highly efficient in the identification of the regulatory relationships.
The procedures adopted by these methods do not use complete information
contained in the dataset. In this paper, we propose a statistical procedure
which will use the information contained in the dataset to cluster genes
which show similar patterns.
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A Flexible Semiparametric Test To Detect
Associations Between Quantitative Traits and
Candidate Genes in Structured Populations

with Censored Data

¥ Meijuan Li, The University of Minnesota, A460 Mayo Building, 420
Delaware St SE, Division of Biostatistics, Minneapolis, MN 55455,
meijuanl@biostat.umn.edu

Key Words: Population structure, Censoring, Association mapping, Mix-
ture of polya tree

Several statistical methods for detecting associations between quantitative
traits and candidate genes in structured populations have been developed
for fully observed phenotypes. However, many experiments are concerned
with failure-time phenotypes, which are usually subject to censoring. In
this paper, we develop semiparametric statistical methods for detecting as-
sociation between a censored quantitative trait and candidate genes in the
structured population. Our method corrects for population stratification
and then models the relationship between trait values, genotypic scores at
a candidate marker, and genetic background variables through a semipara-
metric model, where the error distribution is modeled as a mixture of Polya
trees. The proposed method was applied to a real data set of 95 Arabidopsis
lines and simulated data to demonstrate power and type I error rate.

Testing for Gene-Environment Interaction: A
New Modeling Approach

*¥ Bin Huang, Cincinnati Children’s Hospital Medical Center, Center for Epi/
Bio, MLC 5041, 3333 Burnet Ave, Cincinnati, OH 45229, bin.huang@cchmc.
org; Altaye Mekibib, Cincinnati Children’s Hospital Medical Center; Siva
Sivaganisan, University Cincinnati

Key Words: Gene-Environmetal Interaction, 8 fold table, Relative Risk,
Case-Control Study, Cohort Study

The Gene-Environment (GE) interaction refers to “a different effect of an
environmental exposure (genotype) on disease risk in persons with differ-
ent genotypes (environmental exposure)” (Ottman 96). Estimating GE in-
teraction in a case-control study setting has been a subject of many resent
studies. Existing methods often assume rare disease or gene-environmental
independence assumption. Logistic regression or log linear modeling were
used, and the coefficient of the interaction term is used as the effect measure
for GE interaction. In this study, we propose a new modeling approach. We
demonstrated that under the rare disease and/or independence assumption,
our approach is consistent with the existing methods, while these assump-
tions are not necessary. Simulation studies as well as case studies will be con-
ducted to assess biase and efficiency.

Power Consideration for Incomplete Data Sets

in Genetic Studies

% Hemant K. Tiwari, The University of Alabama at Birmingham, AL 35294,
HTiwari@ms.soph.uab.edu; Miguel Padilla, Old Dominion University;
Howard Wiener, The University of Alabama at Birmingham; Jerome Reiter,
Duke University

Key Words: Missing Data, Genetics, Power

Missing data are ubiquitous and inevitable in any area of research. Potential
problems due to missing data include bias in parameter estimation, inflated
type [ error rates, loss of power, and often complexity of executing the analy-
sis. Determining the appropriate analytic approach in the presence of incom-
plete data has been an active area of research in recent decades. Although
remarkable progress has been made in the development of statistical ap-
proaches that provide valid and reliable parameter estimates in the presence
of missing data, missing data problems in genetic studies with multivariate
phenotypes and large numbers of available genotypes typed on individuals
have not been adequately addressed.
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3 3 Likelihood-Based

Methodology

Biometrics Section, Section on Nonparametric
Statistics, IMS
Sunday, August 3, 2:00 p.m.-3:50 p.m.

Analyzing Incomplete Data Subject to a
Threshold Using Empirical Likelihood Methods:
An Application to a Pneumonia Risk Study in
an ICU Setting

* Jihnhee Yu, University at Buffalo, NY 14214-3000, jinheeyu@buffalo.edu;
Albert Vexler, National Institute of Child Health and Human Development;
Lili Tian, University at Buffalo

Key Words: Empirical likelihood ratio test, Incomplete data, Ventilator as-
sociated pneumonia, Two-sample test, Linear regression

The first detection of pneumonia for inpatients at an intensive care unit
(ICU) needs external symptom evaluation by the clinical pulmonary infec-
tion score (CPIS). When the CPIS is above a threshold value, bronchoalveolar
lavage (BAL) is performed to count actual bacterial pathogens. Thus, CPIS
and BAL results are closely related and important indicators of pneumonia
while BAL data are incomplete. To compare the pneumonia risks between
treatment groups for such incomplete data, we derive a new method that
combines empirical likelihood ratio test with classical testing utilizing para-
metric models. The asymptotic Type I error of the proposed method is in-
vestigated theoretically. Monte-Carlo study confirms that the method has
good power properties. The method is applied to the data obtained in clinical
practice setting and effectively compares pneumonia risks between treat-
ment groups.

Empirical Likelihood Inference for Censored
Median Regression Model via Nonparametric

Kernel Estimation

* Yichuan Zhao, Georgia State University, Department of Mathematics
and Statistics, Atlanta, GA 30303, matyizelangate.gsu.edu; Feiming Chen,
Spectra Marketing Systems

Key Words: Coverage probability, Least absolute deviations, Right censoring,
Confidence regions, Empirical likelihood, Missing information principle

An alternative to the accelerated failure time model is to regress the median
of the failure time on the covariates. In the recent years, censored median
regression models have been shown to be useful for analyzing a variety
of censored survival data with the robustness property. Based on missing
information principle, a semiparametric inference procedure for regression
parameter hasbeen developed when censoring variable depends on continuous
covariate. We apply an empirical likelihood ratio method (EL) to the model
and derive the limiting distributions of the estimated and adjusted empirical
likelihood ratios for the vector of regression parameter. The EL confidence
regions for the unknown vector of regression parameters are obtained
accordingly. The simulation results suggest that the EL methods outperform
the normal approximation based method in terms of coverage probability.
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A Simulation Study Comparing Likelihood
and Nonlikelihood Approaches in Analyzing
Overdispersed Count Data

% Stanley Xu, Kaiser Permanente Colorado, 6081 S Paris St, Greenwood
Village, CO 80111, stan.xu@kp.org; Gary K. Grunwald, University of
Colorado; Richard Jones, University of Colorado

Key Words: Poisson mixture, Overdispersion, Gamma, Lognormal, Inverse
Gaussian, Maximum likehood estimate

In this simulation study, overdispersed count data were simulated under
the Poisson mixtures, then analyzed with likelihood approaches includ-
ing three Poisson mixtures with gamma, lognormal, and inverse Gaussian
distributions and non-likelihood approaches including the robust sand-
wich estimator and quasilikelihood. Our results indicated that 1) when the
count data are mildly overdispersed, there are virtually no differences in
type [ error rate, standard error of the main effect, and empirical power
among the five methods; 2) when the count data are very overdispersed,
none of these five approaches is robust to model misspecification as evalu-
ated by type I error rate, standard error of the main effect, and empirical
power. We recommend choosing the one with the smaller -2 log likelihood
value between the Poisson mixtures with the gamma distribution and with
the lognormal distribution.

Empirical Likelihood Test for Equality of Means

of Populations Containing Many Zeros

% Le Kang, State University of New York at Buffalo, 253 Farber Hall, 3435
Main St, Buffalo, NY 14214, lekang@buffalo.edu; Albert Vexler, The State
University of New York at Buffalo; Lili Tian, University at Buffalo; Germaine
B. Louis, National Institute of Child Health and Human Development

Key Words: mixture model, parametric likelihood, empirical likelihood,
likelihood ratio, monte carlo, type I error

Endometriosis is a complex disease occurring in menstruating women.
Recent study suggested organochlorine pesticides such as Aldrin and beta-
BHC, might have important differences in their concentrations in serum be-
tween women with and without disease. The relevant dataset includes zero
observations that were recorded due to the measurement problems, e.g., in
part related to instrument precision [Schisterman et al.(2006)]. Instead of
assuming a parametric mixture model with lognormal distribution [Zhou
et al.(1999)], we assume that biomarkers Aldrin and beta-BHC follow a non-
parametric mixture model and extend the existing empirical likelihood
techniques, which are based on one population [Chen et al.(2003)], to test
the equality between two population means. Our broad Monte Carlo study
compares the proposed test to some parametric approaches with respect to
the Type [ error controls.

Summiarizing Likelihood Functions as Functions
% Michael B. Brimacombe, New Jersey Medical School, 185 S. Orange Ave
(MSB F-633), Newark, NJ 07101-1709, brimacmb@umdnj.edu

Key Words: likelihood, meta-analysis, functional data

In a growing number of meta-analytic settings information is available
to statisticians from a set of existing studies. The goal of the analysis is to
achieve an overall statistical assessment of the treatment under investiga-
tion. From a statistical perspective, the likelihood function for each study,
if available, summarizes all relevant information regarding the parameter
of interest. Viewing the likelihood function as a function of the parameter
of interest and placing the likelihood into graphical and random effects set-
ting allows for the use of functional data interpretations to derive summary
pseudo-likelihoods that can be used to provide summary information for the
entire set of studies in question. This can be used to generate pseudo likeli-
hood ratio tests to examine patterns in the overall dataset. Examples are
drawn from the biomedical literature.
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Conventional Inference via a Holistic Approach
¥ Michael P. Jones, Macquarie University, C3A 520, North Ryde,
International 2109 Australia, mike.jones@psy.mq.edu.au

Key Words: multivariate methods, logistic regression, analytic approach

Aim: Compare conventional statistical inference with a more holistic ap-
proach. Method: Using a study of gastrointestinal diseases as a vehicle we
address the practical research question “Are dyspepsia symptoms associ-
ated with weight loss ?” Conventional inference uses unconditional logistic
regression to isolate statistically independent influences on weight loss. In
the alternate approach factor analysis is used to quantify latent symptom
dimensions on which individuals are then formed into mutually exclusive
clusters using a non-hierarchical algorithm and the cluster symptom profiles
described. Weight loss prevalence is then overlaid on cluster profiles. Find-
ings: While some conclusions would be arrived at either way, the holistic ap-
proach allowed insights hidden by conventional inference. Communication
with nonstatisticians is easier and more effective.

Testing the Homogeneity of the Means of
Several Groups of Count Data in the Presence
of Unequal Dispersions

% Krishna Saha, Central Connecticut State University, Department of
Mathematical Sciences, 1615 Stanley Street, New Britain, 06050, sahakrk@
cesu.edu

Key Words: Score test, Double extended quasi-likelihood, Homogeneity of
the means, Negative binomial model, Dispersion, Power

Extra-dispersion is a common phenomenon in the biostatistical field when
count data exhibit extra-variation relatively a Poisson model. This arises
when the data are grouped or when the assumption of independence is vio-
lated. In this paper, procedure for testing the equality of the means of several
groups of count data when extra-dispersions among the groups are unequal
is developed based on the adjusted count using the concept of the design
effect and size effect proposed by Rao and Scott (1999, Statistics in Medi-
cine). We also obtain the score type test statistics using the quasi-likelihoods
based on the mean-variance structure of the negative binomial, and study
the properties and performance characteristics of these statistics. The sim-
ulation results indicate that the statistic based on the adjusted count data
holds the best performance characteristics over the other statistics.

34 Issues Related to the
Design of Clinical Trials @ A

Biopharmaceutical Section, Biometrics Section
Sunday, August 3, 2:00 p.m.-3:50 p.m.

Optimal Ray Design for Drug Combinations

¥ Yuehui Wu, GlaxoSmithKline, 1250 South Collegeville Road, Collegeville,
PA 19426, yuehui.2.wu@gsk.com; John J. Peterson, GlaxoSmithKline
Pharmaceuticals

Key Words: drug combination, fixed-ratio ray design, locally D-optimal
design

When two drugs are studied as a mixture in the drug development, one ex-
pects the combination works better than any of the drugs works alone. To
investigate this, we consider the fixed-ratio ray design that the ratio of drug
Ato drug Bis fixed on a single ray for different doses and the observation will
be collected on a few rays (ratios) in the whole experiment. The model under
consideration is the nonlinear logistic model and the locally D-optimal de-
sign techniques will be applied tolocate the optimal ray design which answers
the following questions: how many rays are needed? What ratios should one
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chose? How many subjects should be located on each dose? We also consider
the D-optimal design under some restrictions such as the total number of
rays and the number of different doses on each ray is limited. Comparison of
the optimal design to a random selected ray design is also made.

Optimal Designs for Toxicity Function with a
Downturn

% Seung Won Hyun, University of Missouri-Columbia, swhrg7@mizzou.edu;
Nancy Flournoy, University of Missouri

Key Words: Dose-finding, Experimental design, Toxicological assays, Re-
ceptor-meditated response, A-optimality for adjacent treatment compari-
sons, D-optimality

In many toxicological assays, interactions between primary and secondary
effects may cause a downturn in the response functions at high concentra-
tions. Downturns have been studied by Margolin (1981), Bretz and Hothorn
(2001), Welshons et al. (2003) and others. We obtain optimal designs for
several models of such nonmonotone concentration response functions. A
related situation occurs in clinical trials on which success is measured as a
function of both toxicity and safety. See, for example, Dragalin, Fedorov and
Wu (2006) and Rabie and Flournoy (2004).

Orthogonal Experimental Designs Can

Disentangle Confounding in Database Studies
% Charlie H. Goldsmith, McMaster University, Biostatistics Unit, Martha
H322, St Jospeh’s Healthcare Hamilton, 50 Charlton Ave E, Hamilton,

ON L8N 4A6 Canada, goldsmit@mcmaster.ca; Lehana Thabane, McMaster
University; Gary Foster, St. Joseph’s Healthcare Hamilton; Eleanor M.
Pullenayegum, St. Joseph’s Healthcare

Key Words: Orthogonal designs, confounding, databases, bootstrapping

To determine whether confounding in databases studies can be disentangled
using orthogonal factorial designs. Factorial designs permit estimation of
interactions and main effects. Replicates of cases were sampled according to
abootstrap scheme to create a factorial design, which was then used to esti-
mate the impact of main effects and interactions. All estimable main effects
and interactions are combined like imputation to provide an analysis of the
factors and interactions better than with the analysis of the database be-
cause of confounding. Ideas will be shown using an osteoporosis database, a
2**3 complete factorial, 10 replicates and bootstrapping. A comparison with
the usual analysis, feasibility and interpretations of these bootstrapped ef-
fects will be shown. Orthogonal designs created via bootstrapping can disen-
tangle interactions between factors in database studies.

Optimization of Design Features in Clinical

Trials with a Sensitive Subgroup

¥ Yan D. Zhao, Eli Lilly and Company, Lilly Corporate Center, DC 6054,
Indianapolis, IN 46285, zhaoyanl@gmail.com; Alex Dmitrienko, Eli Lilly and
Company; Roy Tamura, Eli Lilly and Company

Key Words: Clinical trial design, sensitive subgroup, optimal design, type I
error control, power, simulation

This talk introduces a method for optimizing the design of clinical trials with
a sensitive subgroup of patients (i.e., a subgroup that is more likely to benefit
from the treatment than the overall population). Given a sensitive subgroup
(defined by a classifier [e.g,, a clinical marker or pharmacogenomic marker]),
the study’s outcome is declared positive if the treatment effect is established
in the overall population or the subgroup. The proposed method aims at
achieving an optimal balance between the power of the overall and subgroup
tests under restrictions that reflect the trial’s objective. The restrictions in-
clude control of the overall Type I error rate and requirement to show that
the overall treatment effect, if it is demonstrated, is not limited only to the
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sensitive subgroup. Operating characteristics of the proposed design are as-
sessed via a simulation study.

Strengthening the Understanding of the
Relationship Between Survival Designs and

Test Statistics
% Jitendra Ganju, Amgen, Inc, 1120 Veterans Blvd, South San Francisco, CA
94080, jganju@amgen.com; Guoguang (Julie) Ma, Amgen, Inc

Key Words: logrank statistic, follow-up time

In the planning of survival trials, the role of patient follow-up time intro-
duces a level of complexity not encountered in other (nonsurvival) trials. Of
two commonly used survival designs, one fixes the patient follow-up time
whereas the other allows time to vary. When the follow-up time is fixed the
number of events varies. Follow-up time varies when the number of events
is fixed. We explain how the two designs time to event (e.g., logrank) and
binomial (e.g., relative risk, risk difference) test statistics.

Design and Interim Monitoring of a St.
Jude Clinical Trial Based on the Gompertz

Distribution

¥ Arzu Onar, St. Jude Children’s Research Hospital, 332 North Lauderdale St,
Mail Stop 768, Mempbhis, TN 38105, arzu.onar@stjude.org; James M. Boyett,
St. Jude Children’s Research Hospital; Robert P. Sanders, St. Jude Children’s
Research Hospital; Amar Gajjar, St. Jude Children’s Research Hospital

Key Words: Clinical Trial, Gompertz Distribution, Sample size estimation

This talk details the statistical issues encountered in a recent single-arm trial
at St Jude Children’s Research Hospital for young children with embryonic
brain tumors. The trial design aimed to estimate EFS distribution, which has
historically been characterized by a rapid decline followed by an asymptote,
representing patients who achieve long-term disease control. This pattern
makes the use of conventional exponential-based designs inappropriate. So
instead we used the Gompertz distribution which can accommodate increas-
ing, decreasing and constant hazards. The parameters are easy to estimate
and have intuitive interpretations. Further the log-rank type procedures can
be used for testing. Sample size calculations were based on estimating the
cure rate fraction and a single interim analysis was proposed. The latter how-
ever poses some additional challenges which will be detailed.

Noninferiority Trial Designs for Binomial Rate
Differences and Odds Ratios

% Joan Hilton, University of California, San Francisco, Department of
Epidemiology & Biostatistics, 185 Berry Street, Suite 5700, San Francisco,
CA 94107-1762, joan@biostat.ucsf.edu

Key Words: noninferiority, optimal allocation, design parameters, sample
size calculation, reparameterization, binomial response

In the setting of binomial rates that differ under HO and are equal under HA,
we show that the marginal response rate and the noninferiority margin are
a convenient “design pair” for noninferiority trials. Further, the minimum
overall sample size, N, and optimal allocation ratio associated with fixed er-
ror rates depend on how the margin is parameterized. Since investigators
commonly use the difference between test and control response rates (Delta)
for design and the log-odds of response (logPsi) for analysis, we quantify ef-
fects on power of switching parameterizations of the margin. We also model
the ratio N_Delta/N_Psi as a function of a wide range of design pairs; the re-
gression estimates can be used at the design stage to identify pairs for which
the margin’s parameterization should not be interchanged between design
and analysis. Last, we propose ways to quantify the marginal rate.
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3 5 Infroductory Overview
Lecture: Interdisciplinary
Communications: Functional
Data Analysis and Differential
Equation Models

ASA, ENAR, IMS, SSC, WNAR
Sunday, August 3, 4:00 p.m.-5:50 p.m.

From Functional Data Analysis to Differential
Equation Models, with Applications

% James O. Ramsay, McGill University, 2748 Howe St., Ottawa, ON K2B
6W9, ramsay@psych.mcgill.ca

Dynamical models explain how a system responds to a change in the system
itself or in its environment. They are usually expressed as a set of differential
equations that explicitly link change as defined by time derivatives to the
state of the system and its inputs. Nonlinear systems are especially interest-
ing because of their potential to capture complex system behavior by a seem-
ingly simple set of equations. A new method will be outlined which permits
the estimation of nonlinear system parameters from noisy data along with
confidence regions and other inferential methodology. The procedure will be
illustrated with examples drawn from chemical engineering.

Statistical Methods for Inverse Problems
of Differential Equations, with Biomedical
Applications

% Hulin Wu, University of Rochester, Department of Biostatistics and
Computational Biology, 601 Elmwood Avenue, Box 630, Rochester, NY
14642, hwuebst.rochester.edu

Differential equation models are widely used to describe dynamic systems in
many scientific fields such as engineering, physics, econometrics, and biomed-
ical sciences. It is challenging to develop statistical methods to estimate the
parameters in a nonlinear differential equation (NDE) model when the closed-
form solution is not available. Model identifiability of the NDE models will be
discussed and statistical estimation methods will be introduced and reviewed
for both constant and time-varying parameter estimation in NDE models. Bio-
medical application examples will be used to illustrate the proposed methods.
A user-friendly software package, DEDiscover, will be introduced.

36 Analyzing Genetic
Data from Health Surveys:
Opportunities and Challenges @

ENAR, Biopharmaceutical Section, WNAR, Section
on Health Policy Statistics, Section on Statistics in
Epidemiology, Biometrics Section

Sunday, August 3, 4:00 p.m.-5:50 p.m.

Genetic Research in the National Health and

Nutrition Examination Surveys

% Christopher Sanders, National Center for Health Statistics, Hyattsville,
MD 20782, bxu5@cdc.gov

@ Applied Session

sk Presenter

Key Words: NHANES, genetics, genome-wide association study, surveys,
official statistics

NHANES is a series of nationally representative health surveys run by the
National Center for Health Statistics. In the past two years we have collected
genetic data in over a hundred genes of from ~7,100 participants in NHANES
I1I. The analyses of these genetic variations linked to thousands of NHANES
lab, questionnaire, and environmental variables has led researchers to pro-
duce prevalence estimates, explore genotype-phenotype associations, and
create new research methods to analyze genetic data within the framework
of the NHANES survey design. Initiatives are in progress for the collection
of one million genetic variations in ~15,000 participants in the NHANES III
and NHANES 1999-2002 DNA banks. This discussion will provide an over-
view of the ongoing genetic research that has been done using NHANES data
and highlight the potential use of this data in future research.

Estimating Family Relationships Using DNA
Fingerprints Within the NHANES-IIl Household

Survey
% Hormuzd A. Katki, National Cancer Institute, 6120 Executive Blvd Room
8016 MSC 7244, Rockville, MD 20852-4910, katkih@mail.nih.gov

Key Words: NHANES, genetics, demography, surveys, official statistics

The NHANES-III survey did not accurately assess familial relationships
within household members. We estimated family relationships using each
participant’s Identifiler(tm) DNA fingerprint, a set of 15 DNA markers that
overlap with the markers used by the FBI for forensic identification. We
adapted two methods of estimating familial relatedness (an exact method
requiring allele frequencies and a less efficient method that does not require
allele frequencies) to survey data, accounting for genotyping error rates and
potential correlation of alleles within ethnic groups. We both tested and esti-
mated family relationships for all pairs of potential relatives within a house-
hold. This work will facilitate future family-based association and linkage
studies within NHANES-IIL.

Testing for Hardy-Weinberg Equilibrium and
for Disequilibrium Across Population Strata in

Complex Survey Sample
* Yan Li, National Cancer Institute, 20852-4910, lisherry@mail.nih.gov

Key Words: NHANES, genetics, genome-wide association study, surveys,
official statistics

In population genetics, the use of representative random samples of the tar-
get population can avoid ascertainment bias. Genetic data from over a hun-
dred genes were collected in NHANES III. Surveys such as the NHANES have
complex sample designs with weighting that can inflate variances and alter
the expectations of test statistics. Thus, classical tests of Hardy-Weinberg
Equilibrium (HWE) and Homogeneity of Hardy-Weinberg Disequilibrium
(HHWD) for simple random samples are not suitable for complex samples.
We propose using Wald tests for HWE and generalized score tests for HHWD,
modified for complex samples. Simulation studies are used to investigate the
finite sample properties of the proposed tests. Rao-Scott corrections were
found to improve test type I error properties. Our methods are applied to the
NHANES III genetic data for three alleles involved in metabolizing lead.
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37 Spatio-Temporal Dynamic
Models @A

Section on Bayesian Statistical Science, Section

on Statisticians in Defense and National Security,
Section on Physical and Engineering Sciences, Section
on Statistics and the Environment

Sunday, August 3, 4:00 p.m.-5:50 p.m.

Space-Time Random-Effects Models

% Noel Cressie, The Ohio State University, Department of Statistics, 1958
Neil Avenue, Room 404, Columbus, OH 43210-1247, ncressie@stat.osu.edu;
Lei (Emily) Kang, The Ohio State University

Key Words: Bayesian prediction, fixed rank kriging, hierarchical models,
Kalman filtering, mixed-effects models, posterior distribution

In this talk, we propose the use of space-time random-effects (STRE) models
and space-time mixed-effects (STME) models to fit to environmental data
distributed in space and time. Both models can be viewed as a hierarchical
statistical model that includes a data model and a (space-time) process mod-
el. We consider massive datasets and hence a dimension-reducing STME.
Unknown parameters in the model can be estimated or a prior distribution
(parameter model) can be posited. In the former case, an empirical Bayes
procedure yields a space-time Kalman Filter that we call the Fixed Rank Kal-
man Filter (FRKF). In the latter case, an MCMC algorithm is needed for opti-
mal filtering, which exploits the dimension reduction referred to earlier. Our
methodology is applied to NASA’s Multi-angle Imaging SpectroRadiometer
(MISR) Aerosol Optical Depth data.

Combining Computer Model Output and
Observational Data: Forecasting Climatic and

Weather-Related Processes

% Mark Berliner, The Ohio State University, Department of Statistics, 1958
Neil Avenue, Columbus, OH 43210, mb@stat.osu.edu

Key Words: Climate change, Hierarchical Bayesian analysis, Experimental
design

Modern science relies on both computer modeling and continuing improve-
ments in observational assets. However, both of these information sources
are subject to error. Hence, combining these sources in a fashion that reflects
their uncertainties is critical. The approach suggested is a hierarchical Bayes-
ian formulation involving the statistical modeling of computer model output.
The approach also enables direct formulation of experimental design for com-
bining computer models and observations. The main notions are illustrated in
an extended example involving climate and climate change analyses.

Tracking Space Junk
% Dave Higdon, Los Alamos National Laboratory, dhigdon@lanl.gov; Earl
Lawrence, Los Alamos National Laboratory

Key Words: filtering, Markov chain Monte Carlo, model selection

There are currently thousands of resident space objects orbiting the planet,
and this number will grow substantially over the coming years. The chal-
lenge is to track these objects with the help of physical observations as well
as computational models for their trajectories. This task is made difficult by
limited observational resources, and by external factors such as atmospheric
conditions and space weather that can alter an object’s trajectory. In this talk
we develop a Bayesian modeling approach that combines these deterministic
simulation models with observations to track multiple objects.
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38 Semiparametric Modeling
of Nonlinear and Nonstationary
Time Series @

Business and Economics Statistics Section, IMS
Sunday, August 3, 4:00 p.m.-5:50 p.m.

Consistent Nonparametric Tests on Parametric

Smooth Coefficient Models

* Yiguo Sun, University of Guelph, Department of Economics, Guelph, ON
N1G 2W1 Canada, yisun@uoguelph.ca; Zongwu Cai, The University of North
Carolina at Charlotte; Qi Li, Texas A&M University

Key Words: Nonstationary, nonlinearity, semiparametric estimation, De-
generate U-Statistic, Central limit theorem, Degenerate U-Statistic, Central
limit theorem

In this paper, we consider the problem of consistent model specification test-
ing with nonstationary data. We propose a simple kernel-based nonpara-
metric test for testing the null hypothesis of constant coefficients against
nonparametric smooth coefficients in a varying coefficient model with some
of the covariates being nonstationary data. We establish new central limit
theorems for generate U-statistics with nonstationary data and use them to
derive the asymptotic distributions of the proposed test statistic under both
null and alternative hypotheses. A Monte Carlo simulation is conducted to
illustrate the finite sample performance of the proposed test statistic.

Spline-Backfitted Kernel Smoothing of Additive
Coefficient Model

% Rong Liu, Michigan State University, Department of Statistics and
Probability, A413 Wells Hall, East Lansing, MI 48824, liurong@stt.msu.edu;
Lijian Yang, Michigan State University

Key Words: bandwidths, kernel, knots, local linear estimator, mixing, non-
parametric regression

Additive coefficient model (Xue and Yang 2006a,b) is a flexible tool for mul-
tivariate regression and time series analysis that circumvents the “curse
of dimensionality.” We propose spline-backfitted kernel (SBK) and spline-
backfitted local linear (SBLL) estimators for the component functions in the
additive coefficient model that is both (i) computationally expedient so it is
usable for analyzing very high-dimensional data, and (ii) theoretically reli-
able so inference can be made on the component functions with confidence.
In addition, it is (iii) intuitively appealing so it does not intimidate practitio-
ners. Simulation experiments have provided strong evidence that corrobo-
rates with the asymptotic theory. The SBLL procedure is applied to a varying
coefficient extension of the Cobb-Douglas model for the US GDP that allows
non-neutral effects of the R&D on capital, labor and TFP.

Empirical Likelihood-Based Inference for

Nonlinear Diffusions
% Ke-Li Xu, University of Alberta, 3-40N Business Building, School of
Business, Edmonton, AB T6G 2R6 Canada, keli.xu@ualberta.ca

Key Words: diffusion models, empirical likelihood, local linear smoothing,
nonparametric modeling

This paper provides a new approach to constructing point-wise confidence
intervals for nonparametric drift and diffusion functions in a continuous-
time diffusion model via empirical likelihood (EL) in conjunction with
local linear smoothing. Limit theories are developed for the EL ratios for
both drift and diffusion functions by means of increasing time span and
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shrinking observational intervals. Our results apply to both stationary and
nonstationary recurrent diffusion processes. Compared to the asymptotic
normality-based method, our approach avoids the difficulty of variance
estimation by choosing the variance estimator implicitly, and it has the
additional advantage of automatic determination of the shape of the
resultant confidence interval. Simulation studies show that for both the drift
and diffusion functions the EL confidence intervals work remarkably well.

39 Post-Imputation Variance
Estimation @

Section on Survey Research Methods, Section on
Nonparametric Statistics, Section on Government
Statistics, Social Statistics Section

Sunday, August 3, 4:00 p.m.-5:50 p.m.

Multiple Semiparametric Imputation
% David R. Judkins, Westat, 1650 Research Blvd., Rockville, MD 20850,
DavidJudkins@westat.com; Andrea R. Piesse, Westat; Tom Krenzke, Westat

Key Words: Post-imputation variance estimation, Hot-deck imputation

In 2007, Judkins, Krenzke, Piesse, Fan, and Haung reported on the perfor-
mance of a new semi-parametric imputation algorithm designed to impute
entire questionnaires with minimal human supervision while preserving im-
portant first- and second-order distributional properties. In the 2008 paper,
we will report on procedures for post-imputation variance estimation to be
used in conjunction with the semi-parametric imputation algorithm. The ba-
sicidea will be to weaken the quality of donor-recipient matching adequately
to enable multiple imputations that are near enough to proper imputations
in order for Rubin’s formula to be reasonably employed. The presentation will
include results from a simulation study.

Multiply Imputing Potential Outcomes To

Estimate Individual Causal Effects

% Susanne Rissler, Otto-Friedrich University Bamberg, Feldkirchenstr.
21, Bamberg, 96045 Germany, susanne.raessler@uni-bamberg.de; Donald B.
Rubin, Harvard University

Key Words: Matching, Rubin’s Causal Model, evaluation, labor market
policy

The German Federal Employment Agency is using a comprehensive evalu-
ation system to measure the efficiency of the large variety of job-training
programs. Because the assignment to any of the possible training programs
(i.e., treatments) typically is not based on a random process, corrections
have to be done before drawing causal inferences. Basically, we try to an-
swer the question for each job-training program and each trained person,
if a person had not been job trained, how much time would have passed
until the person found employment? Based on Rubin’s Causal Model we
multiply impute these missing potential outcomes to get estimates of the
individual causal effects. Since this is a massive imputation task, innova-
tive and complex algorithms as well as an automation of the whole process
isrequired. In this talk, we describe our approach, the imputation routines,
and present some results.

Fractional Imputation Using a Parametric
Imputation Model

% Jae-kwang Kim, Yonsei University, Republic of Korea, kimj@yonsei.ac.kr;
Wayne Fuller, Iowa State University

@ Applied Session
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Key Words: Missing data, EM algorithm, Importance sampling, Item non-
response

Under item nonresponse, imputed values are often generated from a para-
metric model. When the imputation model belongs to a parametric family
of distributions, imputation requires estimated parameter values in order to
impute for the missing data. We propose parametric fractional imputation,
which is a parametric approach for generating imputed values. The proposed
imputation method provides very efficient parameter estimates for the pa-
rameters specified in the model and, at the same time, also provides reason-
able estimates for parameters that were not considered in the imputation
model, such as domain means. Thus, the proposed imputation method is a
very useful tool for general-purpose data analysis. Variance estimation is
covered and results from a limitd simulation study are presented.

40 Statistical Methods for
Multivariate Dental Data @A

Biometrics Section, Biopharmaceutical Section
Sunday, August 3, 4:00 p.m.-5:50 p.m.

Bayesian Modeling of Multivariate Spatial
Binary Data: Applications to Dental
Epidemiology

% Brian Reich, North Carolina State University, 2501 Founders Drive, 209H
Patterson Hall, Box 8203, Raleigh, NC 27695, reich@stat.ncsu.edu; Dipankar
Bandyopadhyay, Medical University of South Carolina; Elizabeth Slate,
Medical University of South Carolina

Key Words: dental data, spatial modelling, Bayesian methods, autologistic
prior

A clinical study was conducted at the Medical University of South Carolina
(MUSC) to determine the dental health status of Type-2 diabetic Gullah
African-American adults (residing in coastal sea islands of South Carolina)
who have a minimal Caucasian genetic admixture. We develop a multivariate
model for this spatial binary data (binary responses indicative of whether a
tooth surface be either decayed, missing or filled, clustered across subjects
and across tooth) using a random effects autologistic regression model that
controls for the correlation within tooth surfaces and spatial correlation
among neighbor teeth. We compare this autologistic model with covariates
with other possible models to see the improvement in predictions, assess
spatial associations and also to determine the effects of covariates on the
dental caries status of this understudied population.

Bayesian Generalized Latent Variable Models
for Spatial Correlated Binary Data with
Applications to Dental Outcomes

% David Todem, Michigan State University, Division of Biostatistics,
Department of Epidemiology, B601 West Fee Hall, East Lansing, MI 48824,
todem@msu.edu; Yanwei Zhang, Michigan State University; KyungMann
Kim, University of Wisconsin-Madison; Emmanuel Lesaffre, Erasmus
University

Key Words: Spatial Correlation, Undirected Graphical Gaussian model,
Nested Design, Multivariate Conditional Autoregressive Models, Latent
Variable

Analysis of dental caries is traditionally based on DMFS and DMET scores,
which are a summary of a caries experience for each individual. Although
this approach has aided our understanding of the pattern of dental caries,
there are still some fundamental questions that remain unanswered. As an
example, it is well believed among dentists that there are spatial symmetries
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in the mouth with respect to caries, but this has never been shown in a statis-
tical sense. An answer to this question requires the analysis to be performed
at the tooth level. This then necessitates the use of methods for correlated
data. In this paper, we propose a Bayesian generalized latent variable model
for the incidence of dental caries at each location while taking into account
the unique spatial co-dependence of teeth within a given mouth. Data from a
cross-sectional survey are used to illustrate the methodology.

Analysis of Nested Observations Over Teeth
and Time: A Combined Estimating Equations
Approach

% Julie A. Stoner, University of Oklahoma Health Sciences Center, 801
NE 13th Street, CHB 309, PO Box 26901, Oklahoma City, OK 73190, julie.
stoner@yahoo.com; Brian G. Leroux, University of Washington

Key Words: Correlated Data, Dental Data, Generalized Estimating Equa-
tions, Longitudinal Data, Nested Data

Dental research data are often nested within a given subject’s mouth and
repeated measures are made longitudinally. Cluster sizes are large, relative
to the number of independent patients, and correlation structures are com-
plicated. A marginal regression modeling method that optimally weights
and combines between-cluster and within-cluster sources of information,
including contrasts among nested observations within a cluster, among
longitudinal measures, and the interaction among nested and longitudinal
measures, is presented. Method performance is studied by simulation and
an application to a periodontal trial. The method results in increased estima-
tion efficiency, particularly when the degree of correlation is not constant
across clusters, while maintaining stability and coverage probabilities and
avoids direct correlation parameter estimation. (NIH grants ROIDE15651,
RO1DE012872)

Flexible Accelerated Failure Time Frailty
Models for Multivariate Interval-Censored
Data with an Application in Caries Research

% Emmanuel Lesaffre, Erasmus University, Dr. Molewaterplein 50,
Department of Biostatistics, Rotterdam, 3000 The Netherlands, e.lesaffre@
erasmusmc.nl; Arnost Komarek, Charles University in Prague

Key Words: Clustered data, Density smoothing, Markov Chain Monte Car-
lo, Survival analysis

In this paper we consider the relationship of covariates to the time to caries
of permanent first molars. This involves an analysis of multivariate doubly-
interval-censored data. To describe this relationship we suggest an acceler-
ated failure time model with random effects taking into account that the
observations are clustered. Indeed, up to four permanent molars per child
enter into the analysis implying up to four caries times for each child. Each
distributional part of the model is specified in a flexible way as a penalized
Gaussian mixture (PGM) with an overspecified number of mixture compo-
nents. A Bayesian approach with the MCMC methodology is used to estimate
the model parameters and a software package in the language has been writ-
ten that implements it.

34  JSM 2008

@ Applied Session

% Presenter

41 Communicating with
Nonstatisticians @ A

Section on Quality and Productivity, Section on
Physical and Engineering Sciences, Section on
Bayesian Statistical Science, Social Statistics Section,
Section on Government Statistics, Section on Health
Policy Statistics

Sunday, August 3, 4:00 p.m.-5:50 p.m.

Statistics and Due Process: Two Statistically

Significant Issues in Law
% Mark G. Haug, The University of Kansas School of Business, 1300
Sunnyside Ave., Lawrence, KS 66045, mhaug@ku.edu

Key Words: law, evidence, epidemiology

Mark Haug, PhD, JD, will discuss two significant legal issues concerning evi-
dence that determine the due process rights of thousands of litigants each
year, and why statistical and epidemiological education are essential for the
proper resolution of these evidentiary questions. The two issues are 1) the
statistical evaluation of expert evidence and whether it is admissible at trial,
and 2) how statistical evidence, once admitted, can be misused at trial.

Providing Biostatistical Support to an
Understaffed and Underfunded Region

% Liam O’Brien, Colby College, Department of Mathematics, 5838
Mayflower Hill, Waterville, ME 04901, lobrien@colby.edu

Key Words: statistical consultation, statistical applications, undergradu-
ate education

Iwill discuss my experiences providing biostatistical support to community-
and state-based researchers in central Maine. The region provides an applied
statistician such as myself with a wide variety of interesting data and many
opportunities to get involved in all aspects of research. While all the people I
encounter are impressively driven, capable, and focused on making the rural
region in which we live a better place, they have very different backgrounds
and each project presents its own set of communication challenges in addi-
tion to statistical challenges. These issues have proven to be a boon for get-
ting undergraduate students involved in real-world research in all aspects of
statistical science.

Communicating Statistics to Engineers and

Managers

% Gerald Hahn, GE Corporate Research and Development (retired), Applied
Statistics, 1404 Orlyn Drive, Schenectady, NY 12309, gerryhahn@yahoo.com

Key Words: Effective communication, Effective Presentation, Industry,
Business, Elevator speech

How can we get across the value of statistics to engineers and managers
(some of whom may have been turned off by an introductory statistics course
in school)? How can we convince others of the need for our involvement at
the definition and data gathering stage of projects? How can we communi-
cate effectively during the course of our work and in presenting our findings?
How can we summarize our past year contributions in a 20-minute presenta-
tion to our division Vice-President or company President? In this talk, I will
try to address the preceding questions, based upon 46 years of experience in
the trenches.
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42 Visualizing Large Data
Sets @A

Section on Statistical Graphics, Section on
Nonparametric Statistics, Section on Statisticians in
Defense and National Security, Section on Physical and
Engineering Sciences, Section on Government Statistics
Sunday, August 3, 4:00 p.m.-5:50 p.m.

Visualization and Analysis of Streaming Data
% Simon Urbanek, AT&T Labs - Research, 180 Park Ave, Florham Park, NJ
07932, urbanekeresearch.att.com

Key Words: visualization, large data, streams, interactive graphics

Streaming data impose constraints on the methods which can be used for
their visualization and analysis. New methods and techniques need to de-
velop to deal with the transience and rate of accumulation as well as the size
of the data. In this talk we will show methods for visualization and their
implementation that deal with those problems.

Ensembles of Models for Understanding Large
Data

* Hadley Wickham, Iowa State University, Ames, IA 50010, h.wickhame
gmail.com

Key Words: modeling, graphics, GGobi, R

In this talk, I will explore the use of large numbers of simple models to
aid the understanding of large, complex data sets. Models ensembles are
commonly used to enhance predictive ability, but can they also enhance
our understanding of the underlying data? I will illustrate these ideas with
R and Ggobi.

Scagnostics and Related Techniques for

Automodeling-Based Visualization
Leland Wilkinson, Northwestern University; ¥ Graham Wills, SPSS,
Chicago, IL, gwills@spss.com

Key Words: visualization, statistical graphics

When faced with a data set that is both wide and long, it can be a challenge to
see even a simple overview of the data. Validating data, transforming it and
understanding simple univariate structures is both tedious and error-prone.
With hundreds or thousands of variables, when we move beyond univariate
analysis to multivariate analysis, some form of automatic aid becomes nec-
essary. In this talk we introduce Tukey and Tukey scagnostics and develop
graph theoretic methods for implementing their procedure on large data-
sets. We describe a prototype automatic modeling system (for a very loose
definition of ‘modeling’) and explore its advantages and deficiencies for the
automatic modeling of large data sets.
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43 New Statistical Methods
for Genomewide Association
Studies @A

IMS, Biopharmaceutical Section, WNAR, Section on
Statistics in Epidemiology
Sunday, August 3, 4:00 p.m.-5:50 p.m.

Opportunities and Challenges of Whole-

Genome Association Studies
% David Siegmund, Stanford University, Sequoia Hall, Serra Mall, Stanford,
CA 94305, dos@stat.stanford.edu

Key Words: association, genome, linkage

A unified framework for association studies and for linkage studies will be
described. It will be shown that although one expects association studies to
have substantially more power than linkage studies, standard statistics to
test for association are less robust to modeling errors, so there can be a signif-
icant loss of power if one fails to include dominance or gene-gene interaction
in the model. For approximating significance levels, simple improvements
on the Bonferroni bound and on the central limit theorem will be discussed.

Extensions of Conditional Likelihood Bias
Adjustment for Disease Association Risk

Estimates in Whole-Genome Scans

* Fred Wright, The University of North Carolina at Chapel Hill, 3107B
McGavran-Greenberg, CB#7420, Chapel Hill, NC 27599, fwright@bios.unc.
edu; Arpita Ghosh, The University of North Carolina at Chapel Hill; Fei Zou,
The University of North Carolina at Chapel Hill

Key Words: genome scan, bias, association, genetic risk

It is widely recognized that genome-wide association studies suffer from in-
flation of the risk estimates for genetic variants (usually SNPs) identified as
significant in the genome scan. To handle such significance bias, a number
of investigators have proposed using likelihoods which condition on the de-
clared significance of the outcome. We elaborate on an approximate condi-
tionallikelihood approach that can be applied using odds ratio estimates pro-
vided by standard statistical software, and consider competing estimators to
the maximum of the conditional likelihood. We also discuss extensions to
the situation where risk estimation is performed for multiple correlated phe-
notypes in the genome scan. The results have considerable importance for
the proper design of follow-up studies and risk characterization.

On the Analysis of Copy-Number Variations
in Genome-Wide Association Studies: A
Translation of the Family-Based Association

Test

* Christoph Lange, Harvard School of Public Health, 02115, clange@hsph.
harvard.edu

Key Words: Family-based association test, Copy Number Variants, Asthma

In this paper, we propose a generalization of family-based association tests
(FBATS) to allow for the analysis of CNVs at a genome-wide level. We trans-
late the popular FBAT-approach so that, instead of genotypes, raw intensity
values that reflect copy number are used directly in the test statistic, thereby
bypassing the need for a CNV genotyping algorithm. Both inherited and de
novo CNVs can be analyzed without any prior knowledge about the type of
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CNV, making it easily applicable to large scale association studies. All ro-
bustness properties of the genotype FBAT-approach are maintained and all
previously developed FBAT extensions, including FBATS for time-to-onset,
multivariate FBATs, and FBAT-testing strategies, can be directly transferred
to the analysis of CNVs. Using simulation studies, we evaluate the power and
the robustness of the new approach.

44 Memorial Session for
Randy Sitter

Memorial, Section on Nonparametric Statistics,
Section on Survey Research Methods, Section on
Physical and Engineering Sciences, Section on Quality
and Productivity, Committee on ASA Archives and
Historical Materials

Sunday, August 3, 4:00 p.m.-5:50 p.m.

Randy Sitter's Contributions to Resampling

Methods in Sample Surveys

% J. N. K. Rao, Carleton University, School of Mathematics and Statistics,
Ottawa, ON K2G 4H8 Canada, jrao34@rogers.com

Randy Sitter has made fundamental contributions to resampling methods
in sample surveys. In particular, he has developed ingenious methods for
variance estimation under stratified multistage cluster sampling designs
using balanced repeated replication and bootstrap sampling. In this talk, I
will highlight some of Randy’s major contributions to this important topic
in survey sampling.

A Statistical Approach to Quantifying the

Elastic Deformation of Nanomaterials

¥ C.E. Jeff Wu, Georgia Institute of Technology, School of Industrial and
Systems Engineering, Atlanta, GA 30332, jeffwu@isye.gatech.edu

Accurate estimation of elastic modulus of certain nanomaterials like nano-
belt is important in many applications. A recently proposed approach was
to estimate elastic modulus from a force-deflection model based on the con-
tinuous scan of a nanobelt using an Atomic Force Microscope tip at different
contact forces. However, the nanobelt may have some initial bending and it
may shift or deform during measurement leading to bias in the estimation.
In this work we propose a new approach “Profile adjustment and parameter
estimation (PAPE) to account for these various possible errors. It can auto-
matically detect and remove the systematic errors and thus gives a more ac-
curate estimate of the elastic modulus. The advantages of the approach are
demonstrated through the application on several data sets. (Joint work with
X. Deng, R. Joseph, W. Mai, Z. L. Wang.)

Using Empirical Likelihood Methods To Obtain

Range Restricted

% Jiahua Chen, University of British Columbia, Department of Statistics,
Vancouver, BC V6T 1Z2 Canada, jhchen@stat.ubc.ca; J. N. K. Rao, Carleton
University; Randy Sitter, Simon Fraser University

Design weights in surveys are often adjusted to accommodate auxiliary in-
formation and meet pre-specified range restrictions, typically via some ad
hoc algorithmic adjustment to a generalized regression estimator. We pres-
ent a simple solution to this problem using empirical likelihood methods or
generalized regression. We first develop algorithms for computing empiri-
cal likelihood estimators and model-calibrated empirical likelihood estima-
tors. The first algorithm solves the computational problem of the empirical
likelihood method in general, both in survey and nonsurvey settings, and
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theoretically guarantees its convergence. The second exploits properties of
the model calibration method and is particularly simple. The algorithms are
adapted to handle benchmark constraints and prespecified range restric-
tions on the weight adjustments.

45 Training Community
Collaborators To Understand and
Effectively Use Health-Related
Daita A

Committee on Outreach Education, Section on
Statistics in Epidemiology, Section on Teaching
Statistics in the Health Sciences

Sunday, August 3, 4:00 p.m.-5:50 p.m.

Training Community Collaborators To
Understand and Effectively Use Health-Related
Data

¥ Francine Romero, Southwest Tribal Epidemiology Center, Albuquerque
Area Indian Health Board, 5015 Prospect Avenue NE, Albuquerque, NM
87110, fromero@aastec.org; ¥ Kapuaola Gellert, Na Pu'wuai Native Hawaiian
Health Care System, Moloka’i, HI , kapuaola@napuuwai.com; % Walter T.
Ambrosius, Wake Forest University School of Medicine, Department

of Biostatistical Sciences, Winston-Salem, NC 27157-1063, wambrosi@
wfubmc.edu

Key Words: community research, health data, teaching, native cultures,
training, outreach

Many research projects and programs are conducted via collaborative part-
nerships between health agencies, academic institutions and community-
based organizations. One widely used framework for these is Community
Based Participatory Research (CPBR), which involves community members
in “every facet of the research process.” If community members are to have
substantial input into research design, analysis, and interpretation of their
data, they need to be able to understand and access the information in a
manner useful for their purposes. However, lack of formal training in sta-
tistics makes it difficult for some of our collaborators to use the information
gained from projects conducted in their communities. In this session, some
solutions will be presented based on a variety of experiences of the panel
members as they work in diverse communities and populations.

46 The Impact of AP Statistics
on Our Profession: Past, Present,
and Future @A

Mu Sigma Rho, Section on Statistical Education
Sunday, August 3, 4:00 p.m.-5:50 p.m.

The Impact of AP Statistics on Our Profession:

Past, Present, and Future

* Christine Franklin, The University of Georgia, Department of Statistics,
204 Statistics Building, Athens, GA 30602, chris@stat.uga.edu; ¥ Richard
Scheaffer, University of Florida, PO Box 118545, Gainesville, FL 32611,
rIs907 @bellsouth.net; % Roxy Peck, California Polytechnic State University,
Department of Statistics, San Luis Obispo, CA 93407, rebecca@amstat.

org; ¥ Katherine Tranbarger, Amherst College, Amhert Box 2239, Ambhert,



A Themed Session

MA 01002, ktranbarger@ambherst.edu; ¥ David Thiel, Clark County School
District, 3950 S. Pecos-McLeod, Ste. 2-C, Las Vegas, NV 89121, dthiel@
interact.ccsd.net

Key Words: AP Statistics, Impact on the profession, K-12 Statistics

The AP Statistics program celebrates the administration of the 12th AP Sta-
tistics exam in 2008. The program has grown from 7500 exams in 1997 to a
projected 110,000 exams in 2208. What has been the impact of AP Statistics
during this 12-year evolution? Where does the program stand today? What
is the vision for the future of AP Statistics? The panel will discuss the past,
present, and future of AP Statistics and it impact on educating young stat-
isticians. This discussion will include why offer the AP Statistics program,
the impact of AP Statistics on statistics at the Pre-K-12 level and on under-
graduate and graduate program in statistics, the critical issues facing the AP
Statistics program for the future success of statistics as a discipline, and how
statisticians can become more involved to reach out and further the success
of the AP Statistics program.

47 Clustering in Marketing
Research: International
Experience @A

Section on Statistics and Marketing, Social Statistics
Section
Sunday, August 3, 4:00 p.m.-5:50 p.m.

Robust Model-Based Method for Cluster

Analysis: Theory and Practice

% Ewa M. Nowakowska, GfK Polonia, Smulikowskiego 4, Warsaw School of
Economics, Warsaw, 00-389 Poland, ewa.nowakowska@gfk.com; Agnieszka
Fronczyk, GfK Polonia; Krzysztof Z. Puszczak, GfK Polonia

Key Words: outliers, segmentation, ML-estimator

Outliers are observations substantially different from the rest of the data.
Their undiscovered presence in the dataset is likely to result in misleading con-
clusions. The problem is vital for cluster analysis, where undetected contami-
nation usually causes significant decrease in stability and reproducibility, lead-
ing to distortions in the segments’ image. Based on the ML-approach proposed
by Gallegos and Ritter (2005), we have implemented an effective algorithm,
which allows for simultaneous detection of outliers and estimation of the
structure in the remaining data. In contrast to the standard outlier detection
procedure (applied prior to the segmentation itself), the method advantage is
that it detects contamination in relation to the identified data structure. This
presentation discusses the method applications in marketing research.

A New Approach for International Market

Segmentation
% Shon Magnan, GfK Custom Research North America, shon.magnan@gfk.com

Key Words: Marketing, Segmentation, Multi-National

Many multinational organizations are attempting to use market segmenta-
tion in the formulation of marketing strategies. International segmentation,
however, is fraught with challenges. Should a bottom-up approach be used
where each country is segmented separately from other countries? Or, should
a top-down method be used where multiple countries are included in a single
analysis? Neither approach typically will be optimal. A bottom-up approach
ignores the global nature of business and results in multiple segmentation
models that are difficult to implement. By focusing on a top-down approach,
country nuances may be ignored. Another impediment to international seg-
mentation is the issue of scale-use differences. This presentation introduces
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an approach for international segmentation that balances the need both for
a global and local segmentation while accounting for scale-use.

Outlier Detection in Segmentation Studies

% Norbert Wirth, Advanced Analytics Europe, MarketTools, 67-74 Saffron
Hill, London, International ECIN 8QX United Kingdom, Norbert.Wirthe
markettools.com

Key Words: Segmentation, Outlier, Outlier detection

Per definition, outliers are a part of the sample that originates from a different
parent population than the rest of the sample. In practice outliers are typi-
cally seen as cases with biased or strongly atypical profiles. In the development
of market segmentations such cases contaminate the entire process and re-
duce the quality of the solution. This paper discusses the impact of outliers on
model and distance based cluster solutions, reflecting various potential data
structures. Specific outlier constellations and their impact on the quality of re-
sults will be demonstrated and categorized, also considering interpretational
consequences. Reflecting the drawbacks of common practices to handle outli-
ers, a pre clustering outlier detection approach will be presented, suitable to
minimize the negative impact on the resulting segments.

Customer Profiling in Mixed Models: Data

Modeling with Cluster Analysis Results

¥ Erin McClintic Tanenbaum, Claritas, A Nielsen Company, 1525 Wilson
Blvd, Suite 1200, Arlington, VA 22209, erin.tanenbaume@nielsen.com

Key Words: cluster analysis, mixed models, marketing

In marketing, understanding the characteristics and preferences of custom-
ers through statistical approaches is an effective way to target customers and
increase retention. Claritas employs demographic information coupled with
consumer behaviors to create several customer profiling tools. The cluster
results were employed by the analytic challenge winners at the most recent
Direct Marketing Association (DMA) conference. This leaves the question:
what is the proper way to use cluster analysis data in modeling? What are
some common mistakes used when modeling with cluster analysis results?
The presentation will be specific to marketing applications, but may be em-
ployed wherever mixed models are used.

Bayesian Networks in Segmentation for
Marketing Research

% Benoit Hubert, GfK, 10 rue Lionel Terray, Rueil-Malmaison, International
92508 France, benoit.hubert@gfkcr.fr

Key Words: Bayesian Networks, Clustering, Multiple Clustering, Segmen-
tation, Causal Model

It has become recognized increasingly that Bayesian Networks (BN) are able
to provide very good solutions to many actual market research problems. The
objective of a BN is to encode the joint probability distribution of a set of ran-
dom variables. Its graphical presentation is very useful and simple for explo-
ration of relationships between phenomena. From expert specifications to
automatic algorithms, the BN creation is now entering a quite mature phase.
In this paper, we will focus on traditional algorithms that let people establish
BN models from sets of data (Taboo, EQ, Augmented Naives Bayes, Markov
blanket algorithms). We will describe a few ways to increase the power of BN
to solve market research traditional problems especially in clustering and
segmentation area. We will also present an example of a causal model that
builds a link between BN and Structural Equation Modeling.
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48 Recent Developments in
Method and Application in High-
Dimensional ‘Omics’ Data @A

Committee on Applied Statisticians
Sunday, August 3, 4:00 p.m.-5:50 p.m.

Shrinkage Approach to Gene-Set Analysis:
SAGA

* Daniel C. Parks, GlaxoSmithKline R&D, 1250 S. Collegeville Rd,
Collgeville, PA 19426, daniel_c_park@gsk.com; Xiwu Lin, GlaxoSmithKline
R&D; Kwan Lee, GlaxoSmithKline

Key Words: Gene set analysis, Shrinkage approach

Research in gene set analysis of expression data using the gene ontology has
drawn wide attention recently. The methods currently used, such as Func-
tional Class Scoring (FCS, Pavlidis et al., 2004) and Gene Set Analysis (GSA,
Efron and Tibshirani, 2006) adopt a univariate approach or semi-multivari-
ate approach. While especially FCS can handle correlation within each gene
set, they may not deal with the high correlation among gene sets that arise
from many genes being annotated by several gene sets. This can lead to mis-
interpretation due to false-positive results. To correct for this, we propose
a multivariate method entitled the Shrinkage Approach to Gene-set Anal-
ysis (SAGA), which can handle high dependence among gene sets because
the shrinkage partial correlation cooperates with all variables. We compare
SAGA to currently used method (GSA) using simulations and real data sets.

Estimation Equation Based Causality Analysis
with Application to Microarray Time Series Data

% Jianhua Hu, The University of Texas MD Anderson Cancer Center,
Houston, TX , JHu@mdanderson.org; Feifang Hu, University of Virginia

Key Words: Chi-square approximation, Estimating equation, F-test, False
positive rate, Granger causality, Time course data

Microarray time course data can be used to explore the interaction among
genes. We are particularly interested in the causality network that is built
by treating each gene’s expression profile as a time series. A typical existing
method establishes the Granger causality based on Wald-type of test, which
relies on the homoscedastic normality assumption of the data distribution.
However, this assumption can be seriously violated in real microarray exper-
iments that may possibly result in false scientific conclusions. To overcome
the drawback, we propose a method based on estimation equations which is
robust to both heteroscedasticity and non-normality of the gene expression
data. In fact, it only requires the residuals to be uncorrelated. We will use
simulation studies and a real data example to demonstrate the applicability
of the proposed method.

Non-Negative Matrix Factorization of

Microarray Data

% Katja S. Remlinger, GlaxoSmithKline R&D, PO Box 13398, Research
Riangle Park, NC 27709-3398, katja.s.remlinger@gsk.com; S. Stanley Young,
National Institute of Statistical Sciences; Paul Fogel, Consultant; Kejun
(Jack) Liu, OmicSoft

Key Words: non-negative matrix factorization, microarray, clustering,
multiple testing, variable reduction

Singular value decomposition is the basis of many linear modeling statistical
methods. Often the data under analysis is non-negative, e.g. RNA expression
levels, protein expression levels, metabolite expression levels, word counts
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in documents, gray scales in pictures, etc. Should the data analysis method
take cognizance of the non-negative nature of the data? For non-negative
matrices, non-negative matrix factorization, NMF, can replace SVD as the
core computational method for data analysis. NMF is used to analyze data
sets from the NCBI GEO database.

Segmentation of Treatment Effect via

Analyzing Genetic Marker Profiles
¥ Peter Hu, Merck & Co., Inc, 19454, peter_hu@merck.com

Key Words: hyper-responders, power, composite biomarker, personalized
medicine, validate, response differentiation

Targeting the patient population for hyper- and hypo-responders, through
either maximizing drug efficacy or alleviating negative reactions from a can-
didate drug, is an effective means to reach the ultimate goal of “personalized
medicine.” Two phase III clinical trials were utilized as an example to dem-
onstrate the challenges of constructing composite biomarkers to achieve
response differentiation. By carefully choosing appropriate algorithms, we
demonstrated how response differentiation patterns can still be identified
under circumstances when 1) there is limited sample size and 2) the power of
individual markers differentiating responses is low. This talk will be focused
on how to filter out noisy markers from consideration and how to avoid bias
during selection of algorithms to build a conditional parametric regression
tree for segmenting drug efficacy.

Analysis of Multiple Cancer GEO Microarray
Data Sets

% George Luta, Georgetown University, Washington, DC, gl77@georgetown.
edu; Paul Fogel, Consultant; Kejun (Jack) Liu, OmicSoft; S. Stanley Young,
National Institute of Statistical Sciences

Key Words: cancer mechanisms, microarray, meta analysis, multiple test-
ing, confirmatory analysis

Over 7,000 microarray data sets are readily available from the NCBI GEO
database, and many hundreds among them are aimed at unraveling impor-
tant biological cancer mechanisms. Highly efficient software is now available
for the analysis of microarray data, (e.g., Array Studio from OmicSoft). For
these complex, n<<p experiments, there is a current need to study the sta-
tistical characteristics of both confirmatory and combined analyses of mul-
tiple datasets aimed at answering the same biological question(s). Our idea
is to use the GEO database to identify complementary experiments and then
perform both separate and combined analyses, the later with the potential
advantage of increased statistical power.

49 Statistics in

Ophthalmology Clinical Trials @

Biopharmaceutical Section, WNAR, Biometrics Section
Sunday, August 3, 4:00 p.m.-5:50 p.m.

Are Visual Acuity Measurements Independent
of Test Distance? Statistical Analysis in Search

for an Answer

% Li Ming Dong, State University of New York at Stony Brook, Department
of Preventive Medicine, Health Science Center-Level 3, Room 086, Stony
Brook, NY 11794-8036, LiMing.Dong@stonybrook.edu

Key Words: Best-corrected visual acuity, test distances, ophthalmologic
clinical trials



A Themed Session

Best-corrected visual acuity (VA) is the most important outcome measure in
ophthalmologic clinical trials. Commonly measured using the ETDRS charts,
VA often had to be tested at multiple distances to accommodate the full range
VA due to the size limit of the chart. VA scores from different distances were
then converted to a common scale for analysis assuming that same visual
angle results in same VA regardless of test distance. However, discrepancy in
VA measurements from two distances was observed in four clinical trials. This
discrepancy could lead to bias in estimating treatment effect. In this talk, I will
first describe VA measurement and test protocol in ophthalmologic clinical
trials. Then I will present statistical analyses conducted and issues rose when
searching for reasons that might account for the observed discrepancy in VA
measurements obtained from two test distances.

Statistical Analysis of Visual Field and Visual

Field Loss Data in Ophthalmic Research

% Fei Yu, University of California, Los Angeles, Los Angeles, CA 90095, fyu@
ucla.edu; Anne L. Coleman, University of California, Los Angeles

Key Words: statistical analysis, visual field, glaucoma, Humphrey field
analyzer

Visual field is an important aspect of visual function. The evaluation of vi-
sual field can provide essential information on the detection and progression
of many eye diseases, such as glaucoma. Currently, automated computer-
ized perimetry is the most widely-used method for visual field examination
among eye care professionals, and is most commonly performed by using the
Humphrey Field Analyzer because of its standardized output and in-depth
statistical analysis of test results with its STATPAC software. Therefore, it
is important to understand how the visual field is measured, the reliability
measurements of visual field test (fixation loss, false positive errors and false
negative errors), and the global summary of visual field test (mean devia-
tion [MD], pattern standard deviation [PSD] and corrected pattern standard
deviation [CPSD]).

Accounting for Correlation in Regression

Analyses of Longitudinal Data from Paired Eyes
* Gui-shuang Ying, University of Pennsylvania, 3535 Market Street, Suite
700, Philadelphia, PA 19104, gsying@mail med.upenn.edu; Maureen Maguire,
University of Pennsylvania

Key Words: multiple-level correlated data, generalized estimating equa-
tions, generalized linear mixed model, bivariate linear mixed model, Oph-
thalmology

In laboratory and clinical studies in ophthalmology, two eyes may be in the
same or different treatment groups and followed longitudinally with re-
peated measurements. The analysis of such data is challenged by two-levels
of correlation: one from repeated measurements over time from the same
eye, and another from the paired eyes of the same subject. We discuss three
analysis approaches including: generalized estimating equations (GEE), gen-
eralized linear mixed model (GLIMMIX), and bivariate linear mixed model.
We compare their performance relative to the naive approach that ignores
correlation by Monte Carlo simulations under various sample sizes, degrees
of correlation, and membership in the same or different treatment groups.
Data from the Complications of Age-related Macular Degeneration Preven-
tion Trial (CAPT), are used to illustrate the application of the methods.

Statistical Considerations in Ophthalmic

Device Trials
% Hollington T.C. Lu, U.S. Food and Drug Administration, 1350 piccard Dr.
HFZ-550, Rockville,, MD 20850, Hollington.lu@fda.hhs.gov

Key Words: Ophthalmic clinical trials, Statistical analysis, medical device
trial
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The eye has a wide variety of structure in which physical and functional de-
fects can have serious consequences impacting the ability to perform in ev-
eryday life. There are many ophthalmic device that have been developed in
recent times for treating and managing eye diseases, including contact lens,
phakic IOL, aphakic IOL, laser, ophthalmic viscoelastic device (OVD), nitro-
gen gas, silicon oil, and implantable vision enhance devices. For a biostat-
istician, the most important distinction between ophthalmologic data and
data obtained in most other medical specialties is whether the information
is collected on an eye-specific or subject-specific basis. The statistical issues
and examples presented are the correlation of left and right eye, longitudinal
nature of the ocular measurements, post-marketing study of longitudinal
cell density and glaucoma diagnosis.

5 0 Statistical Methods in
Public Health: Applications,
Research, and Education @

Section on Health Policy Statistics, Section on
Government Statistics, Section on Survey Research
Methods, Social Statistics Section

Sunday, August 3, 4:00 p.m.-5:50 p.m.

Evaluating the Uncertainty in HIV/AIDS

Infection Models

% Huaiyu Ma, GE Global Research, One Research Circle, Niskayuna, NY
12309, mahe@research.ge.com; Roger W. Hoerl, GE Global Research

The World Health Organization and many other NGOs utilize HIV infection
models in order to make predictions and allocate funding. Examination of
these models reveals that numerous assumptions tend to be made, such as
model forms, model parameters, and distributions. While such assumptions
are often necessary when modeling complex phenomena, we find that the
uncertainty introduced by these assumptions has not been adequately quan-
tified, and may be seriously underestimated. We demonstrate one approach
to evaluating and quantifying the uncertainty associated with these models.
It is our belief that a more accurate understanding of the magnitude of the
uncertainty will result in better decisions being made using these models.

Recent Background and Influences on
the Direction of Research in Public Health
Biosurveillance

* Henry Rolka, Centers for Disease Control and Prevention, hrolka@cdc.gov

Key Words: biosurveillance, situational awareness, public health

Biosurveillance for Public Health has been a focus of recent legislative and
policy initiatives such as the Pandemic and All Hazards Preparedness Act
and Homeland Security Presidential Directives. The initiatives produce in-
creased technical requirements for data analysis, information science and
communicating biosurveillance results involving the characterization of
uncertainty. In addition to traditional analytic epidemiological studies,
data and information processing is used to establish a “common operating
picture” and “situational awareness” for public health on an ongoing bases
and especially to be used in responding to emergencies. These evolving public
health operational requirements augment the complexity of practical bio-
surveillance. This talk will provide a brief background and history with some
examples of challenging components and areas of potential research.
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Statistical Considerations in Large-Scale
Screening Programs: Impacts on the Public

* Sonya Heltshe, Rocky Mountain Denver Poison Center, sonyaheltshe@
gmail.com; Karen Kafadar, University of Colorado at Denver and Health
Sciences Center; Philip Prorok, National Cancer Institute

We describe some of the challenges involved in planning, conducting, and
analyzing data from, randomized screening trials that distinguishes them
from therapy clinical trials, including issues of lead time, overdiagnosis, and
length bias. The present PLCO screening trial, designed to evaluate the effect
of screening for prostate, lung, colorectal, and ovarian cancers, will illustrate
the issues. The impact of screening on the public, including financial, socio-
logical, and health aspects, will be discussed.

Assessing the Effects of Air Pollution on Human
Health

% Rebecca Klemm, Klemm Analysis, Inc., 1339 Green Court, NW, 4th Floor,

Washington, DC 20005, rklemm@klemmanalysis.com; Donna Stroup, Data
for Solutions, Inc.

We examine methodology for developing and validating models to esti-
mate the effect of air pollution (particulate matter, PM) on health. Changes
in PM depend on measurement techniques, modeling, and analysis. We use
NCHS mortality data on respiratory and cardiovascular disease, and de-
velop and innovative method for assigning distance between place of death
and air quality monitoring source. Models to predict mortality use Air
quality data from EPRI and weather data from NOAA. We show the value of
information from multiple causes of deaths due to respiratory conditions,
unintentional injuries, septicemia, and Alzheimer’s disease emphasizes
the importance of statistics in guiding the proper use and interpretation of
model effects on outcomes.

51 Semiparametric Bayesian
Methods

Section on Bayesian Statistical Science, Section on
Nonparametric Statistics
Sunday, August 3, 4:00 p.m.-5:50 p.m.

Toward Fully Nonparametric Bayesian

Regression

% Siddhartha Chib, Washington University in St. Louis, CB 1133, 1
Brookings Dr, St. Louis, MO 63130, chib@wustl.edu; Edward Greenberg,
Washington University in St. Louis

Key Words: additive regression, cubic spline, Dirichlet process mixture,
marginal likelihood, Markov chain Monte Carlo

We present a nonparametric Bayesian regression approach in which cova-
riate effects are modeled additively by cubic splines and the error distribu-
tion by a Dirichlet process prior. This represents a generalization of existing
models that contain only one of these features. One notable aspect of our
approach is the adaptation of a cubic spline basis that was suggested in the
literature dealing with interpolation methods but has been little used in sta-
tistics. We discuss a systematic approach for specifying proper prior beliefs
on the coefficients of the basis functions and show how the model can be
estimated efficiently by MCMC methods. Comparisons with (partial) non-
parametric models are included. All the ideas are illustrated with simulated
and real data.
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Bayesian Estimation of ROC Curve Based on

Ranks

% Subhahsis Ghoshal, North Carolina State University, Department of
Statistics, 2501 Founders Drive, Raleigh, NC 27695, ghoshal@stat.ncsu.edu;
Jiezhun Gu, Duke Cliinical Research Institute

Key Words: ROC curve, rank likelihood, posterior consistency, Gibbs sam-
pling, gold standard

The ROC curve, measuring disparity of two distributions, is extremely valu-
able in diagnostic testing and radiology. Under the popular binormal model,
the two sets of observations follow two different distributions which are
normal up to some unknown monotone increasing transformation H. The
ROC curve does not depend on the nuisance H. We propose a rank based
likelihood completely free of H, and adopt a Bayesian approach. We describe
Gibbs sampling strategy and show posterior consistency. When the labels of
the observations are not observed (commonly known as the case without the
gold standard for the truth), we either put a prior on H based on Bernstein
polynomials, or use latent variables for the lost labels. Simulations show that
both methods give more reliable results than the commonly used method
based on a surrogate marker.

Modeling Heteroscedasticity in the Single-

Index Model with the Dirichlet Process

% George Karabatsos, University of Illinois-Chicago, College of Education,
1040 W. Harrison St. (MC 147), Chciago, IL 60607-7133, georgek@uic.edu

Key Words: Bayesian nonparametrics, Ridge regression, dimension reduc-
tion, Gibbs sampling, adaptive Metropolis-Hastings

In the single-index model, a nonparametric regression model which has seen
many applications, it is assumed that each observed continuous response
has mean equal to an unknown (link) function of a linear combination of
p regression coefficients and covariates, and assumes homoscedasticity. The
model avoids the curse of dimensionality, and automatically handles interac-
tions among the p covariates. A novel Bayesian heteroscedastic single-index
model is introduced, where the link function is modeled by splines that are
regularized by a ridge prior with parameter assigned a hyperprior, and where
the distribution of the error variances (over observations) is modeled by a
nonparametric, Dirichlet Process prior. The heteroscedastic model is illus-
trated through the analysis of real and simulated data, and it demonstrated
superior predictive accuracy, compared to the homoscedastic model.

Modeling with Double Dirichlet Process

Mixtures

% Sanjib Basu, Northern Illinois University, DU 366, Division of Statistics,
De Kalb, IL 60115, basu@niu.edu; Siddhartha Chib, Washington University
in St. Louis

Key Words: Dirichlet process mixtures, importance sampling, model com-
parison, Markov chain sampling

In this work, we consider variants of the Dirichlet process mixture model,
that we call the double and multiple DPM models. These models have several
attractive features. For one they are easy to interpret. Fitting of these models
is straightforward by Markov Chain sampling. The models can also be esti-
mated by a novel importance sampling scheme. We show how this scheme
can be used for model comparison, thus extending the work of Basu and Chib
(2003) on single DPM models. We illustrate the implementation, applicabil-
ity and performance of these models with simulated and real data on binary
and clustered outcomes.
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Parametric and Semiparametric Hypotheses

in the Linear Model

% Steven N. MacEachern, The Ohio State University, Department of
Statistics, 1958 Neil Ave., Columbus, OH 43210-1247, snm@stat.osu.edu;
Subharup Guha, University of Missouri-Columbia

Key Words: Bayes factor, Dirichlet process, Kullback-Leibler divergence,
nonparametric Bayes

The independent additive errors linear model consists of a mean structure
and a separate error structure. The error structure may be parametric or
semiparametric. Under alternatives for the mean structure, the best fitting
additive errors model has an error distribution which can be represented as
the convolution of the actual error distribution and the marginal distribu-
tion of a misspecification term. The misspecification term follows from the
covariates’ distribution. Conditions are developed to distinguish when the
semiparametric model yields sharper inference than the parametric model
and vice-versa. The results explain a paradoxical finding in semiparametric
Bayesian modeling, where the posterior distribution under a semiparamet-
ric model is found to be more concentrated than under a corresponding para-
metric model. The paradox is illustrated with a standard regression data set.

5 2 Current Statistical Topics
Involving Individual Income Tax
Statistics

Section on Government Statistics, Section on
Survey Research Methods, Section on Quality and
Productivity, Social Statistics Section

Sunday, August 3, 4:00 p.m.-5:50 p.m.

Statistics from Individual Income Tax Returns:
Populations, Samples, and Processing of
Individual Income Tax Returns at Statistics of

Income

% Michael E. Weber, Statistics of Income, IRS, P.O. Box 2608, Washington,
DC 20013-2608, michael.e.weber@irs.gov; David P. Paris, Statistics of Income,
IRS; Peter J. Sailer, Consultant

Key Words: Tax Returns, Administrative Records

Statistics from Individual Income Tax Returns have been produced by the
Statistics of Income Division since 1917. This paper discusses the statistics
generated from the yearly filing of Individual Income tax returns from the
early 1960s to the present. It traces changes made to the yearly sampling
plan from a single cross section used for national estimates to the current
configuration which includes a cross section for national estimates, a Con-
tinuous Work History Sample panel, multiple stratified high income cohort
panels, and a an expanded cross section sample for state level estimates, as
well a nonfiler sample. The paper will also explain how these samples are
processed from raw administrative data into perfected data as well provide
definitions of SOI terminology and a description of the various products de-
rived from these samples.
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SOI/IRS Sales of Capital Assets Sample
Redesign for Tax Year 2007

Yan K. Liu, Statistics of Income, IRS; % Michael Strudler, Statistics of
Income, IRS, Michael.i.strudler@irs.gov; Jana Scali, Statistics of Income, IRS;
Janette Wilson, Statistics of Income, IRS

Key Words: Neyman allocation, stratified sample

The Statistics of Income (SOI) of the IRS developed a stratified sample of
individual returns to study the form 1040 Sales of Capital Assets (SOCA)
in tax year 1999. It was a cross-sectional sample from the population of all
individual returns of tax year 1999. Because of high processing cost of SOCA
returns, there has been no other SOCA cross-sectional sample ever since.
However, the 1999 SOCA cross-sectional sample is outdated as there have
been many economic changes that impact capital gains. Therefore, it is decid-
ed to start a new SOCA cross-sectional sample for tax year 2007. This paper
discusses how the new sample is designed, including determining stratum
boundaries, allocating sample sizes to strata, and balancing the cost and pre-
cision. The Neyman allocation is used and the information on cost estimate
and variance estimate is obtained from the related SOTI’s data sources.

Attrition in the Tax Years 1999-2005 Individual

Income Tax Return Panel

* Victoria Bryant, Statistics of Income, IRS, P.O. Box 2608, Washington, DC
20013, Victoria.L.Bryant@irs.gov

Key Words: Income Tax, Panel, Attrition

Policy research is increasingly being done on panel data; attrition can under-
mine validity and misrepresent results of many policy analyses. Using the
Individual Income Tax Return Panel for Tax Years 1999-2005, this paper will
examine panel attrition. It tests the randomness of attrition and evaluates
the implications of such results. It assesses the observed rate to determine
the predictability over time. Finally, it will present several tabular represen-
tation problems hindering analysis.

Methodological Limitations in Producing
Subnational Tabulations of Unincorporated
Business Activity That Partnerships and Sole

Proprietorships Report on Returns
%* Joseph Koshansky, Internal Revenue Service, joseph.koshansky@irs.gov

Key Words: Statistics of Income, Unincorporated business activity, Sub-
national estimates

The Statistics of Income (SOI) Division generally compiles statistics based
on stratified probability samples, using such classes as size of income, pres-
ence or absence of a specific form or schedule, and business activity. In ad-
dition, it evaluates these estimates by comparing them with information it
collects from extracts of the population of filers. This paper addresses the
methodological limitations associated with producing state and county-level
tabulations of unincorporated business activity from the information on a
Form 1065 or a Form 1040, Schedule C. It presents trends and comparisons
among states, counties and business activities across five tax years—2001 to
2005. Discussion includes the methodology for assigning entities to states
and counties, as well as comparisons at the national level between this data
and SOI estimates drawn from samples.
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5 3 Recent Methodological
Developments in Analysis of
Large Data Sets

Section on Nonparametric Statistics, Section on
Physical and Engineering Sciences, Section on
Statistical Computing

Sunday, August 3, 4:00 p.m.-5:50 p.m.

Model-Free Variable Selection via Adaptive
LASSO

% Ligiang Ni, University of Central Florida, Department of Statistics, Univ.
of Central Florida, Orlando, FL 32816-2370, Iniemail.ucf.edu

Key Words: canonical correlation, lasso, sliced inverse regression, B-
splines, sufficient dimension reduction

Recently there has been considerable interest in variable selection via regu-
larized methods mostly developed for single-index or semiparametric mod-
els. We propose a penalized objective function using transformations of the
response as the multivariate pseudo-response and utilizing an adaptive las-
so as the operator. Under mild assumptions on the marginal distribution of
the predictors, the proposed approach selects variables consistently without
restrictive model assumptions. Simulations confirm these findings.

Central Mean Subspace in Time Series

%* Jin-Hong Park, College of Charleston, Robert Scott Small Building /
Room 351, 66 George St., Charleston, SC 29424, parkj@cofc.edu

Key Words: Time series central mean subspace, Ordinary least square, Ker-
nel method, Schwarz (Baysian) information criterion, Residual information
criteria

We propose a method of dimension reduction in the mean function of a time
series, which does not require specification of a model but seeks to find a p*d
matrix with the smallest possible number d (< p) such that the conditional
mean is same as the expected value of current given past linear combina-
tions, resulting in no loss of information about the conditional mean of the
series given its past p values. We propose notions of time series central mean
subspace and minimum mean dimension reduction subspace, and estimate
the latter using a method based on residual sum of squares, when p and d
are known. In order to estimate the correct dimension, we introduce two
information criteria. We examine the performance of all the estimators ex-
tensively through simulation and real data analysis. As for estimation of the
unknown lag, we use a graphical approach for visual appeal and simplicity.

On Parametric and Semiparametric
Approaches to Differential Gene Expression
Detection and Sample Size Calculation for
Microarray Study

% Baolin Wu, The University of Minnesota, A460 Mayo Building, MMC 303,

Minneapolis, MN 55455, baolin@biostat.umn.edu; Dan Nettleton, [owa State
University

Key Words: microarray, multiple testing, FDR, experiment design

We study parametric and semiparametric approaches for large-scale simul-
taneous significance testing, which are also useful for future experiment
design. Efficient computational algorithms will be proposed and compared
to existing approaches. Simulations and applications will be conducted to
illustrate the competitive performance of the proposed methods.
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A Nonparametric Significance Test of No

Trend for Functional Data

Jeongyoun Ahn, The University of Georgia; % Cheolwoo Park, The
University of Georgia, Department of Statistics, University of Georgia,
Athens, GA 30622, cparkestat.uga.edu; Woncheol Jang, The University of
Georgia

Key Words: False discovery rate, Functional data, Multiple testing, Prin-
ciple component, Trend detection, Wavelet

We consider multiple testing of no trend in functional data. We test the null
hypotheses that each function has no trend based on the Adaptive Neyman
test and wavelet thresholding test introduced by Fan. Our methodology can
be applied for nonstationary time series using principle component analy-
sis and controls the false discovery rate to adjust multiplicity. We further
extend the idea to functional analysis of variance and goodness-of-fit test-
ing. The methods are illustrated with a simulation study and period change
analysis of pulsating variable stars.

Sparse Distance-Weighted Discrimination

% Lingsong Zhang, Harvard University, 655 Huntington Ave., Building 2,
4th Floor, Boston, MA 02115, zhang@hsph.harvard.edu; Xihong Lin, Harvard
University

Key Words: Distance Weighted Discrimination, High Dimension Low Sam-
ple Size, proteomics, Sparsity, $L_1$ norm

In the High Dimension Low Sample Size situation, Marron et al (2002)
proposed a new classification method, Distance Weighted Discrimination
(DWD), which is similar to Support Vector Machine (SVM) when the number
of objectsislarger than the number of features, but perform better than SVM
on high dimension low sample situation. However, in the high dimensional
case, the noise in the data may still dominate in finding the separating hy-
perplane. In this paper, we proposed a Sparse DWD (SDWD) method, which
incorporates the variable selection along with the classification. Theoretical
properties are explored under some special conditions. Applications to pro-
teomics and genetic pathways are used to illustrate the SDWD method.

54 Multivariate Outlier
Detection: Applications and
Methodology

Section on Statistical Computing, Section on Physical
and Engineering Sciences
Sunday, August 3, 4:00 p.m.-5:50 p.m.

Multivariate Outlier Detection by Partial

Mixture Fits
% David W. Scott, Rice University, Dept of Statistics, MS-138, POB 1892,
Houston, TX 77005, scottdw@rice.edu

A new method for detecting multivariate outliers by fitting partial mixtures
is proposed. Computational and performance issues are discussed, and the
method is illustrated on real data.

Statistical Methods for Detecting Computer

Attacks from Streaming Internet Data

% Ginger Davis, University of Virginia, P.O. Box 400747, 151 Engineer’s
Way, Charlottesville, VA 22904, gingerdavis@virginia.edu; Karen Kafadar,
University of Colorado at Denver and Health Sciences Center; David
Marchette, Naval Surface Warfare Center
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Successful strategies for network security depend upon collating massive
data features into usable variables, high-performance and computation-
ally efficient methods for anomaly detection, and ability to predict typi-
cal behavior so atypical and abnormal events can be better identified. We
define data variables (packets, sessions, activities) from network data and
how they can be used in models for user profiles, workload management,
application verification, etc. New techniques to process these data will be
discussed, including visualization of data sets, leading to methods for clus-
tering images. We provide examples of these methods on motivating inter-
net packet data streams.

High-Energy Physics: Massive Data Analysis in
Action

% Karen Kafadar, University of Colorado at Denver and Health Sciences
Center, PO Box 173364, CB 170, Denver, CO 80217-3364, karen.kafadar@
cudenver.edu; Robert Jacobsen, University of California, Berkeley

Experiments in high-energy physics provide terabytes of data, from which
critical information about the state of matter, governed by the theory out-
lined in the “Standard Model,” must be extracted. Opportunities abound for
increased efficiencies in approaches to the data, from the design of experi-
ments, to the collection of data, and finally to analysis and inference. Due to
the massive amounts of data, from various sources (different experiments
from different collaborations, experiment-based simulations, etc.), new
ways of analyzing the data to answer questions of interest are devised. We
describe the framework for these experiments and illustrate a new method
for comparing multivariate (non-Gaussian) distributions.

Multivariate Analysis in Planetary Science:
Understanding the Atmospheres of Jupiter and

Saturn

% Amy Braverman, Jet Propulsion Laboratory, Mail Stop 306-463, 4800
Oak Grove Drive, Pasadena, CA 91109-8099, amy.braverman@jpl.nasa.
gov; Irina A. Kukuyeva, University of California, Los Angeles; Padma
Yanamandra-Fisher, Jet Propulsion Laboratory, California Institute of
Technology; Jan Deleeuw, University of California, Los Angeles; Amy
Simon-Miller, NASA Goddard Space Flight Center

Very little is understood about the structure and dynamics of the atmo-
spheres of the solar systems two largest gas giant planets: Jupiter and Sat-
urn. In recent years a wealth of data has been collected from both satellite
and ground-based instruments that promises to begin to shed light on these
mysterious planetary bodies. Data sources include spectra obtained from the
Hubble Space Telescope (HST), NASA Infrared Telescope Facility (IRTF) on
Mauna Kea, and the Cassini spacecraft which is currently producing massive
data sets as it continues to orbit Saturn. In this talk we will review some of
the scientific questions of interest, and how multivariate analysis of remote
sensing spectra may be used to help answer them.

Monitoring the Golden Gate Bridge Using

Wireless Sensor Networks

% Guilherme V. Rocha, University of California, Berkeley, 367 Evans Hall,
Berkeley, CA 94720, gvrocha@stat.Berkeley. EDU

A 51-node Wireless Sensor Network have been installed on the Golden Gate
Bridge for Structural Health Monitoring. There is a mismatch between the
rate at which the data are collected at each node (~4 Kbps, Kilo-bytes/sec-
ond) and the rate at which they can be transmitted (~0.5 Kbps). The ultimate
goalis to develop a data reduction scheme so the WSN can perform real time
monitoring of the dynamic properties of the bridge. For the temperature
data (~0.80 Kbps/sensor), lossless run length coding achieves a significant
reduction in the data rate (~0.04 Kbps/sensor). For the acceleration data, our
strategy is to construct a parametric model for the bridge and continuously
adjust it as data become available. We report the results of such strategies for
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both simulated and actual data. Joint work with David Culler, James Dem-
mel, Gregory Fenves, Sukum Kim, Shamim Pakzad, and Bin Yu.

5 5 Clickers in the Statistics
Classroom @A

Section on Statistical Education, Section on Teaching
Statistics in the Health Sciences
Sunday, August 3, 4:00 p.m.-5:50 p.m.

Clickers in the Statistics Classroom

% Mark Berenson, Montclair State University, Dept. of Management &
Information Systems, Montclair, NJ 07043, berensonm@mail.montclair.edu;
% Deborah V. Dawson, The University of Iowa, Dows Institute for Dental
Research, Room 439E Dental Science Building North, Iowa City, IA 52242-
1010, deborah-dawson@uiowa.edu; ¥ Herle McGowan, The University of
Michigan, 439 West Hall, 1085 South University, Ann Arbor, MI 48109-
1107 United States, hmcgowan@umich.edu; ¥ Robert Terry, University of
Oklahoma, Department of Psychology, 808 DAHT, Norman, OK 73019,
rterry@ou.edu

Key Words: statistical education, pedagogy, technology, clickers

Professors from a diverse group of universities and disciplines will discuss
the use of clickers in their applied statistics courses and what their experi-
ences, both positive and not-so-positive, with clickers have been. Discussion
will cover many of the choices in implementing a clicker system, including
what systems are available, the nature and number of clicker questions and
issues in grading. By the end of this session, attendees should have the op-
portunity to experience a clicker system and have a better idea of the ben-
efits and limitations of this technology for teaching statistics.

5 6 Improving Survey Quality
Reinterviews, Paradata, and
Comprehension @

Section on Survey Research Methods, Section on
Government Statistics, Section on Quality and
Productivity

Sunday, August 3, 4:00 p.m.-5:50 p.m.

Reinterview Revisited

% Dhirendra N. Ghosh, Synectics for Management Decisions Inc., 1901 N.
Moore St., Suite 900, Arlington, VA 22209, dhiren@smdi.com

Key Words: Gross discrepancy rate, Response variance, Response bias, In-
dex of inconsistancy (I0I)

The reinterview method is the usual technique for estimating the response
variance and the response bias. It is assumed that the respondent does not
remember or is not influenced by the original response. The gross discrep-
ancy rate (GDR) is the ratio of the sum of the two types of discrepancies to
the total number of respondents in a yes/no type of question. The response
variance is half of the GDR. Response bias is also estimated from the ratio of
the net difference between the two discrepancies and the total. However this
assumption that the respondent neither remembers nor influenced by the
original response is not realistic. A measure of the memory effect is derived
in this paper. The GDR, the sample response variance and the response bias
are rectified based on this measure of the memory effect.
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Sample Designs for Evaluating the Quality of

Data Collection

% Cherie Alf, Center for Survey Statistics and Methodology, lowa State
University, Department of Statistics, lowa State University, Ames,

IA 50011-1210, ¢jalf@iastate.edu; Sarah Nusser, Center for Survey
Statistics and Methodology, Iowa State University; Veronica Lessard, U.S.
Department of Agriculture

Key Words: Data quality, In-stream sampling

Avital component in any survey is the quality assessment of data collection.
Although it is standard practice for a subset of data collectors’ cases to be
monitored, sample designs are not always used to select cases for review. To
be most effective, the quality review sample is chosen as the data collection
is taking place, which calls for in-stream sampling methods. Several
considerations go into designing an in-stream quality review sample,
including which sample units to target, what information is available for
targeting the selection process (e.g., sample frame information, survey
responses, paradata from the interview process), temporal aspects of the
sampling rate, and how to design the sample so that the data collector cannot
predict when review will occur. We will consider this problem generally and
provide an example from the National Resources Inventory.

Simulation Modeling of Field Operations in

Surveys
¥ Bor-Chung Chen, Federal Railroad Administration, 1200 New Jersey
Avenue, SE, Washington, DC 20590, Bor-Chung.Chen@dot.gov

Key Words: Discrete Event Simulation, Field Operations, Survey Methods,
Survey Costs, Response Rates

Simulation modeling has become the most commonly used tool for per-
formance evaluation of stochastic dynamic systems in science and engi-
neering. The field operations of surveys can be one of these systems. At
Census Bureau, the Simulation Modeling of Field Operations in Surveys
(SIMFOPS) was developed to estimate the cost, response rate, and timing
of new or continuing surveys. In this paper, we describe the simulation of
simplified field operations for NHIS (National Health Interview Survey).
We apply the simulation methodology to the field operations. We use the
2004 NHIS CHI (Contact History Instrument) data for the study. From this
study, we have shown that SIMFOPS can be used for optimizing the field
operations by setting the controllable parameters before a decision is made
and implemented. The cost savings might be enormous and would not be at
the expense of the response rate.

Using Paradata to Actively Manage Data
Collection

¥ Francois Laflamme, Statistics Canada, Tunneys Pasture, Jean Talon Blg,
6e C-2, Ottawa, ON K1A 0T6 Canada, francois.laflamme@statcan.ca; Mike
Maydan, Statistics Canada; Andrew Miller, Statistics Canada

Key Words: Paradata, call history, active management, responsive design,
attempts

With the increasing complexity of survey design, survey managers need bet-
ter tools to assess the data collection survey process. The development of
data collection computer-assisted methods has opened the door to a wide
scope of process data (“paradata”) that can be used to evaluate the data col-
lection survey process status in a timely manner. Active Management at Sta-
tistics Canada is a set of plans and tools developed to manage survey data
collection while it is in progress. This includes monitoring progress, timely
analysis of these indicators, identifying problems, implementing and com-
municating corrective actions, and evaluating success. The paper begins with
an introduction to the key components of the Active Management and dis-
cusses a series of practical example currently used to monitor issues and data
quality indicators at Statistics Canada.
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A Microlevel Latent Class Model for
Measurement Error in the Consumer

Expenditure Interview Survey

% Brian J. Meekins, Bureau of Labor Statistics, 2 Massachusetts Ave, NE,
Washington, DC 20212, meekins.brian@bls.gov; Clyde Tucker, Bureau of
Labor Statistics; Paul P. Biemer, RTI International/UNC-CH

Key Words: Latent Class Analysis, Measurement Error, Expenditure Re-
ports

Previous research by Tucker et al. (2005) and Tucker et al. (2006) attempts to
identify a latent construct that predicts the amount of measurement error in
expenditure reports on the Consumer Expenditure Survey (CEIS). While this
work was successful in identifying a construct that predicts measurement
error in expenditure reports, it is more sensitive to falsely negative reports
of the entire purchases than it is to the underreporting of the amount of
expenditure for those purchases. Current research focuses more deeply on
the underreporting of expenditure amounts for a number of different com-
modities. Together, with previously explored indicators such as, the number
of contacts, missing on the income question, the length of the interview, and
the use of records, we examine a new indicator measuring the number of
missing sections of the interview, resulting in a new latent construct.

How To Prioritize Recontacts
% Dan Hedlin, Statistics Sweden, Box 24300, Stockholm, SE-10451 Sweden,
dan.hedlin@sch.se

Key Words: Selective editing, score function, survey, metric

Errors in data haunt practitioners. We have to prioritize observations that
are most cost-effective to recontact and correct. One approach is to predict
the true value of one observation using available information and take the
norm of the difference between the predicted and reported value. This is a
number referred to as an item score. Usually we want to edit and verify all
observations on the same unit rather than each item separately. We discuss
ways of forming a unit score out of a generic set of p item scores. A unit score
function that unifies item scores often used in statistical editing is presented.
Based on the unit score several subsample designs are available (e.g., pps or
cutoff sampling above a threshold). We discuss ways of selecting this thresh-
old value. The problem of prioritizing manual statistical editing of business
survey data is our motivating example.

57 Sample Redesign

Section on Survey Research Methods, Social Statistics
Section, Section on Government Statistics
Sunday, August 3, 4:00 p.m.-5:50 p.m.

Sample Refreshment, Optimal Allocation, and

Other Issues in the Redesign of Panel Surveys
* Paul P. Biemer, RTI International/UNC-CH, 1917 Eagle Creek Ct., Raleigh,
NC 27606, ppberti.org; Margaret Byron, Rho, Inc.; Sara Wheeless, RTI
International; Celia Eicheldinger, RTI International

Key Words: longitudinal design, power analysis, NSCAW, child abuse or
neglect, design effect, composite size measure

This paper summarizes research that was recently conducted for redesigning
the NSCAW, a large, national panel survey. In 1998, a two-stage sample was
selected consisting of approximately 5400 individuals in 92 PSUs. The sam-
ple continued unchanged for 8 years until it ended in 2007. In 2008, a new
sample of 5700 individuals will be drawn to restart the survey. A number
of issues were addressed for the new sample. Three options were considered
for selecting new PSUs: (a) carry forward all 92 previously selected PSUs; (b)
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replace all PSUs with an independently selected sample; and (c) select a high
probability of overlap PSU sample. Other issues investigated include: optimal
sample size, optimal sample allocation, frame changes, and domain over-
sampling while minimizing the design effects. This paper considers these is-
sues and others and provides our recommendations for the redesign.

American Community Survey (ACS) Sample

Design Issues and Challenges
% Steven Hefter, U.S. Census Bureau, Washington, DC 20233,
steven.p.hefter@census.gov

Key Words: ACS, Sampling, Census Long Form

The ACS collects data historically collected by the Decennial Census Long
Form. The goal of the ACS is to publish data for small geographic areas cumu-
lating sample over five-year periods with comparable quality to the Census
2000 Long Form estimates. Unlike the Long Form which had an overall sam-
pling rate of approximately 1-in-6 and 100 percent follow-up of nonrespon-
dents, the ACS selects a fixed annual sample of approximately 3,000,000 ad-
dresses and samples non-respondents with an overall rate of approximately
1-in-3. These two factors combined with growth and a decline in cooperation
rates have led to concerns about the ACS meeting it’s stated goal for small
areas. This paper looks at the changes in the ACS sample size over time, the
distribution of the ACS sampling frame relative to Census 2000 Long Form,
and the implications of the fixed sample size on reliability.

Redesigning the American Community Survey
(ACS): Computer-Assisted Personal Interview

Sample
¥ Edward C. Castro Jr., U.S. Census Bureau, Washington, DC 20233,
edward.c.castro@census.gov; Steven Hefter, U.S. Census Bureau

Key Words: ACS, Sampling, Nonresponse, Personal Interview

The ACS collects datain three phases: mailout/mailback, telephone interview,
and Computer Assisted Personal Interview (CAPI). During the CAPI phase, a
sample of mail/telephone non-respondents and addresses deemed to be un-
mailable is selected for a personal visit. The sampling rate for this process is
determined by the CAPI sampling stratum for the tract in which the address
resides, which is assigned based upon the mail/telephone cooperation rate of
the tract. The initial assignment was made prior to 2005. Based upon recent
ACS data, cooperation rates were re-calculated for all tracts, which were then
assigned to a new CAPI sampling stratum. This paper discusses the data that
led us to revisit the CAPI sampling stratum assignments, and it provides the
methodology used to calculate the tract level mail/telephone cooperation
rates used to assign each area to a CAPI sampling stratum.

Sample Allocation and Relative Standard Error
Calculation for National Hospital Discharge

Survey Redesign

¥ Iris Shimizu, National Center for Health Statistics, 3311 Toledo Road,
Hyattsville, MD 20782, ishimizu@cdc.gov; Rong Cai, National Center for
Health Statistics

Key Words: NHDS redesign, sample allocation, weighted intra-class cor-
relation, relative standard error

The National Hospital Discharge Survey (NHDS) is being redesigned for
2010. The new design will use a two stage sample of hospital discharges
in which a stratified sample of hospitals will be selected at the first stage.
In this paper the hospital sample is allocated to strata by using Neyman
and nonlinear programming methods. This research uses a sampling frame
compiled from a 2006 list of hospitals which satisfy criteria for inclusion in
the universe for the redesigned survey. For each stratum, weighted intra-
class correlations are calculated for selected variables from 2005 NHDS
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data. The different allocations are evaluated by producing and comparing
relative standard errors (RSEs, aka coefficient of variation or CVs) for those
variables. The RSEs are approximated by using the relationship between
variances and intra-class correlations.

Assessing Oversampling of Older Persons in a

National Health Survey

% Karen E. Davis, National Center for Health Statistics, 3311 Toledo Road,
Rm 3213, Hyattsville, MD 20782, kedavis@cdc.gov; Chris Moriarity, National
Center for Health Statistics

Key Words: Sample survey, Oversampling, NHIS

The National Health Interview Survey (NHIS) is one of the major data collec-
tion programs of the National Center for Health Statistics. The sample design
for the NHIS traditionally has undergone a redesign about every 10 years
to address new and continuing data needs at the national and subnational
levels, and for minority and economic subdomains of the population. The
ability to produce reliable annual estimates for older persons of age 65+ years
by race and ethnicity is a major design objective. In 2002, research was con-
ducted for the 2006-2014 NHIS redesign to assess options for oversampling
older minority persons. Beginning with the 2006 NHIS, minority persons
of age 65+ years have an increased probability of selection as sample adults.
This paper describes research that has been conducted using the 2006 NHIS
to assess the selection and the sample yield for older minority persons.

Implementation of Controlled Selection in the
National Compensation Survey Redesign

% Lawrence R. Ernst, Bureau of Labor Statistics, 2 Massachusetts Ave., NE,
Room 1950, Washington, DC 20212, ernst.lawrence@bls.gov; Christopher

J. Guciardo, Bureau of Labor Statistics; Yoel Izsak, National Agricultural
Statistics Service; Jonathan J. Lisic, Bureau of Labor Statistics ; Chester H.
Ponikowski, Bureau of Labor Statistics

Key Words: allocation, sampling panels, rounding, sampling cells, area
PSUs, industry sampling strata

The paper “Update of the Redesign of the National Compensation Survey”
(Izsak et al. 2005) included a proposal to allocate the number of sample es-
tablishments among cells using a controlled selection procedure, where cells
are area PSUs x industry sampling strata x sampling panels. Since then the
procedure has been implemented but with a number of modifications not dis-
cussed in Izsak etal. (2005). These modifications and possible future changes
are discussed in this new paper. They include: weighting changes necessitated
by the use of controlled selection, complications caused by rounding issues
and how they were overcome, complexities caused by the need to allocate
over five sampling panels, and use of a real-valued minimum allocation for
each sampling cell in the controlled selection process in order to avoid very
large sample weights and accompanying increases in variances.
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5 8 Models for Longitudinal
Data @

Section on Statistics in Epidemiology,
Biopharmaceutical Section, WNAR, Section on Survey
Research Methods, Biometrics Section

Sunday, August 3, 4:00 p.m.-5:50 p.m.

Testing for Qualitative Interaction of Multiple
Sources of Informative Dropout in Longitudinal
Data

% Sara B. Crawford, Valparaiso University, Valparaiso, IN 46383, Sara.
Crawford@valpo.edu; John J. Hanfelt, Emory University

Key Words: Qualitative interaction, Informative dropout, Simultaneous
confidence intervals, Clustered data

Longitudinal studies are subject to patient dropout, which may lead to bi-
ased estimates of the rate of change if the dropout process is informative.
Multiple patterns of informative dropout are plausible, in that different
causes of dropout might contribute to different patterns. These multiple pat-
terns can be dichotomized into two groups: those exhibiting quantitative in-
teraction and qualitative interaction. We explore a test for qualitative inter-
action based on simultaneous confidence intervals. The test accommodates
the realistic situation where reasons for dropout are not fully understood, or
perhaps are even entirely unknown. It also allows for an additional level of
clustering among participating subjects, as might be found in a family study.
We apply these methods to a longitudinal study exploring rates of change in
cognitive functioning for a group of Alzheimer’s patients.

Overdispersed Continuous-Time Models with

Epidemiological Applications

% Carles Breto, Universidad Carlos III de Madrid, C/ Madrid, 126, Statistics
Department, Getafe, International 28903 Spain, chreto@est-econ.uc3m.

es; Edward L. Ionides, The University of Michigan; Aaron A. King, The
University of Michigan

Key Words: overdispersion, continuous time, compartmental models,
Markov processes, cholera, counting processes

Compartmental models are common in population modeling in the biologi-
cal sciences but are also used in telecommunications, chemical kinetics and
finance. In continuous time, standard compartmental models are based on
‘Poissonian’ processes which inherit the equidispersion property that the
infinitesimal variance equals the infinitesimal mean. Recently developed
techniques provide general methods for fitting such models to time series
data and this constrain on the mean to variance ratio has been known to
affect the goodness of the fit, since overdispersion is usually observed. We
present a strategy for constructing a new class of overdispersed continuous
time Markov counting processes with a nice interpretation in terms of add-
ing noise to the rate parameters of standard compartmental models. As a
motivating example, we consider a multistrain model for cholera incidence
in Bangladesh.

Multilevel Modeling Technique and Bootstrap
Variance Estimation in Longitudinal and Cross-
Sectional Complex Survey Data Sets

% Alomgir Hossain, University of Saskatchewan, Health Science Building,
Community Health and Epidemiology, 107 Wiggins Road, Saskatoon, SK
S7N5ES5 Canada, mdh512@mail.usask.ca; Punam Pahwa, University of
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Saskatchewan; Bruce Reeder, University of Saskachewan; Bonnie Janzen,
University of Saskatchewan

Key Words: Multilevel technique, bootstrap, longitudinal, quasi-likeli-
hood, pseudo-likelihood

Two most commonly used techniques to analyze longitudinal and cross-
sectional complex survey data are: (i) standard regression techniques based
on the quasi-likelihood for parameter estimation and the bootstrapping ap-
proach for variance estimation and (ii) multilevel technique based on pseudo
maximum likelihood. Our study objectives are to explore the standard re-
gression parameter estimation based on quasi-likelihood techniques, boot-
strapping approach for variance estimation by using the longitudinal data
from Canadian National Population Health Survey (NPHS) and weighted
and un-weighted parameter estimation by using the cross-sectional Cana-
dian Heart Health Datasets (CHHD), collected in1986-92, after controlling
PSU level. The longitudinal NPHS began in 1994/95 with a sample size of
17,276 and data being collected every two years.

Correction of Bias from Nonrandom Missing

Longitudinal Data

% Cuiling Wang, Albert Einstein College of Medicine, 1300 Morris Park
ave, Belfer 1303E, Bronx, NY 10461, cuwang@aecom.yu.edu; Charlie B. Hall,
Albert Einstein College of Medicine

Key Words: missing data, MNAR, multivariate longitudinal data, multiple
imputation, auxiliary data

A common problem in longitudinal studies is missing data. Likelihood-
based mixed effects models give valid estimates when the data are missing
at random, an untestable assumption without further information. In some
studies, additional auxiliary information known to be correlated with the
outcome might be available when the outcome of interest is missing; such
additional data allows the MAR assumption to be tested and can be used to
reduce or eliminate bias when the missing data process depends on the un-
observed outcome only through the auxiliary information and the observed
outcome. We apply three methods of utilizing the additional information:
multivariate longitudinal analysis, multiple imputation, and using the aux-
iliary information as covariates. Simulations studies and analysis using
telephone gait questionnaires to correct for missing longitudinal gait assess-
ments were reported.

Modeling Change in Longitudinal Studies: Use
Age Only or Initial Age and Time?

* Christopher H. Morrell, Loyola College in Maryland, Mathematical
Sciences Department, 4501 North Charles Street, Baltimore, MD 21210,
chmeloyola.edu; Larry J. Brant, National Institute on Aging; Luigi Ferrucci,
National Institute on Aging

Key Words: Multilevel modeling, Observational study, Recruitment bias,
Regression

Since many epidemiological studies involve the study of individuals of dif-
ferent ages over time, it often becomes necessary to distinguish between and
estimate both longitudinal and cross-sectional differences. This paper exam-
ines how the choice of age and time in modeling longitudinal data can affect
the results. In particular, age can be decomposed into two components: age
at entry into the study (first age) and follow-up time. The implication of using
age or first age and time is described for a number of possible linear mixed-
effects models that may be used to describe the longitudinal data. The two
approaches are illustrated using a number of different examples of data tak-
en from the Baltimore Longitudinal Study of Aging (BLSA). The examples il-
lustrate that the added flexibility provided by the first age and time approach
is usually necessary to adequately describe the data.
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Comparison of Generalized Estimating
Equations and Quadratic Inference Functions
in Longitudinal Analysis of Data from the
NLSCY Database

* Adefowope O. Odueyungbo, McMaster University, Department of Clinical
Epidemiology and Biostatistics, Hamilton, ON , odueyuao@mcmaster.ca;
Dillon Browne, University of Guelph; Norri Akhtar-Danesh, McMaster
University; Lehana Thabane, McMaster University

Key Words: Longitudinal analysis, Repeated responses, Marginal logistic
models, Quadratic inference functions, Generalized estimating equations,
Goodness-of-fit

GEE is often used to assess the effect of covariates on an outcome of inter-
est in longitudinal/clustered data analyses. Parameter estimates obtained
from GEE are consistent irrespective of the working correlation matrix. If
the correlation matrix is mis-specified, estimates may become inefficient.
Inferences from GEE may also be sensitive to outliers in observed data. In
addition, GEE lacks an absolute measure of goodness-of-fit (GOF), which
makes model selection a difficult task. QIF-an extension of the GEE-provides
parameter estimates that are both consistent and efficient irrespective of the
working correlation matrix. QIF also provides a GOF test with similar prop-
erties to the likelihood ratio test of generalized linear models. We compare
results obtained from GEE and QIF, using dataset from NLSCY. The repeated
response is a binary measure of hyperactivity-inattention in children.

59 Spatial and Space-Time
Models and Applications

Section on Statistics and the Environment, WNAR
Sunday, August 3, 4:00 p.m.-5:50 p.m.

Spatio-Temporal Modeling of Intra-Urban

Variations in Air Pollution Concentrations

% Adam A. Szpiro, University of Washington, Seattle, WA 98195-7232,
aszpiro@u.washington.edu; Paul D. Sampson, University of Washington;
Lianne Sheppard, University of Washington; Darren Wilton, University
of Washington; Tim Larson, University of Washington; Thomas Lumley,
University of Washington; Sara D. Adar, University of Washington

Key Words: Bayesian modeling, Spatio-temporal modeling, Air pollution

To estimate the effect of air pollution on cardiovascular health in a cohort
study, it is necessary to predict individual exposure based on sparse mea-
surements. The U.S. EPA has few monitors in any given city as the network is
primarily designed for regional air pollution levels. To address variation near
roads, the EPA-funded MESA Air project is carrying out additional monitor-
ing. Two features of the data present challenges. First, to represent small-
scale variation in traffic-related pollution, we must pay close attention to co-
variates and how they relate to local meteorology. Second, to take advantage
of irregularly sampled data we need a rich statistical model with space-time
interactions in the correlation. Estimation of the parameters depends on
specialized computational techniques. We describe an approach to address-
ing the challenges outlined above and give illustrative results.

A Bayesian Spatial Model To Downscale
Outputs from Numerical Models

% Veronica J. Berrocal, U.S. Environmental Protection Agency, Research
Triangle Park, NC, berrocal.veronica@epamail.epa.gov; Alan Gelfand, Duke
University

In many environmental problems data arise from two sources: numerical
models and monitoring networks. The first source provides predictions at the
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level of grid cells, while the second source gives measurements at points. Ac-
commodating the spatial misalignment between the two types of data is of
fundamental importance for both improved predictions of exposure as well
as for evaluation and calibration of the numerical model. In this paper we
propose a simple method to downscale the output from numerical models to
point level. The model, specified within a Bayesian framework, regresses the
observed data on the numerical model output using spatially varying coeffi-
cients, modeled as correlated spatial Gaussian processes. Moreover, the model
can be easily extended to a dynamic implementation. As an example, we have
applied our method to ozone concentration data for the Eastern US.

A Multivariate Spatial Model for Prediction of

Storm Outages

¥ Hongfei Li, IBM T. J. Watson Research Center, 1101 Kitchawan Road,
Route 134, Room 35-238, Yorktown Heights, NY 10598, liho@us.ibm.com;
Jonathan Hosking, IBM T. J. Watson Research Center

Key Words: Multivariate Spatial Model, Outage Prediction, Bayesian Hi-
erarchical Model

We have developed a Bayesian hierarchical model for multivariate spatial
data, with the aim of predicting the number of outages suffered by cus-
tomers of an electric utility as a result of severe weather events such as
high winds, thunderstorms, and tornadoes. Specific attention is given to
building models that incorporate covariates as well as spatial correlation
in a multivariate context. Bayesian inference is implemented by means of
a MCMC algorithm.

An Investigation for the Trend of Global
Warming Based on the Global Seawater
Oxygen-18 Database from NASA

% Qiqi Deng, The University of Minnesota, 1245 Fifield Ave, Saint Paul,
MN 55108, gigi@stat.umn.edu; Snigdhansu Chatterjee, The University of
Minnesota

Key Words: Polynomial local regression, CUSUM

Background: NASA Goddard Institute for Space Studies (GISS) has the Global
Seawater Oxygen-18 Database with over 22,000 observations recorded since
about 1950, including date, ocean temperature, depth and coordinates, etc.
In this study, we use this database to investigate the trend of global warming,.
Method: Polynomial local regression is applied to the data after appropriate
transformations. Residual plots are checked for model validation. CUSUM
chart and other statistical methods are used to detect the change of ocean
temperature along years after adjusting the influences by other predictors,
such as depth, spatial effects and seasonal effects. Results: The relationship
between the ocean temperature and the predictors are complicated, and
some interactions exist. The CUSUM chart suggests that there is an indica-
tion of slightly increasing trend for ocean temperature over years.

Probabilistic Assessment of Regional Climate
Change by Ensemble Dressing

* Christian Schoelzel, Meteorological Institute at the University of Bonn,
Bonn, International 53121 Germany, schoelzy@gmx.info; Andreas Hense,
Meteorological Institute at the University of Bonn

Key Words: climate change, ensembles, climate model, ensemble dressing,
kernel dressing, Bayesian model averaging

We present an approach to obtain probabilistic information on climate
change signals from ensembles of global and regional climate models. Since
single-integration climate models only provide one possible realization of
climate variability, ensembles are a promising way to estimate the uncer-
tainty in climate modeling. Recently, several methods, mostly from the field
of numerical weather prediction, have been developed (SKD, AKD, NGR,
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BMA). The approach presented here is related to kernel dressing. In opposi-
tion to BMA, the ensemble members are assumed to be indistinguishable.
Hence, we attribute equal mixture weights while the dressing variance is
extended to a spatio-temporal covariance matrix. The method has been ap-
plied to ensembles of the coupled general circulation model ECHO-G. Cur-
rent applications include temperature and precipitation as well as seasonal
variations over Europe.

Infill Asymptotic Properties of Tapered
Maximum Likelihood Estimators

% Juan Du, Michigan State University, Department of Statistics and
Probability, MSU, A413 Wells Hall, East Lansing, MI 48824-1027, dujuane
msu.edu; Hao Zhang, Purdue University; V. S. Mandrekar, Michigan State
University

Key Words: Covariance tapering, infill asymptotics, Matern covariance
functions, maximum likelihood estimator

Massive spatial and spatio-temporal data are common these days, and the
analysis of these massive data involves operations of a large covariance ma-
trix. Repeatedly, inversion of the covariance matrix is needed in both the
maximum likelihood and Bayesian inferences. When the sample size is
extremely large, operations on the large covariance matrix are a numeri-
cal challenge. Covariance tapering is a technique to alleviate the numerical
challenges. We investigate how the tapering affects the asymptotic efficiency
of the maximum likelihood estimator (MLE) and establish the asymptotic
properties, particularly the asymptotic distribution of the exact MLE and
tapered MLE under the infill asymptotic framework for Matern model. We
show that the tapered MLE is asymptotically as efficient as the true MLE for
the Matern model under some tail conditions on the tapering function.

Optimal Monitoring of Plant and Animal

Populations
% David Marsh, National Center for Ecological Analysis and Synthesis, 735
State St., Suite 300, Santa Barbara, CA 93101, marshdewlu.edu

Key Words: monitoring, population, conservation, ecology, environment,
wildlife

Data from animal and plant monitoring programs form the basis for much
environmental decisionmaking. Yet the design of monitoring programs is
often based more on tradition than on rational analysis. I used a simula-
tion approach to determine the optimal strategy for monitoring popula-
tions given a fixed sampling effort divided among many monitoring sites.
Simulated populations were chosen to reflect high and low values for popu-
lation parameters, as estimated from a time-series database. For most pa-
rameter sets, monitoring strategies that focused on monitoring more sites
less frequently proved superior to approaches that concentrated monitor-
ing effort on a few sites. Tests of the model on avian count data from the
North American Breeding Bird Survey suggested that simulations could
predict how well a given monitoring strategy would perform for all but the
most variable populations.

60 Student Success in K-12
and Beyond @

Section on Statistical Education
Sunday, August 3, 4:00 p.m.-5:50 p.m.
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Is NCLB Inflating Trends at Proficiency? A Cross-

State Analysis of Trends Across Cut Scores

* Katherine Furgol, The University of lowa, lowa City, IA 52245, kfurgol@
stat.uiowa.edu

Key Words: interval censored data, nonparametric, No Child Left Behind,
EM algorithm

As the pressure for states to increase the proportion of proficient students
rises with the No Child Left Behind (NCLB) Act, incentives to teach low or high
scoring students may diminish. We investigate this hypothesis using a cross-
state dataset of proportions across multiple cut scores. The full paper develops
and applies a nonparametric approach for establishing “expected” trends at
different cut scores. A “normal-shift” model was developed to ascertain if more
students than expected become proficient from Time 1 to Time 2. This model
uses an EM-algorithm for estimating the parameters of normally distributed
interval-censored data. Preliminary findings suggest that many states have
2003-2005 proficiency trends that are higher than expected; these findings
will be augmented with 2007 state data. Conclusions include implications of
these findings for NCLB’s academic equity provisions.

Data Analysis and Probability: An Examination

of Criterion-Referenced Test Scores

% Calli Holaway-Johnson, University of Arkansas, 340 N. West Ave. WAAX
302, Fayetteville, AR 72701, cajohns@uark.edu; Charles Stegman, University
of Arkansas - NORMES; Sean Mulvenon, University of Arkansas

Key Words: education, data analysis, item analysis, test scores

Data analysis and probability content has been largely overlooked in K-12
school systems, as other content areas, such as algebra and geometry, have
been considered to be more vital to student success. However, the National
Council of Teachers of Mathematics (2006) has indicated that data analysis
can be used to explore various other mathematical topics, such as propor-
tions, fractions, estimation, place value, and number representations. This
paper explored standardized criterion-referenced test scores for grades
3-8 on the Arkansas Benchmark exam Data Analysis & Probability (DAP)
strand. Using data from 2005-2007, statewide trend analyses and item
analyses were conducted, including an exploration of student performance
disaggregated by Student Learning Expectation (SLE). Additional analyses
that examined achievement gaps in DAP with regard to gender and ethnicity
are also reported.

Improving Statistics Self-Efficacy: Learning

from Errors and Feedback

% T. Simin Hall, The University of North Carolina, Greensboro, 499 Reigate
Drive, Kernersville, NC 27284, tshalleuncg.edu

Key Words: statistics word problems, self-efficacy, feedback, pattern recog-
nition, calibration, on-line learning

Anxiety and low self-efficacy perceptions have been shown to affect stu-
dents’ problemsolving ability. This research studied the impact of feedback
on the changes in efficacy, and problemsolving scores for 138 students in two
groups (feedback, no feedback) in an online learning environment. Students
in the feedback group showed a statistically significant gain in their problem
scores over the no feedback group; however, the mean efficacy scores were
lower for both groups after the problemsolving experiment. The incongru-
ence in problem scores with efficacy scores was attributed to students’ over
rating of their abilities prior to actually performing the tasks. The process of
calibration was identified as an explanation for the statistically significant
correlation between problemsolving scores and post-efficacy scores for the

feedback group.
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The Relationship Between Learner-Centered
Practices and Adolescent Achievement: A

Latent Profile Analysis

% Michelle Vanchu-Orosco, University of Denver, 4500 - 19th Street, #257,
Boulder, CO 80304, mvanchuo@du.edu; Barbara L. McCombs, University of
Denver Research Institute; Steven A. Culpepper, Metropolitan State College
of Denver

Key Words: Multidimensional Scaling, Profile Analysis, Academic Achieve-
ment, Motivation, Teaching Practices

This study examined the effects of learner-centered practices on academic
engagement and achievement via Profile Analysis using Multidimensional
Scaling, extending original research by McCombs (2001, 2004). Using a na-
tional sample of fourth (n = 2188) and fifth (n = 2100) grade students, rela-
tionships between student motivational characteristics, perceived teaching
practices, and goal orientation were examined. Multiple Regression analysis
identified the portion of observed student achievement score accounted for
by latent student profiles. Analyses indicated the presence of two profiles
accounting for approximately 12% of variance in achievement. This sup-
ports previous research whereby students who believe their teacher provides
a learner-centered environment are more likely to be self-efficacious, task
mastery-oriented, and less likely to avoid work or require extrinsic rewards.

Who Gets Better Grades in the Statistics

Course?

% Jen-Ting Wang, SUNY-Oneonta, Oneonta, NY 13820, wangj@oneonta.edu;
Shu-Yi Tu, University of Michigan, Flint

Key Words: Introductory Statistics, Correlation, Multiple Linear Regression

This study is to investigate the determinants of achievement in college intro-
ductory statistics course. Data concerning students’ grades received in this
course, the academic performance in high school and in college, as well as
numbers of collegiate credits earned were collected from a public four-year
liberal arts college. This study aims to identify the most significant factors
of students’ grades in this course. In addition, a comparison between per-
formances of male and female students, as well as those of freshmen and
non-freshmen was also examined. Class size effect was discussed as well. In
addition to searching for the most important factors, the prediction model
for the course grade was also established from multiple linear regressions.

Predicting Success in College Math Courses
% Casey Gearheart, Roanoke College, 429 Ingal Blvd., Salem, VA 24153,
cngearheart@roanoke.edu

Key Words: Statistics, Mathematics, Predictors, SAT Math Scores, Gender

The skills acquired in mathematics and statistics courses are becoming in-
creasingly important in today’s world of expanding technology. As a result,
almost all college students are required to enroll in an introductory level
mathematics or statistics course regardless of their major choice. This re-
search project was designed to predict the characteristics of a student that
best indicate whether the student will succeed or not in an introductory
mathematics or statistics course. The study aims to improve placement of
students and raise their success rate in these introductory classes. There
were fifteen independent variables under study. Minitab© and SAS®© statis-
tical software packages were used to run general linear models and logistic
regression models. The outcome variable, the final grade, was analyzed in
two ways: as the letter grade and as pass/fail in the course.
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A Causal Relationship Model of Factors
Affecting Professional Competency

Development of Computer Sciences Students
% Wilailuk Seritrakul, Bangkok University, 9/1 Moo 5 Paholyothin Rd.,
Tambon Klong Nung, Amphur Klong Luang, Patum Thanee, 12120
Thailand, wilailuk.s@bu.ac.th

Key Words: Professional competency, Computer Science, Curriculum

The purpose of this research is to develop a causal relationship model of fac-
tors affecting professional competency development of Computer Science
students. Six needs for this professional competency are concept of com-
puter science, professional technique, context, intercommunication skill,
integration skill, and adaptability. The population in this study were senior
students from both public and private university located in Bangkok metro-
politan areas. The results were: background of students, curriculum, in-class
experience and out-of-class experience have direct effect on professional
competency development but outside university reference group does not af-
fect professional competency development directly. The background of stu-
dents has an indirect effect on this development through outside university
reference group, curriculum and both in class and out-of-class experience.

61 Statistical Software

Section on Statistical Computing, Section on Survey
Research Methods
Sunday, August 3, 4:00 p.m.-5:50 p.m.

Probabilistic and Fuzzy Matching as Applied

to Record Linkage and Computerized Coding
¥ Michael J. Wenzowski, Statistics Canada, R.H. Coats Building, Section
14-A, 100 Tunney’s Pasture Driveway, Ottawa, ON K1A 0T6 Canada,
michael wenzowski@statcan.ca

Key Words: Record Linkage, Probabilistic Linkage, Fuzzy Matching, Auto-
mated Coding, Computerized Coding, Coding

As the overall speed of computer processing increases, the general perception
of record linkage as an unwieldy and time-consuming process diminishes. Sim-
ilarly, complex coding tasks which have traditionally been viewed as bordering
on problematic are now seeing their implementation possibilities evolve to-
wards the plausible. Each of these problem domains employ similar approach-
es to identifying the “best” candidate for either linkage or code assignment.
This paper describes Statistics Canada’s recent experiences in redeveloping
their own generalized record linkage and computerized coding software, and
highlights the convergence and associated overlap in techniques which has
occurred across these two statistical processing domains. The overall system
architecture employed, the techniques and algorithms implemented, and ex-
amples of the user interface developed are also presented.

Rank and Set Restrictions for Homogeneity
Analysis in R

* Patrick Mair, Wirtschaftuniversitit Wien, patrick.mairewu-wien.ac.at; Jan
de Leeuw, University of California, Los Angeles

Key Words: Gifi-models, homogeneity analysis, nonlinear principal com-
ponent analysis, nonlinear canonical correlation analysis, multiple corre-
spondence analysis

The model family proposed by Gifi (1990) is a flexible framework for the
analysisof multivariatedata. Thecommon propertiessharedbyall Gifi-models
are the specification of a loss function solved by ALS and transformations
of the variables which lead to quantifications of the categories. The latter
issue implies the concept of “optimal scaling” and allows to account for
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the variables scaling level. Starting from the basic model called homals
(homogeneity analysis aka multiple CA) we present various extensions
in terms of rank restrictions (nonlinear PCA) and restrictions on sets of
variables (nonlinear canonical correlation analysis). We focus on recent
methodological developments and on the R package “homals” (de Leeuw &
Mair, 2008) which allows for the computation of these models and provides
new visualization techniques of the results.

Sensitivity Analysis for Observational Studies:
The ObsSens Package for R

* Gregory L. Snow, Intermountain Healthcare, Eigth Avenue and C Street,
Salt Lake City, UT 84143, greg.snow@imail.org

Key Words: Sensitivity analysis, Observational Studies, R packages

This paper introduces and demonstrates the obsSens package for R. It imple-
ments the sensitivity analysis methods for observational studies presented
in the paper “Assessing the Sensitivity of Regression Results to Unmeasured
Confounders in Observational Studies” by Lin, Psaty, and Kronmal. The
package will be demonstrated using data from a study on platelet transfu-
sions in premature babies. The study shows that a practice meant to help the
newborns is unlikely to be beneficial and possibly harmful.

SAFAL: Statistical Analysis Functions

Automating Language
% Babubhai V. Shah, SAFAL Institute Inc., 22 Autumn Woods Dr., Durham,
NC 27713, babushahe@earthlink.net

Key Words: Statistical computing, Survey data analysis, Functional languge

The objective of this paper is to present an implementation of a prototype for
SAFAL: Statistical Analysis Functions Automating Language. SAFAL uses a
programming paradigm that is unique. Each statement of SAFAL is not an
instruction to a computer, but is a definition of a symbol, using algebraic
functional syntax. The statements in a SAFAL program are mathematical
definitions (or input output specifications) of the relevant entities. Hence,
the order in which they are specified in irrelevant. The design of SAFAL is
aimed at statistical analysis in general, but the initial implementation as
functions that more relevant to analysis of complex survey data. The basic
data structure for SAFAL is a generalized multidimensional array (GMDA)
with normal as well as virtual dimensions. The paper describes GMDA its
underlying mathematics.

An Open Source Library for the Estimation and
Evaluation of ACD Models

* Guillaume Weisang, Bentley College, Morison 309, 175 Forest Street,
Waltham, MA 02452, gweisang@bentley.edu

Key Words: Autoregressive Conditional Duration model, estimation proce-
dure, tests statistics, open source

Following the publication of the first Autoregressive Conditional Duration
(ACD) model by Engle and Russel (1998), numerous new specifications have
been published in the literature. At the same time, tests statistics have been
developed for the evaluation of ACD models. This paper provides an open
source library of statistical procedures for the estimation of the standard
linear ACD models, as well as the augmented models family presented by
Fernandes and Grammig (2006). Source code of some statistical tests for
the evaluation of the models, including distributional misspecification tests
(Fernandes & Grammig 2005) and LM tests for misspecified mean equations
(Meitz & Terasvirta 2006), is provided as well. Several empirical applications
are also presented.
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Algorithmic Errors in the Estimation of Tobit
Il Models and the Corresponding Failure To

Recognize Selection Bias

Thomas Zuehlke, Florida State University; % Anthony Kassekert, Florida
State University, 655 Bellamy Building, Tallahassee, FL 32306-2250,
ajkO5f@fsu.edu

Key Words: Tobit II, Heckman Selection Model, Simultaneous Estimation,
Monte Carlo Simulation, Software Review

Tobit II models (aka Heckman Selection models) are a standard statistical
tool for detecting and correcting selection bias. ML estimation is complicat-
ed by the possibility of multiple roots to the score equations. Most software
packages ignore this problem and may fail to converge to the global MLE even
when consistent starting values are used. Convergence to the global MLE can
be insured by use of a two-step algorithm which conducts a grid search over
the bounded space of the error correlation, and then uses the conditional ML
estimates as starting values for simultaneous estimation. The nature of the
problem is illustrated using Monte Carlo simulation. Major software packag-
es are then compared and found to suffer from the same algorithmic errors.
Finally, replication of estimates for a sample of published data sets finds that
roughly half of the studies report inaccurate estimates.

GLUMIP 2.0: SAS/IML Software for Planning
Internal Pilots

% John A. Kairalla, University of Florida, Division of Biostatistics, College
of Medicine, PO Box 100177, Gainesville, FL 32610-0177, jak@biostat.ufl.
edu; Christopher S. Coffey, The University of Alabama at Birmingham; Keith
E. Muller, University of Florida

Key Words: sample size, re-estimation, power, adaptive

Internal pilot designs involve conducting interim power analysis (without in-
terim data analysis) to modify the final sample size. Recently developed tech-
niques have been described to avoid the type I error rate inflation inherent to
unadjusted hypothesis tests, while still providing the advantages of an internal
pilot design. We present GLUMIP 2.0, the latest version of our free SAS/IML
software for planning internal pilot studies in the general linear univariate
model (GLUM) framework. The new analytic forms incorporated into the up-
dated software solve many problems inherent to current internal pilot tech-
niques for linear models with Gaussian errors. Hence, the GLUMIP 2.0 soft-
ware makes it easy to perform exact power analysis for internal pilots under the
GLUM framework with independent Gaussian errors and fixed predictors.

62 Statistics in the Physical
Sciences @A

Section on Physical and Engineering Sciences
Sunday, August 3, 4:00 p.m.-5:50 p.m.

Statistical Learning Methods for Neutron

Transmission Tomography of Fuel Cells

% Kevin J. Coakley, National Institute of Standards and Technology,
Mailcode 898.03, 325 Broadway, Boulder, CO 80305-3328, kevin@boulder.
nist.gov; Daniel S. Hussey, National Institute of Standards and Technology;
Dominic F. Vecchia, National Institute of Standards and Technology

Key Words: cross-validation, fuel cell, hydrogen economy, neutron imag-
ing, penalized likelihood, transmission tomography

In a proton exchange membrane fuel cell, effective water management
is key to improved fuel cell performance and durability. Water enters as a
humidified gas, and is produced by the oxidation reaction in the cathode.
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Neutrons are readily scattered by water and by other materials in the fuel cell.
For the dry and wet states of a fuel cell, there are spatially varying neutron
attenuation images. Ideally, the difference of these attenuation images is
proportional to the water density. We estimate a residual attenuation image
from the wet and dry state projection data using penalized likelihood and
penalized weighted least-square methods using a Huber penalty function
with two adjustable regularization parameters that are determined by cross-
validation. We reconstruct both simulated data and real data collected at the
NIST Neutron Imaging Facility.

Determining Dispersion Effects in Cultured Fish
%k Tess Astatkie, Nova Scotia Agricultural College, Department of
Engineering, P.O.Box 550, Truro, NS B2N 5E3 Canada, tastatkie@nsac.ca;
Jim Duston, Nova Scotia Agricultural College

Key Words: Repeated measures, Arctic charr, Coefficient of variation, Range

Reducing variation (dispersion) in the size of intensively cultured fish is es-
sential to enhance production efficiency and increase marketable product.
Among salmon species, Arctic charr has the highest size variation, and this
is a serous challenge for the aquaculture industry. Although large variation is
an inherent trait for this species, there is a potential for reducing it by iden-
tifying factors with dispersion effects. However, almost all studies reported
in mainstream aquaculture journals are on location effects only; and run a
risk of promoting growth-enhancing treatments at the expense of increased
variability. Dispersion effects are not reported mainly due to lack of experi-
mental procedures applicable to untagged- and individually tagged-fish. In
this paper, procedures for untagged and individually tagged Arctic charr, and
how to determine dispersion effects will be presented.

Regression Analysis Investigation of the Link
Between Hurricane Frequency and Climate
Change

% Roshanak Nateghi, Johns Hopkins University, Department of Geography
and Environmental Engineer, Johns Hopkins University, Baltimore, MD
21218, roshanak.nateghi@googlemail.com; Steven Quiring, Texas A&M
University; Seth D. Guikema, Johns Hopkins University

Key Words: count data regression, hurricane frequency, climate change,
climatology

In this paper we analyze the possible link between hurricane counts in the
Atlantic Coast and Gulf Coast regions of the United States and a number of
measures of long-term climate variability and change. The region of interest
is divided into four separate sections: Atlantic coast except Florida, Atlan-
tic side of Florida, gulf side of Florida, and the rest of the Gulf. Regression
models are implemented to analyze data that extends as far back as 1850.
The analysis is done in an effort to study the frequency of hurricanes as a
function of climate variables. The trend of hurricane occurrence over time is
an indication of the impact of climate change on the frequency of hurricane
landfalls in the above-mentioned regions. The results investigate whether
global warming will indeed increase the number of hurricane landfalls on
the east coast of the United States as some have predicted.

Modeling Spike Train Transformations in Brain
Region

* Dong Song, University of Southern California, dsong@usc.edu; Rosa H.M.
Chan, University of Southern California; Vasilis Z. Marmarelis, University
of Southern California; Robert E. Hampson, Wake Forest University; Sam
A. Deadwyler, Wake Forest University; Theodore W. Berger, University of
Southern California

Key Words: point processes, GLM, hippocampus, model selection, spike,
Volterra kernel
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In any brain region (e.g., hippocampus) information is represented in the
ensemble firing of populations of neurons (i.e., spikes trains). Brain regions
process the information by transforming the incoming spike trains into
outgoing spike trains. We present a physiologically plausible model to de-
scribe such nonlinear dynamic transformation. This model consists of a set
of feedforward Volterra kernels, a feedback Volterra kernel, a threshold and
anoise term. Assuming Gaussian distribution of the noise, this model can be
formulated as a generalized linear model with a probit link function. Model
selection techniques such as information criteria and cross-validation can be
used to reduce the complexity of the Volterra kernels. We demonstrate that
the model can sufficiently capture the hippocampal CA3-CA1 spike train
transformation in rats performing a memory-dependent behavioral task.

Spam Email Detection and Classification: A

Bayes/Empirical Bayes Approach

% Cheng C. Chen, Texas A&M University, MSC 172, University Blvd,
Mathematics Department, Kingsville, TX 78363, kfcccOl@tamuk.edu;
Thomas Chen, Southern Methodist University; Rajat Sethi, Texas A&M
Health Science Center

Key Words: SPAM, Bayes, Empirical Bayes, Classification, Calssification Er-
ror Rate, Naive Bayes

Spam filtering technologies based on statistical methods are not new such as
Naive Bayes classifier However, there is a flawed assumption underneath the
Naive Bayes approach: The probability of two or more spam evidences will re-
sult in less probability than any single spam key word. The reason underlying
this flaw is the intent of reducing the content of past spam and updating ac-
tivities and hence CPU processing power. In this paper, we propose a content
based spam detection and classification method based on Bayes/Empirical
Bayes approach. We claim that the required CPU power and memory are no
more than the Naive Bayes classifier without the above mentioned techni-
cal flaw of Naive Bayes approach. The error classification probability is also
discussed. The application of desease classifications based on pathogensis
measurements will also be discussed.

Estimating the Skewness and Kurtosis of
Nonlinear Time Series: Analysis of Turbulent

Flows with Coherent Structures
% Alexander Gluhovsky, Purdue University, Department of Statistics, 250
N. University Street, West Lafayette, IN 47907-2066, aglu@purdue.edu

Key Words: Nonlinear time series, Subsampling, Turbulence

Turbulent flows are characterized by non-Gaussian statistics exposed by the
values of skewness and kurtosis. Nonzero skewness and increased values of
kurtosis in observed time series are attributed to the occurrence of coherent
structures. Due to the major role these structures play in turbulence, skew-
ness and kurtosis are increasingly investigated, however, with a questionable
accuracy of their estimates. In the talk, a subsampling-based methodology
will be described for obtaining reliable confidence intervals for the skew-
ness and kurtosis from observed and modeled data, with applications to the
analysis of atmospheric time series. This work is supported by the National
Science Foundation Grants ATM-0514674 and ATM-0541491.
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A Comparative Study of Mechanistic
and Statistical Modeling of Water Quality

Parameters in Hillsborough Bay, Florida

% Keith E. Hackett, University of South Florida, 4876 28th Street South,
St Petersburg, FL 33712-4341, khackett2@tampabay.rr.com; Chris P. Tsokos,
University of South Florida

Key Words: Hillsborough Bay, water quality, EFDC, statistical modeling,
model calibration, mechanistic modeling

Significant improvements in the water quality of Hillsborough Bay, Florida
have been documented in the recent past as a result of the concerted efforts
of the Nitrogen Management Consortium under the auspices of the Tampa
Bay Estuary Program. With the projected increase in human population liv-
ingin the watershed, it is important to identify the most cost-effective meth-
ods to control loadings and continue to improve water quality in the bay.
Two modeling techniques, mechanistic and Bayesian, have been employed in
order to better predict the future water quality in Hillsborough Bay based on
projected increases in population. A comparison of the two modeling tech-
niques reveals the strengths and weaknesses of the methods. In addition,
this paper discusses methods of using Bayesian statistical modeling tech-
niques to improve the calibration of mechanistic models in general.

63 Semiparametric Inference
Under Partially Linear, Single-
Index, and Related Models @ A

Section on Nonparametric Statistics, IMS
Sunday, August 3, 4:00 p.m.-5:50 p.m.

Partial Linear Regression Model Checking with

Berkson Measurement Errors

% Weixing Song, Kansas State University, 2220 Westchester Park, Apt.10,
Manhattan, KS 66503, weixing@ksu.edu

Key Words: Marked Empirical Process, Asymptotic Distribution Free,
Brownian Motion

This paper discusses asymptotically distribution free tests for the lack-of-fit
of a partially linear regression model when both covariates in the paramet-
ric and nonparametric parts are subject to the Berkson measurement error.
These tests are based on a martingale transform of a certain marked empirical
process of calibrated residuals. Under the null hypothesis, these test statistics
weakly converges to a distribution related to the maxima of the Brownian
motion. Consistency of the tests under some fixed alternatives and the as-
ymptotic power under some local alternatives are also discussed. Simulation
studies are conducted to assess the performance of the proposed test.

On Estimation of Censored Single-Index
Models

% Zhulin He, University of Calgary, Department of Mathematics and
Statistics, Calgary, AB T2N 1N4 Canada, zhulinhe@math.ucalgary.ca; Xuewen
Lu, University of Calgary

Key Words: AFT model, Censored single-index model, MWAVE, OPWG,
Kaplan-Meier weights

The accelerated failure time model assumes a linear relationship between
event time and covariates. We propose a censored single-index model to ex-
tend the identity link function in the AFT model to an unknown link func-
tion. We provide two estimation methods for it - minimum weighted average
conditional variance estimation (MWAVE) and outer product of weighted
gradients (OPWG). These methods use the Kaplan-Meier weights to account
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for censoring. The MWAVE method estimates parameters by minimizing
the overall weighted approximation errors which are calculated from the re-
sponse variable and the estimated link function. The OPWG method works
on the eigenvector corresponding to the largest eigenvalue from the outer
product of weighted gradients of the estimated link function. Simulation
studies and real data examples are used to illustrate the proposed methods.

Bandwidth Selection and Goodness-of-Fit

Tests for Single-Index Models
¥ Wei Lin, The Ohio State University, Department of Mathematics, 321
Morton Hall, Ohio University, Athens, OH 45701, linw@ohio.edu

Key Words: Single index model, Partially linear single index model, band-
width selection, goodness-of-fit test

Single-index models (SIMs) have received much attention in the literature
due to the ability in dimension reduction. However, the bandwidth selection
problem for the kernel estimation of the regression function has been ad-
dressed only under very restricted conditions that can hardly be satisfied
in practice. In this talk, I will provide a proof for the asymptotic normality
of the LSE of the index vector in a SIM, using a practically meaningful da-
ta-driven bandwidth selection method, assuming conditions much weaker
than those in the literature. The result is then extended to the class of Par-
tially Linear SIM. Moreover, I will introduce two simple goodness-of-fit tests
for linear models against SIMs. The asymptotic normality of the TS will be
established and the simulation results will be presented to show the finite
sample performance of the proposed tests.

Penadlized Quadratic Inference Functions for

Single-Index Models with Longitudinal Data

¥ Yang Bai, The University of Hong Kong, Room 518, Meng Wah complex,
Hong Kong, University, Hong Kong, Hong Kong, CA China, baiyangge
hkusua.hku.hk

Key Words: longitudinal data, penalized splines, quadratic inference func-
tions, single-index model

In this paper, we focus on single-index models for longitudinal data. We pro-
pose a procedure to estimate the single-index component and the unknown
link function based on the combination of the penalized splines and qua-
dratic inference functions. It is shown that the proposed estimation method
has good asymptotic properties. We also evaluate the finite sample perfor-
mance of the proposed method via Monte Carlo simulation studies. Further-
more, the proposed method is illustrated in the analysis of a real data set.

Testing for Linearity of the Nonparametric
Component of a Partially Linear Model

% Chin-Shang Li, University of California, Davis, Division of Biostatistics,
Room 145, Department of Public Health Sciences, Davis, CA 95616, cssli@
ucdavis.edu

Key Words: B-splines, Partially linear model, penalized least-squares,
Wald-type test

A linear combination of fixed knot cubic B-splines is used to estimate the
nonparametric component of a partially linear model. We estimate the mod-
el parameters by minimizing the penalized least-squares criterion. A Wald-
type test based on the proposed estimation method is proposed to assess the
linearity of the nonparametric component. We study the power performance
of the proposed test through simulations and illustrate its practical use with
a real-life example.
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64 Modeling of Brain

Imaging and Related Data

Biometrics Section, Section on Nonparametric
Statistics, Biopharmaceutical Section, WNAR
Sunday, August 3, 4:00 p.m.-5:50 p.m.

Wavelet Estimation and fMRI Applications

* Zibonele A. Valdez-Jasso, University of Texas at Dallas, 7760 McCallum
Blvd Apt 20317, Dallas, TX 75252, zav061000@utdallas.edu; Sam
Efromovich, University of Texas at Dallas

Key Words: Wavelets, fMRI, Denoising, Wavelet Estimation, Correlated
Noise

The advance in medical research haslead to a great number of new techniques
and data registration that creates an ocean of opportunities for statisticians
to test and create new methods. Ultra frequent fMRI techniques is one of
the best scenarios for the application and improvement of wavelets ideas.
Crucial information can be obtained from those readings through the appli-
cation of wavelets, therefore the best estimation and denoising methods are
essential to enable reliable statistical results. An improved Wavelet Denois-
ing method in the presence of correlated observations will be discussed and
results of its application to both simulated and real data shown.

Thresholding Complex Magnetic Resonance

Images Using Magnitude and Phase

% Daniel B. Rowe, Medical College of Wisconsin, Department of Biophysics,
8701 Watertown Plank Road, Milwaukee, WI 53226, dbrowe@mcw.edu

Key Words: MRI, complex, thresholding, phase, correlated chi-square,
voxel

It is well known that MRIs contain signal in the real and imaginary chan-
nels. It is desirable to separate voxels that contain tissue signal and noise
from those that contain purely noise. Generally this separation (threshold-
ing) utilizes only the magnitude portion of the images. A rigorous statistical
method is presented that utilizes both the magnitude and phase to thresh-
old image voxels. Using the bivariate normality of the real and imaginary
voxel measurements with phase coupled means, a likelihood ratio statistic
is derived. This likelihood ratio statistic simplifies to a familiar form that is
E-distributed in large samples. In small samples, Monte Carlo critical values
must be used for thresholding due to correlated chi-square statistics in the
numerator and denominator of F. This method is successfully applied and
shown to result in increased image contrast.

Estimating Distributions of Onset Times and

Durations from Multisubject fMRI Studies

* Lucy E Robinson, Columbia University, 1255 Amsterdam ave. room 1005,
MC 4409, New York, NY 10027, lucy@stat.columbia.edu; Martin Lindner,
Columbia University

Key Words: fMRI, brain, change point, spatial

Most statistical analyses of fMRI data assume that the timing of brain ac-
tivity is known a priori. As an alternative, we propose a technique for es-
timating voxel-specific distributions of activation onset and duration from
the fMRI response, explicitly modeling each subject’s onset and duration as
random variables drawn from unknown distributions. These distributions
are estimated assuming no functional form, along with the probability of
activation at each time point. A hidden Markov random field model incorpo-
rating structural information about the brain is used to segment the brain
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image based on information from onset and duration profiles. We apply this
method to an fMRI study of a single induction of state anxiety.

A Social Network Probability Map of the Brain

% Lynne Seymour, The University of Georgia, Department of Statistics, The
University of Georgia, Athens, GA 30602, seymour@stat.uga.edu

Key Words: Brain Imaging, Social Nework Model, Principal Components,
2-D White Noise, Ising Model

We build a probability map of the brain based on fMRI data from multiple
subjects using a social network model. The neighborhood system for the so-
cial network is built via principal components breakdown of the image. A
test for two-dimensional white noise based on the Ising model is presented
as a means for choosing which principal components to remove from the
construction.

Identifying Active Regions of the Brain via

Social Networks Modeling in Single Subjects
Lynne Seymour, The University of Georgia; % Ana M. Bargo, The University
of Georgia, Department of Statistics, The University of Georgia, Athens, GA
30602, amoura@uga.edu; Abhyuday Mandal, The University of Georgia

Key Words: Pseudo-likelihood, Social Networks, MCMC, Gibbs sampling,
fMRI

Functional Magnetic Resonance Imaging is a relatively new and noninvasive
procedure that uses magnetic resonance imaging techniques to measure
metabolic changes that result in activation in a region of the brain. In this
paper, we propose an innovative technique, which utilizes a social network
model, to predict the active brain voxels for single subjects. Bayesian data
analysis techniques are employed to identify the structure of the social net-
work. The parameters of the associated models are estimated by Pseudolike-
lihood and MCMC methods, both of which lead to consistent estimates of
activation probabilities.

Adapting FDR Thresholding Procedures to

Neuroimaging

¥ Lynn E. Eberly, The University of Minnesota, 420 Delaware St SE, MMC
303, Minneapolis, MN 55455, lynn@biostat.umn.edu; Brian S. Caffo, Johns
Hopkins University

Key Words: medical imaging, false discovery rate, spatial correlation,
thresholding

In functional neuroimaging, voxels in a brain map may represent clinical
contrasts: activation in disease versus control. Conclusions are based on
thresholding: large voxel values are declared significant. Such thresholding
is also done in gene expression (detect elevated expression), discrete wave-
let transforms (select wavelet coefficients), and other areas. Such procedures
are based on choosing a threshold so that the False Discovery Rate (FDR) is
controlled. Because of the inherent spatial nature of neuroimaging, proce-
dures developed in other contexts may not perform well here. We compared
the Storey procedure with other (semi)parametric procedures developed for
other areas, and with AIC and BIC procedures. We compared FDR, estimated
FDR, false nondiscovery rate (FNR), power, and MSE. We found surprisingly
good results for BIC, poor for parametric, and widely varying MSE.
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6 5 Credit; Bootstrap

Business and Economics Statistics Section
Sunday, August 3, 4:00 p.m.-5:50 p.m.

Predicting Credit Card Attrition Curves with

Survival Models

% Alfred Furth, South Dakota State University, 109 N Detroit Ave, Sioux
Falls, SD 57110, alfred.furth@sdstate.edu

Key Words: Cox Regression, Accelerated Failure Time, Risk Models, time
to event, survival

Portfolio attrition rates are important analytics monitored by a credit card
company’s finance and risk departments. Accurately predicting future attri-
tion rates is important to a company’s profitability. Cardholders contribute
to the attrition rate in two ways, they can close their account or they can stop
making payments and charge-off. Prediction of closure and charge-off rates
can be framed as simple time to event problems. I will discuss the application
of Cox proportional hazard (COX) and accelerated failure time (AFT) regres-
sion models to independently predict closure and charge-off rates with a set
of risk scores. However, the independence assumption used in computing
charge-off and closure rates via COX and AFT models is not completely true.
Cardholder accounts have a risk of charging-off and closing. A competing
risks model to account for this dependency will also be fit.

Modeling the Dynamic of Consumer Credit

Utilization
% Jie Chen, Bank of America, N.A., 201 N Tryon Street, Charlotte, NC
28202, jie.chen@bankofamerica.com; Agus Sudjianto, Bank of America, N.A.;

Runze Li, The Pennsylvania State University; Richard Liu, Bank of America,
N.A.

Key Words: growth, consumer credit, differential equation, latent process,
dynamics

We model the dynamics of consumer credit utilization as a mixture of two la-
tent processes representing unobserved underlying consumer behaviors. The
latent processes are represented by a set of differential equations to capture
two distinct growth characteristics of credit utilization. The model is also ex-
panded to capture the effect of time-varying exogenous economic covariates.
The framework is applied to a large portfolio of consumer credit. The model
goodness of fit and its parameter estimation properties are investigated.

Frequency Domain Bootstrap Test for Time
Series Linearity

% Jane L. Harvill, Baylor University, Department of Statistical Science, One
Bear Place, #97140, Waco, TX 76798-7140, jane_harvill@ebaylor.edu

Key Words: Nonlinear time series, Bispectral density function, Bootstrap

Existing frequency domain tests are based on approximations and asymp-
totic distributions of the sampling distribution of the estimated normalized
bispectrum. Even when the time series is reasonably long, it has been shown
that the distributional properties may not be precise in terms of type I error
rates. The tests are also known to suffer from lack of power. We present a
bootstrap version of a test for the Gaussianity and linearity of a sixth-order
stationary time series. The size and power of the test is compared to popular
time domain and frequency domain tests.
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Generating Random Integer Sequences for

Marketing and Risk Analytics

% Michial Thompson, Strounine Thompson Technology Group, PO BOX
990934, Boston, MA 02199-0934, mt@sttechgroup.com

Key Words: random, randomization, marketing, risk management

Consider (1) We do a test by randomly assigning products to approved appli-
cants. An applicant that submits multiple applications or cosigns on multiple
applications must get the same random product assignment each time. (2)
We must select a random sample from a dataset of 60M credit card transac-
tions such that if one transaction tied to an account is selected randomly
then every transaction tied to that account must be selected randomly. Our
methodology solves problems like those above while meeting the require-
ments of repeatability, platform-independence and speed. We do so while
reading the dataset only once and without the need for an external list of
previously selected records. For example, this can be done in a simple data
step in SAS by opening only one dataset and creating only one data set. These
requirements can not all be met by built-in randomization routines.

Pricing Interest Rate Options in a LIBOR Market
Model

% Ting-Pin Wu, National Taipei University, 67, Sec. 3, Ming-shen E. Rd.,
Taipei, 104 Taiwan, Taipei, 104 Taiwan, tpwu@mail.ntpu.edu.tw; Shih-Kuei
Lin, National University of Kaohsiung

Key Words: LIBOR Market Model, Martingale Pricing Method, Interest
Rate Exchange Options

This paper presents a new approach to approximate the distribution of a
forward swap rate under the LIBOR market model and then employs it to
price derivatives involved with constant-maturity swap rates. We use this
model to price LIBOR vs. swap interest rate exchange options, which have
not been formally examined in the previous literature under a multifactor
LIBOR market model to our best knowledge. The numerical examples show
that the approximate pricing formulas are sufficiently accurate as compared
with Monte Carlo simulation.

On the Term Structure of Credit Risk Spreads

Under Levy Processes

% Budhi A. Surya, Bank of America, N.A., Blk 9 Raffles Place #18-00
Republic Plaza, Global Quantitative Risk Management, Singapore 048619, S
048619 Singapore, budhi.a.surya@bankofamerica.com

Key Words: Credit risk, Credit spreads, Endogenous default, Optimal capi-
tal structures, Levy processes, First-passage-time problems

The determination of credit spreads has in fact been the ultimate goal of
most credit risk models. From the structural models of Black and Scholes
(1973), Merton (1974), and Leland and Toft (1996), one can deduce that the
term structure of credit spreads should always have zero values at zero. Em-
pirical study such as found in Sarig and Warga (1989) suggests disappointing
results that the actual credit spreads do not have such feature. This drawback
is due to the fact that the models have relied heavily on diffusion processes
to model the evolution of firm value. Quite recently, a class of jump-diffusion
processes have been used as an alternative to their models, see Zhou (1996),
Hilberink and Rogers (2002), and Chen and Kou (2007). In this paper we
extend these models for a general Levy process, and provide an estimate and
sufficient conditions for the positivity of the credit spreads.
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66 Statistical Methods for
Genome-Wide Association
Studies

Biometrics Section, Section on Statistics in
Epidemiology
Sunday, August 3, 4:00 p.m.-5:50 p.m.

Genotyping and Inflated Type | Error Rate
in Genome-Wide Association Case/Control
Studies

% Joshua N. Sampson, Yale University, Center for Statistical Genetics
and Proteomics, 300 George St, Suite 503, New Haven, CT 06511, joshua.
sampson@yale.edu; Hongyu Zhao, Yale University School of Medicine

Key Words: genotyping, association, GWA, calling

The empirical distribution of the test statistic from a case/control genome-
wide association study rarely resembles the predicted null distribution. The
result is a high type I error rate. One cause is that the distribution of the in-
tensity measurements (i.e., sum and contrast) may not completely separate
for two of the genotypes. We examine the peculiar effects of genotyping and
how genotyping can inflate the type I error rate for SNPs. Currently, meth-
ods assign genotypes using either the Mahalanobis distance (MD) or MLE.
We show that the called genotypes for two subjects can be correlated even
when their true genotypes are independent, and that this dependency can
inflate type I error. We also show that the estimated genotype proportions
need not converge to the true population proportions, and that this inconsis-
tency can be corrected by assigning distances based on a weighted MD.

Power of Model Selection Methods for High-

Dimensional, Genome-Wide Association Data
% Zheyang Wu, Yale University School of Medicine, Department of
Epidemiology and Public Health, Suite 503, 300 George St., New Haven,
CT 06511, zheyang.wu@yale.edu; Hongyu Zhao, Yale University School of
Medicine

Key Words: power, model selection, high dimensional data, genome-wide
association study, SNP

Genome-wide association studies (GWAS) are characterized by alarge number
of SNPs and potential interactions among SNPs to affect disease susceptibil-
ity. Single SNP-based analysis is not optimal in the presence of interactions.
Exhaustive search among models involving multiple SNPs is computationally
intensive, and it also suffers from an increased chance of finding false positives
due to fast increased number of models explored. Forward selection method
may miss the SNPs with small marginal effects yet large interaction effects. A
delicate balance needs to be achieved between computational efficiency, statis-
tical power, and low false positive rates. This problem has been partly explored
by limited simulation studies. Here we show to analytically calculate the sta-
tistical power of different SNP selection methods, and address various factors
that have impact on more appropriate choices.
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Bayesian Inference of Epistatic Interactions

with Applications to HIV Drug Resistance

% Jing Maria Zhang, Harvard University, 1 Oxford Street, Statistics
Department, Cambridge, MA 02138, zhang3@fas.harvard.edu; Jun S. Liu,
Harvard University

Key Words: Bayesian inference, epistatic interaction, HIV drug resistance,
Bayesian network

Recently, a Bayesian Epistasis Association Mapping (BEAM) method for
large-scale case-control genetic studies was proposed and shown to be sig-
nificantly more powerful to detect an interaction than existing approaches.
Here we applied this method to HIV-1 drug resistance data, found multiple
drug resistance positions. Our findings are highly consistence with IAS-
USA drug resistance mutation list (2007 update). Surprisingly, most of the
mutations on the list are contributing jointly rather than individually. An
independent database, Genotype-phenotype database, offers confirmation
for our findings. In order to look at detailed structure of drug resistance, we
use Bayesian network to fit the data. We proposed a new recursive Bayes-
ian method to learn the structure of BN. It can be shown that the method
asymptotically identifies the perfect map, or an inclusion-optimal map.

Dimensionality Reduction for Genetic
Background Estimation in Whole-Genome

Association Studies

% Jasmin Divers, Wake Forest University Health Sciences, WC-2326,
Medical Center Blvd, Winston-Salem, NC 27107, jdiversewfubmc.

edu; Jennifer B. Erway, Wake Forest University; Matthew L. Stiegert,
Wake Forest University Health Sciences; Carl D. Langefeld, Wake Forest
University Health Sciences

Key Words: GWAS, Population stratification, Type I error, Power, Random
Projections, Principal Components, Measurement error

Genome-wide association studies (GWAS) have successfully identified ge-
netic variations that predict risk of disease. Population stratification and
admixture may confound genetic association tests. Principal component
(PC) analysis has been utilized to control for these confounding influences
on both power and type I error in population-based studies. Here, PCs are
selected from a dispersion matrix computed from the genotyped data and
used as covariates in linear or semiparametric models testing for associa-
tion. However, directly computing the PCs becomes impractical as the num-
ber of markers and sample size increase. We study the performance of differ-
ent formulations of the Lanczos algorithm and random projection methods.
We evaluate their precision and their ability to provide adequate control in
GWAS involving individuals with different ancestral backgrounds.

Determining Heritability Using Second-Level

Testing for Genome-Wide Association Studies
% Jae Brodsky, University of California, Los Angeles, 8125 Math Sciences Bldg,,
Department of Statistics, Los Angeles, CA 90095-1554, brodsky@ucla.edu

Key Words: genetics, genome-wide association studies, multiple compari-
sons, data reduction

Although genome-wide association studies (GWAS) have been used to suc-
cessfully map loci associated with physical traits of interest, in many cases
the results contain fewer SNPs than expected or even no SNPs at all. This
does not necessarily indicate that there is no genetic association: SNPs with
weaker associations or SNPs which are not independently associated with
the phenotype will be missed at the genome-wide level. Second-level test-
ing methods can be used to determine if there are signals in the data which
cause the distribution of test statistics or p-values to be different from their
expected null distribution. We apply such a method to a large GWAS and
found results which are consistent with previously performed studies. We
also discuss modifications to handle genetic data, which does not satisfy the
conditions for optimality.
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A Score Statistic for Testing for Genetic

Association Given Linkage

% Jeanine Houwing-Duistermaat, LUMC, Dept of Medical Statistics, S-5-P,
PO Box9600, Leiden, International 2300 RC Leiden, j.j.houwing@lumc.nl;
Hae-Won Uh, LUMC; Rick van Minkelen, LUMC; Marieke de Visser, LUMC

Key Words: genetic association, genetic linkage, score statistic, thrombo-
sis, statistical genetics

Genome-wide linkage studies are often followed by association studies of
candidate genes located under linkage peaks. Single-nucleotide polymor-
phisms (SNPs) are typed in a set of controls and in the affected relative pairs
of the linkage study. To model this type of data, we extend the model for
linkage of Kong and Cox (1997) with an association term. This model ap-
pears to correspond to a relative risk model with the unknown genetic factor
as exposure. We derive a score statistic to test for association given linkage
for both autosomal SNPs as well as x-linked SNPs. To illustrate the statistic
we analyze data from an affected sibling pair linkage study on Thrombosis
(209 families). Genotypes of SNPs located under a peak at one of the auto-
somal chromosomes and under a peak at the X chromosome are available in
the affected sibling pairs and in 331 controls.

What's the Best Statistic for a Simple Test of

Genetic Association in a Case-Control Study?
% Chia-Ling Kuo, University of Pittsburgh, 5700 Centre Ave Apt 805,
Pittsburgh, PA 15206, chialing.kuo@gmail.com; Eleanor Feingold, University
of Pittsburgh

Key Words: genetic association test, case-control study, chi-squared test,
trend test, logistic regression, genome-wide association study

Genomewide genetic association studies typically start with univariate sta-
tistical tests. In a case-control study, one can use a 1 df allele-based test,a 1
df or 2 df genotype-based test, or a compound procedure that combines two
or more of these statistics. While there are a number of statistical papers
that make power comparisons among subsets of these methods, none has
comprehensively tackled the question of which method is best for a genome
scan. In this paper we first compare the power of the different procedures to
detect a single locus and then address whether or when it is a good idea to
include covariates. Finally, we consider the performance of the statistics in
the context of a genome scan.

67 Adaptive Design in
Clinical Trials @ A

Biopharmaceutical Section, WNAR, Biometrics
Section
Sunday, August 3, 4:00 p.m.-5:50 p.m.

Adaptive Randomization: The Preferred

Randomization in Multicenter Clinical Trials

¥ Bob Zhong, Centocor, Inc, 200 Great Valley Parkway, Malvern, PA 19355,
bzhong@cntus.jnj.com; Lilianne Kim, Centocor, Inc. ; Youyi Shu, Centocor,
Inc.; Yong-Cheng Wang, Biogen Idec, Inc.

Key Words: clinical trials, adaptive randomization, balance

Therearemanyrandomizationmethodsthathavebeenusedtoallocatesubjects
to treatment groups in clinical trials. The commonly seen randomization
methods are complete (simple) randomization, stratified permuted block
randomization and dynamic randomization (the minimization procedure
with biased coin assignment proposed by Pocock and Simon (1975)). The
advantages and disadvantages of the three commonly used randomization
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methods are evaluated for balance (treatment and prognostic factor levels)
and statistical analysis methods. Since the adaptive randomization has
more advantages over other two-randomization methods, we conclude that
adaptive randomization is the preferred method of randomization. The
preferred statistical analysis methods are also discussed and recommended.

A Hybrid Adaptive Design for Phase 2 Clinical

Trials

%* Richard J. McNally, Pharmion Corporation, 9900 W. 109th St., Suite 300,
Overland Park, KS 66210-1438, rmcnally@pharmion.com

Key Words: Clinical Trials, Adaptive Designs, Bayesian, Stopping Rules,
Futility Analysis

A design for a randomized adaptive 3 arm study is presented where the pri-
mary objective is to determine what arms are suitable for further study. The
main adaptive features are 2 sets of stopping rules: the first drops an arm
if the absolute response rate is below a given target, and the second drops
an arm in which the response rate lags behind the response rate in the best
performing arm. These adaptive rules are derived in a manner that resembles
the criteria used in Bayesian adaptive design (cf. Wathen and Cook), but the
criteria are set in advance as the number of responses. Thus, the adaptive
design can be regarded as a hybrid of Bayesian and frequentist. Derivation
of the stopping rules and the operating characteristics of the hybrid design
are discussed. Discussion of the latter includes in situations where there are
slight deviations from the planned design.

An Integrated Algorithm for Adaptive

Design: Sample Size Re-Estimation, Interim
Treatment Selection, and Futility—Method and
Computing Package

¥ Yi He, sanofi-aventis, 1402 Fox Run Dr., Plainsboro, NJ 08536,

hydinghua@gmail.com; Zhenming Shun, sanofi-aventis; Martin Roessner,
sanofi-aventis

Key Words: Adaptive Design, Sample Size Re-estimation, Stopping Bound-
ary, Treatment selection, Type I error, Interim Analysis

Sample size re-estimation based on observed treatment difference at interim
can ensure adequate power and potentially save a large amount of time and
resources in clinical trials. The type I error and stopping boundaries were
mathematically quantified according to a broad set of scenarios which are
practical considerations in conducting clinical trials. If proper adjusting
rules are used, the inflation of type I error can be well controlled. The pro-
posed stopping boundary combines the advantages of the group sequential
and sample size re-estimation methods and is more efficient than either
one alone. The proposed method was implemented in stand-alone software
AdaptDes, with user-friendly interfaces. A demonstration of the software
will be given during the talk.

Hypothesis Testing in Adaptive Design for

Drop-the-Losers

* Gang Li, Johnson & Johnson Pharmaceutical R&D, LLC, 920 Route
202, P.O. Box 300, Raritan, NJ 08869, gli@prdus.jnj.com; Yining Wang,
Johnson & Johnson Pharmaceutical R&D, LLC; Peter Ouyang, Johnson
& Johnson Pharmaceutical R&D, LLC; Gorden Lan, Johnson & Johnson
Pharmaceutical R&D, LLC.

Key Words: Adaptive design, power function

Adaptive design for drop-the-losers combines two sequential studies into
one study with two stages. We consider a study which starts with several
experimental treatment groups and a control group. At the end of Stage 1
(interim), the enrollment of patients into inferior treatment groups (losers)
will be discontinued. In Stage 2, we only continue to recruit and randomize
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patients into the control group and two superior treatment groups (winners)
in Stage 1. At the end, data from Stages 1 and 2 will be pooled to compare the
two treatment groups with the control group. Tests of likelihood ratio type
are obtained when data are normally distributed. These procedures and sev-
eral other approaches will be evaluated and compared through simulations.

Comparison of the Weighted and Unweighted
Z-Statistics Used in a Two-Stage Adaptive

Clinical Trial After Sample Size Change

% John Ouyang, Otsuka Pharmaceutical Development &
Commercialization, Inc., 2440 Research Blvd, Rockville, MD 20850, john.
ouyang@otsuka.com; Peter H. Zhang, Otsuka Pharmaceutical Development &
Commercialization, Inc.

Key Words: Type I error, Sample size re-calculation, Adaptive design, Con-
ditional power, weighted z-statistic

The weighted z-statistic was proposed by Cui, Hung, and Wang (1999) to
maintain the type [ error in sample size increase after an interim analysis. It
is proved that the weighted z-statistic is uniformly more powerful than the
unweighted z-statistic, if the sample size is increased in a two-stage adaptive
study when the condition of maintaining the type I error of the unweighted
z-statistic given by Chen, DeMets, and Lan (2004) is met. It is also proved
no inflation in type I error in the weighted z-statistic when sample size is
changed. Use of the weighted z-statistic in two-stage adaptive design pro-
vides flexibility and efficiency. When it is used, it is recommended that the
timing of the analysis of the 1st stage data would be set relatively early, if the
parameter assumption has strong support; or set relative late, if the param-
eter assumption is made without much data support.

Seamless Phase II/lll Clinical Trials Using the
Likelihood Approach

¥ Guijun Yang, Tianjin University of Finance and Economics, Department
of Statistics, No. 25, Zhujiang Road, Hexi District, Tianjin, 300222 P.R.
China, tjyangguij@yahoo.com.cn; Samuel S. Wu, University of Florida; Mark
C.K. Yang, University of Florida; Anqi Sun, University of Florida

Key Words: Seamless clinical trial, likelihood ratio test, type I error, two-
stage design, treatment selection, power

Seamless designs that combine the phase II dose finding trial and the con-
firmatory phase III trial have attracted considerable interest for its ability to
improve statistical efficiency through joint analysis of data and to eliminate
the gap between the two phases. Bretz et al. (2006) and Wang (2006) have
proposed two-stage designs using the p-value combination and the condi-
tional error function approaches. In this paper, we consider the combination
of the two phases using the sequential likelihood ratio test. Our method ex-
tends the procedures of Thall, Simon and Ellenberg (1988) by allowing rejec-
tion of the null hypothesis at the time of selection or later (possibly more
interim) analysis. We show that the type I error is controlled by those under
the global null hypothesis. It can also be shown that likelihood approach has
better power for a large class of alternatives.

Adaptive Designs for Dose-Ranging Phase I/l

Trials

¥ Naum M. Khutoryansky, Novo Nordisk Inc, 100 College Rd. West,
Princeton, NJ 08540, nakh@novonordisk.com

Key Words: Adaptive design, Fisher’s combination test, Dose ranging, Dose
escalation, Minimum effective dose

Adaptive designs are described for phase I/II clinical trials with objectives to
target the minimum effective dose, and/or to find the dose response curve
and therapeutic range. The following adaptations are under consideration:
sample size re-estimation, early stopping due to efficacy or futility, and
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dropping inferior treatment groups. An adaptive design can also involve
any combination of these adaptations. Different types of dose increments
are discussed including dose escalation and dose reduction, and their
combinations. Some statistical methods to control type I error will be
presented based on Fisher’s combination of independent p-values and
hierarchical testing.

68 Issues Related to the
Analysis of Longitudinal Data @ A

Biopharmaceutical Section, Section on Statistics in
Epidemiology, Section on Survey Research Methods,
WNAR, Biometrics Section

Sunday, August 3, 4:00 p.m.-5:50 p.m.

Likelihood-Based, Mixed-Effects Model
Repeated Measures (MMRM) Analysis for
Acute Phase Clinical Trial for the Treatment of

Maijor Depressive Disorder

% Baldeo K. Taneja, EPIX Pharmaceuticals, Inc., 4 Maguire Road,
Lexington, MA 02421, btaneja@epixpharma.com; Thomas Kinghorn, MDS
Biostatistics; John Reinhard, Brain Insights, LLC; Andrew Uprichard, EPIX
Pharmaceuticals, Inc.

Key Words: Clinical Trials, Major Depressive Disorder, Longitudinal Data,
Missing Data, Dropouts, MMRM Analysis

Statistically valid analyses of longitudinal data can be problematic in the
presence of missing values. Even though there are numerous available meth-
ods, it is important to realize that no single best method currently exists
to deal with this problem. In a recent randomized, double-blind, placebo-
controlled 8-week long clinical trial to assess the efficacy and safety of PRX-
00023 in patients with major depressive disorder, about one-quarter of the
patients withdrew prematurely. On the basis of theoretical and empirical ev-
idence, a likelihood-based mixed-effects model repeated measures (MMRM)
analysis was chosen as the primary analysis in the protocol. In this paper,
the appropriateness of the design and the related statistical analysis will be
highlighted with results.

Longitudinal Data Analysis: Repeated
Measures Analysis Versus Random

Coefficient Models

% Radhi Abdulnabi, Ovation Pharmaceuticals, Inc., 4 Parkway North,
Deerfield, IL 60015, rabdulnabi@ovationpharma.com

Key Words: Longitudinal data, Random coefficient models, Repeated mea-
sures, Mixed model

Alongitudinal data set is defined as a data set in which the response for each
experimental unit is observed on two or more occasions. There are differ-
ent traditional methods to analyze the longitudinal data including: repeated
measures ANOVA and mixed effects models. Random Coefficient Models
(RCM) are anther way to analyze the longitudinal data by using the time
as continues variable and estimating the slop, intercept, and the regression
line of each subject. Clinical trials data with high dropout rate were used to
compare the results of RCM versus the traditional methods and to evaluate
the missing data effect. Using the time in the model as fixed effect versus
random effect or as class versus continuous variable were examined. The fi-
nal results show that the RCM (using the time as random continues variable)
have greater power and better model fitting.
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Mixture Model for Individual and Combined

Data Using Estimating Equations

% Pali Sen, University of North Florida, 1 UNF Drive, Dept of Math & Stat,
Jacksonville, FL 32224, psen@unf.edu; Jacy Crosby, University of North
Florida

Key Words: Drug interactions, Stochastic Differential equations, Isomers

In this paper we consider a new analytical framework that is a combination
of the individual and combined data analyses, based on an estimating equa-
tion approach. The proposed analyses utilize a stochastic model for the two
drug combinations and derive the mean and the variance terms based on
Ito’s calculus. The proposed estimation methods are used to estimate model
parameters from individual and combined data provides the ground for the
model free tests. The strength of the fit of the model to the data is examined
by the statistical measures and the graphical method. Simulation studies
were performed to show the strengths of the proposed approach in the es-
timating the model parameters. A synergy test of the model fitted by the
individual subjects confirmed that the combination of the drugs under study
is synergic in nature.

A Comparison of Methods for Pretest/Post-Test

Trials with Small Samples

¥ Xiao Sun, Merck & Co., Inc., UG1CD-44, 351 N. Sumneytown Pike, North
Wales, PA 19454, Xiao_Sun@merck.com; Robin Mogg, Merck Research
Laboratories; Devan V. Mehrotra, Merck Research Laboratories

Key Words: pretest-posttest trials, ANCOVA, GEE, RAVE, non-parametric

The pretest/post-test setting is commonplace in clinical trials. One typical
trial objective is to detect difference in the response between two treatment
groups. The response variable is measured at or before randomization (pre-
test) and at prespecified follow-up times (posttest). In search of the most
efficient way to analyze this type of data, we compared various common
analysis methods typical in Phase I HIV vaccine trials and concluded that
the ANCOVA method is generally best with valid assumptions. However, due
to small sample sizes and outlying observations, the normality assumption
is often suspected. As such, we further looked into semiparametric (GEE), ro-
bust parametrics (RAVE) and nonparametric (rank based) methods. Simula-
tions were used to compare the different methods under various conditions,
and practical recommendations for statisticians will be highlighted.

MMRM Analyses with and Without Titration Visits

% Phillip Dinh, U.S. Food and Drug Administration, 10903 New Hampshire
Ave, Silver Spring, MD 20993-0002, phillip.dinh@fda.hhs.gov; Peiling Yang,
U.S. Food and Drug Administration

Key Words: Missing data, MMRM, Repeated measures, Titration

Inlongitudinal clinical studies, after randomization at baseline, subjects are
followed for a period of time for development of symptoms. A mixed model
for repeated measures (MMRM) can be used to analyze such data. To ac-
commodate safety and tolerability, in some studies, the treatment has to be
titrated to the optimal dose. Then, subjects will stay on their optimal dose
until the end of the study. In an MMRM analysis, one can ignore the titra-
tion visits because including them could add extra variability unnecessar-
ily. However, when patients drop out during the titration period, ignoring
the titration visits would result in missing data in these patients. In this pa-
per, we evaluate the impact of excluding and including titration visits in an
MMRM analysis by a simulation study. We evaluate the approaches based on
the bias and the coverage accuracy of the confidence interval.
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Modeling Phase-Dependent Effects and
Voldatile Longitudinal Responses via Geometric

Brownian Motion Process

% Li Zhu, University of California, Davis, 4418 Mathematical Sciences
Building, Department of Statistics, Davis, CA 95616, lzhu@wald.ucdavis.edu;
Fushing Hsieh, University of California, Davis; Eric Chi, Amgen, Inc; Juan
Li, Amgen, Inc

Key Words: Phase-changes, Profile likelihood, Random effects model, Sto-
chastic differential equation

In this talk we address statistical issues arisen from post marketing evalua-
tions of pharmaceutical products, which focus particularly on disease treat-
ment that gives rise to phase-dependent effects and volatile longitudinal
responses. We employ geometric Brownian motion process in this talk to ac-
commodate the two aforementioned longitudinal characteristics. Our model
formulation also adapt to firstly finding what individual conditions deter-
mine the individual trajectory of disease progression and volatility, and then
secondly how to summarize individual information on population level. A
two-step modeling approach is proposed, is demonstrated with a data set
from a rheumatoid arthritis study in which patients were randomized to
three treatment groups and the index measurements disease activity score
based on 28 joints (DAS28) were recorded at multiple time points.

Sensitivity Analyses for Data in Presence of
Missing Not at Random: A Case Study

¥ Yanning Liu, Johnson & Johnson Pharmaceutical R&D, LLC, 1125
trenton-harbourton Road, Titusville, NJ 08628, yliu@prdus.jnj.com

Key Words: Last-observation carried forward, Missing not at random, Pat-
tern mixture method, Joint modeling, Longitudinal Analysis

In a one-year noninferiority trial, analysis based on LOCF data resulted a
lower bound of -5.84 for the 95% CI of LS means, thus failed to demonstrate
the non-inferiority of drug A against drug B within a margin of -5. An over-
all high dropout rate of 44% was also observed, along with doubling rate of
withdrawal due to lack-of-efficacy for A vs. B in the early phase of the trial.
Data were showed not to be MCAR by a Chi-squared test and bootstrapping.
A series of longitudinal analyses (MMRM, pattern-mixture and joint mod-
eling) are done for sensitivity purposes. Furthermore, a novel method was
invented combining advantages from both pattern mixture and joint model-
ing; this “patterned-joint modeling” largely shorten confidence interval and
obtained 95% CI of (-2.00,1.54). Some simulation studies were also done to
evaluate empirical type I error of the “pattern-joint modeling” method.

69 Confirmatory Factor
Analysis and Principal
Components Analysis @

Social Statistics Section, Section on Nonparametric
Statistics, Section on Government Statistics
Sunday, August 3, 4:00 p.m.-5:50 p.m.

Principal Component Analysis for Symbolic
Data

* Jennifer Le-Rademacher, The University of Georgia, 3469 Benthollow
Lane, Department of Statistics, Duluth, GA 30096, jlel@uga.edu; Lynn
Billard, The University of Georgia

Key Words: symbolic data, principal component analysis, interval-valued
data, histogram-valued data



A Themed Session

In this presentation, we propose a new approach to principal component
analysis (PCA) for symbolic data. Symbolic data was first introduced by
Edwin Diday in 1987. Unlike classical random variable which takes single
values, symbolic variable takes multiple values such as lists, intervals, or
distributions. Existing methods of PCA for symbolic data are limited to
interval-valued type. However, these methods only account for part of the
total variation of interval-valued data. We propose a new method using the
so-called symbolic covariance structure to account for the total variation.
This approach is further extended to histogram-valued data. We will illus-
trate with examples.

On Principal Components and Regression:
A Statistical Explanation of a Natural

Phenomenon

¥ Andreas A. Artemiou, The Pennsylvania State University, 325 Thomas
Building, University Park, PA 16802, aaal95@stat.psu.edu; Bing Li, The
Pennsylvania State University

Key Words: Dimension reduction, Orientationally uniform distribution,
Principal components, Random covariance matrices, Regression, Stochastic
ordering

In this work we give a probabilistic explanation of a phenomenon that is fre-
quently observed but whose reason is not well understood. That is, in a regres-
sion setting, the response (Y) is often highly correlated with the leading princi-
pal components of the predictor (X) even though there seems no logical reason
for this connection. This phenomenon has long been noticed and discussed in
the literature, and has received renewed interest recently because of the need
for regressing Y on X of very high dimension, often with comparatively few
sampling units, in which case it seems natural to regress on the first few prin-
cipal components of X. This work stems from a discussion of a recent paper
by Cook (2007) which, along with other developments, described a historical
debate surrounding, and current interest in, this phenomenon.

The Effects of Toeplitz Structure on the
Structural Integrity of Confirmatory Factor
Analysis

% Bruce L. Brown, Brigham Young University, 1098 SWKT, Provo, UT

84602, bruce_brown@byu.edu; Jeffrey R. Wheeler, Pentara Corp; Tyson T.
Phalp, Myriad Genetics; Petr Blahus, Charles University in Prague

Key Words: confirmatory factor analysis, structural integrity, Monte Carlo
simulation

Lauritzen et al (2007) demonstrated that factor analysis cannot produce
structurally valid results with a reliability less than r = .50. Very few fac-
tor analytic studies meet these reliability requirements. Brown et al (2007)
demonstrated similar findings with respect to confirmatory factor analysis.
Monte Carlo simulation is used to compare the confirmatory factor analysis
under two conditions: a clustered configuration of manifest variables and a
Toeplitz structure. It is demonstrated that the structural integrity of confir-
matory factor analysis is compromised somewhat when the configuration of
manifest variables is Toeplitz rather than clustered. Both conceptually and
empirically clustered structure is more consistent with the rationale of con-
firmatory factor analysis than is Toeplitz structure.
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Are Husband and Wives’ Hostility and Support

Distinct Factors?

% Frederick O. Lorenz, lowa State University, 2625 North Loop Dr., Suite
500, ISU Research Park, Ames, IA 50011, folorenz@iastate.edu; Janet N. Melby,
Iowa State University; Rand D. Conger, University of California, Davis

Key Words: confirmatory factor analysis, multitrait-multimethod models,
hostility, support, close relationships

Distinct concepts such as hostility and support between wives and husbands
or between parents and children are often highly collinear in their mea-
surement, especially when the reports are obtained from self-administered
questionnaires. In this paper, confirmatory factor analysis (CFA) is used to
estimate multi-trait, multi-method (MTMM) models of self- and spouse- re-
ports of husbands’ and wives’ hostility and support in a sample of 310 re-
cently married or cohabiting couples. The results suggest that measures of
hostility are distinct from measures of support, but that husband and wife
reports of hostility, and husband and wife reports of support, are redundant
(e.g., in predicting marital outcomes, little of the variance in husbands’ re-
ports of their hostility is unique after controlling for wives’ reports of hus-
bands’ hostility).

Comparison of Methods To Generate

Eigenvalues for Parallel Analysis

¥ Kellie Keeling, University of Denver, DCB Statistics MSC 8952, 2101
S. University Blvd, Denver, CO 80208, kkeeling@du.edu; Robert Pavur,
University of North Texas

Key Words: Principal Components Analysis, Parallel Analysis

Parallel Analysis is documented as a preferred method for determining the
number of components to retain in a principal components analysis. In or-
der to implement parallel analysis, the eigenvalues from random data are
compared to the sample eigenvalues. There have been several published pro-
grams that have been proposed to help in the implementation of parallel
analysis. This study will compare published programs to see how they com-
pare in eigenvalue generation.

Multigroup Confirmatory Factor Analysis:

Parameter Bias and Noninvariant Referents
% Holmes Finch, Ball State University, Educational Psychology, Ball State
University, Muncie, IN 46011, whfinch@bsu.edu; Brian F. French, Purdue
University

Key Words: Multi-group confirmatory factor analysis, factor invariance,
estimation bias, factor analysis

Multigroup confirmatory factor analysis (MCFA) is waxing as a method for
examining measurement invariance and specifically, factor invariance. In
order to identify the model, MCFA requires certain parameters to be con-
strained and assumed invariant across groups to act as referent variables.
When this invariance assumption is violated, identification of the param-
eters that actually differ across groups becomes difficult, in part due to the
biased estimates resulting from the non-invariant referent. However, there
is a dearth of empirical evaluation of the extent to which parameters are bi-
ased in the non-invariant referent case. This study examined parameter bias
with three identification procedures in the presence of a non-invariant refer-
ent. Results suggest that bias is present across all methods, and that bias is
particularly evident for factor loadings and inter-factor correlations.
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70 Section on Statistical
Consulting Roundtable with
Coffee (fee event) A

Section on Statistical Consulting
Monday, August 4, 7:00 a.m.-8:15 a.m.

Statistical Consulting in the Medical Device
Area: Using Secondary Data Sources for

Development of Clinical Research Studies

% Madhu Mazumdar, Weill Cornell Medical College, 411 E. 69th St, KB-323,
New York City, NY 10021, mam2073@med.cornell.edu

Key Words: Medical Device, Secondary Data Sources, Total Joint Replace-
ment, Clinical Epidemiology, Statistical Consulting, Muscoskeletal disease

The identification and use of large data sources for medical device epidemio-
logic studies are important. This information helps improve knowledge for
public health, regulatory decisions, and progress in clinical research. Limited
information about both government and private data sources are available,
but they are not sufficient for generating ideas for clinical research, especial-
ly for young investigators. A proactive role by the biostatistical consultant in
gathering the type of research work already performed and dialogue about
what more can be done could help start projects. These projects are typically
of better quality as the statistician is involved from the beginning and can
control the quality. A scenario in the context of joint replacement (knee, hip,
and shoulder) will be discussed. Other examples are welcome.

71 Section on Statistical
Education Roundtable with
Coffee (fee event)

Section on Statistical Education
Monday, August 4, 7:00 a.m.-8:15 a.m.

Fostering Active Learning in Online and

Distance Introductory Statistics Courses
* Patti B. Collings, Brigham Young University, 231 TMCB, Provo, UT 84602,
collingsp@stat.byu.edu

Key Words: active learning, GAISE guidelines, Introductory statistics, on-
line course, distance learning course

Are you involved with an online or distance learning introductory statistics
course? Have you wondered how to foster active learning in your course?
(Fostering active learning is one of the recommendations of GAISE.) Maybe
you are already successful in doing this and would like to share your ideas.
Maybe you’d like some ideas. Let’s get together, brainstorm, share ideas, and
talk about the challenges associated with implementing active learning in
our online and distance learning courses.
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72 Section on Statistics and
the Environment Roundtable with
Coffee (fee event)

Section on Statistics and the Environment
Monday, August 4, 7:00 a.m.-8:15 a.m.

Get Involved in the Research on
Environmental Statistics Going on in RTP

¥ Montserrat Fuentes, North Carolina State University, Statistics
Department, Raleigh, NC, fuentes@stat.ncsu.edu

Key Words: climate change, weather, air pollution, environmental statis-
tics, spatial statistics, computational statistics

Recent scientific evidence seems to indicate major and widespread climate
changes have occurred. Are those changes significant? What is the uncer-
tainty associated to the reported numbers? What is the impact of climate
change on air pollution? EPA is proposing to strengthen air quality stan-
dards for ground-level ozone. What is the role of statisticians in the research
that motivates these important policy decisions? In this roundtable, we will
identify important areas of research on environmental statistics, the limi-
tations of current statistical methods, computational challenges and how
to overcome them, and, most importantly, how you can get involved in this
type of research. Join us and find out how statisticians get involved in the
most relevant problems in weather, climate, and air pollution—and how RTP
is one of the leading centers for this type of research.

73 Section on Statistics in
Epidemiology Roundtable with
Coffee (fee event)

Section on Statistics in Epidemiology
Monday, August 4, 7:00 a.m.-8:15 a.m.

Bayesian Methods for High-Dimensional Data

% David Dunson, National Institute of Environmental Health Science, 111 T.
W. Alexander Dr., Research Triangle Park, NC 27709, dunsonl@niehs.nih.gov

Key Words: Bayesian, Regularization, Variable selection, Hierarchical
model, Shrinkage, MCMC

In epidemiologic studies, data are often collected for a large number of pre-
dictors and health outcomes. Epidemiologists often focus on simple analyses
based on selecting a few predictors and outcomes from among the many col-
lected in a study. Such a strategy can produce misleading results and result in
an inflated type I error rate. This roundtable will discuss Bayesian methods
for analysis of high-dimensional data from epidemiologic studies, focusing
on flexible shrinkage and variable selection methods, and practical issues
that arise in applying such methods in epidemiologic studies. In addition,
we may discuss structural equation methods. Studies collecting SNP data,
with an interest in gene x environment interaction, provide one application,
though high-dimensional data often arise in epidemiologic studies without
a genetic component.
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74 Section on Health Policy
Statistics Roundtable with Coffee
(fee event)

Section on Health Policy Statistics
Monday, August 4, 7:00 a.m.-8:15 a.m.

Multiplicity Issues Related to Composite

Endpoint of a Pro Instrument
% Mahboob Sobhan, U.S. Food and Drug Administration, 10903 New
Hampshire Av, Silver Spring, MD 20993, mahboob.sobhan@fda.hhs.gov

Key Words: Composite endpoint, Multiplicity

Statistical issues related to testing of a single prespecified component of a
composite endpoint will be discussed. Specifically, what statistical strategies
are best to make a claim when a composite is also a coprimary endpoint.

75 Section on Survey

Research Methods Roundtable
with Coffee (fee event)

Section on Survey Research Methods
Monday, August 4, 7:00 a.m.-8:15 a.m.

Surveying Cell Phone Numbers in the United

States

% Paul J. Lavrakas, Consultant, 382 Janes Lane, Stamford, CT 06903,
pjlavrak@optonline.net

Key Words: cell phone, RDD, telephone survey

How to handle cell phone numbers has become a major concern in telephone
surveying in the US. This roundatble will discuss key issues in coverage, sam-
pling, nonresponse, measurement, and weighting that affect U.S. telephone
surveys that reach cell phone numbers, especially surveys meant to sample
the general public with an RDD frame. We also will discuss unique legal and
ethical issues that come into play when reaching U.S. cell phone numbers,
compared to what happens when dialing U.S. landline numbers. In addition,
operational considerations (including cost implications) will be included in
the discussion. The information presented at the roundtable will include up-
dates from new research and thinking since the publication of the December
2007 special issue of Public Opinion Quarterly on “Cell Phone Numbers and
Telephone Surveying in the US.”

76 Section on Quality and
Productivity Roundtable with
Coffee (fee event)

Section on Quality and Productivity
Monday, August 4, 7:00 a.m.-8:15 a.m.

@ Applied Session

sk Presenter

Statistics Groups in Industry: Rise, Decline, and

Improvement

¥ Gerald Hahn, GE Corporate Research and Development (retired), Applied
Statistics, 1404 Orlyn Drive, Schenectady, NY 12309, gerryhahn@yahoo.com

Key Words: central statistics groups, industrial statistics, consulting, met-
rics for success, communications

Various companies (and other organizations) have formed statistics groups
over the years to provide a centralized resource. This roundtable will con-
sider such groups and address the following inter-related questions: What
should be the role of a central statistics group? What are the advantages and
limitations of such groups, versus individually dispersed statisticians, to
the organization and the individuals involved? How should such a group be
funded? Why have such groups declined in U.S. industry over recent years?
What are the lessons learned from this decline, and what should/can we do
about it? What are key pointers to success for managers and members of such
groups? What are pitfalls? How can “success” be measured and communi-
cated effectively to management?

77 Infroductory Overview
Lecture: Missing and Coarse
Data

ASA, ENAR, IMS, SSC, WNAR, Biopharmaceutical
Section, Section on Survey Research Methods,
Section on Teaching Statistics in the Health Sciences,
Section on Statistics in Epidemiology

Monday, August 4, 8:30 a.m.-10:20 a.m.

An Introduction to Multiple Imputation

* Roderick J. Little, The University of Michigan, Department of
Biostatistics, School of Public Health, 1420 Washington Hgts, M4208 SPH
II, Ann Arbor, MI 481009, rlittle@umich.edu

Imputation is a common pragmatic approach for handling missing data—
missing values are replaced by estimates and analyses are conducted on the
filled-in data set. The obvious drawback of imputation is that it is “cheating,”
since it “makes up” data. As a result, inferences from the filled-in data over-
state the amount of information, yielding confidence intervals that are too
narrow, and tests that do not achieve nominal levels. Multiple imputation
addresses this concern by creating multiple data sets with different sets of
plausible values imputed. The basic idea and underlying theory of multiple
imputation will be reviewed, including multiple imputation combining rules,
imputation models, controversies about the method, available software, and
pros and cons relative to other missing data approaches.

Analyzing Coarse Data

%* Daniel F. Heitjan, University of Pennsylvania, Biostatistics &
Epidemiology, 622 Blockley Hall, 423 Guardian Drive, Philadelphia, PA
19104-6021, dheitjan@mail med.upenn.edu

Key Words: Heaped data, ignorability, incomplete data

Often we can think of our data as an imperfectly observed version of a hypo-
thetical complete data set in which some or all observations are known only
imprecisely. When the degree of imprecision is so great that standard contin-
uous-data models are no longer reasonable approximations, we say that the
data are coarse. Some prominent examples of coarse data include censored
data (e.g., survival times in clinical trials), grouped data (as incomes), and
heaped data (data with multiple degrees of coarseness, such as reported ages
or daily cigarette consumption). I will present a general analysis strategy for
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coarse data, discuss ignorability conditions, and illustrate the methodology
with one or two live examples.

78 Current Issues in

Molecular Epidemiology:
Heterogeneity and High-
Dimensionality @

Section on Statistics in Epidemiology, WNAR,
Biometrics Section
Monday, August 4, 8:30 a.m.-10:20 a.m.

Methods for Incorporating Biological
Knowledge into Analysis of Genome-Wide
Association Studies

% Hongzhe Li, University of Pennsylvania, Department of Biostatistics and
Epidemiology, 920 Blockley Hall, 423 Guardian Drive, Philadelphia, PA
19104, hongzhe@mail.med.upenn.edu

Key Words: group additive regression, pathways and networks, hidden
Markov random fields, protein-protein interaction

Genome-wide association (GWA) studies have become increasingly popular
as a powerful tool for the identification of the disease-causing germline ge-
netic variants. The commonly used analytic method has been mainly single
SNP or SNP-SNP pair analyses, coupled with statistical strategies for control-
ling multiple comparisons. However, this simple approach can lead to both
false positive and false negative identification of the relevant SNPs due to
both high-dimensionality of the data and the complex genetic architecture
of complex diseases. One solution to this problem is to integrate other bio-
logically relevant information into the analysis of such GWA studies. I will
present several statistical methods for incorporating the SNP/gene annota-
tions and the pathways information into analysis of these data and demon-
strate the methods using a case-control GWA study of neuroblastoma.

Probability of Detecting Disease-Associated
SNPs in Case-Control, Genome-Wide

Association Studies

% Mitchell H. Gail, National Cancer Institute, 6120 Executive Blvd., Room
8032, Bethesda, MD 20892-7244, gailm@mail.nih.gov; Ruth Pfeiffer,
National Cancer Institute; William Wheeler, Information Management
Services; David Pee, Information Management Services

Key Words: genetic association study, genome-wide association study, de-
tection probability, single nucleotide polymorphism, ranking and selection

Some case-control genome-wide association studies select promising single
nucleotide polymorphisms (SNPs) by ranking corresponding p-values. We
define the detection probability (DP) for a specific disease-associated SNP as
the probability that the SNP will have one of the T smallest p-values for trend
tests of association. The proportion positive (PP) is the fraction of selected
SNPs that are true disease-associated SNPs. DP increases with genetic effect
size and case-control sample size, and decreases with the number of non-
disease-associated SNPs. DP increases very slowly with T. For a genetic odds
ratio per minor disease allele of 1.2 or less, even a study with 1000 cases and
1000 controls requires T to be impractically large to achieve an acceptable
DP and PP. These ideas are also used to minimize the total cost of a research
program that follows up on the selected SNPs.
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Shrinkage Estimators for Robust and Efficient
Inference in Haplotype-Based Case-Control
Studies

% Yi-Hau Chen, Institute of Statistical Science, Academia Sinica, No 128
Sec 2 Academia Road, Taipei, 11529 Taiwan, yhchen@stat.sinica.edu.tw;
Nilanjan Chatterjee, National Cancer Institute; Raymond Carroll, Texas
A&M University

Key Words: bias-efficiency trade-off, empirical Bayes, gene-environment
interaction, penalized likelihood

We develop methods for haplotype-based analysis of case-control studies
which gain efficiency by exploiting model assumptions of HWE and G-E inde-
pendence and yet are resistant to bias when those assumptions are violated.
The idea involves shrinkage of a “model-free” estimator that is robust to HWE
and G-E independence towards a “model-based” estimator that directly ex-
ploits those assumptions. A “model-free” estimator is first proposed which is
closely related to the “prospective” estimator. Considering the “retrospective”
estimator in Spinka et al. (2005) as the “model-based estimator, we then pro-
pose shrinkage estimators based respectively on the empirical Bayes and the
penalized likelihood approaches. Variance estimation for these shrinkage es-
timators is proposed. Bias vs. efficiency trade-off for the shrinkage estimators
is studied via simulations, and a real application is provided.

Assessing Gene-Environment Interaction in a
Genomewide Association Study

% James Gauderman, University of Southern California, 1540 Alcazar

St, Suite 220, Los Angeles, CA 90089, jimg@usc.edu; Cassandra Murcray,
University of Southern California; Juan Lewinger, University of Southern
California; Heather Volk, University of Southern California; David Conti,
University of Southern California; Dalin Li, University of Southern California

Key Words: interaction, environment, association, gene

Genomewide association (GWA) studies are designed to test several hundred
thousand single nucleotide polymorphisms (SNPs) for association with a
trait. Most testing procedures focus solely on detecting the direct effect of
each SNP on the trait. However, for complex human traits, it is commonly
believed that gene-environment (GxE) interactions play an important role
in etiology. We will review commonly used approaches for detecting GxE in-
teractions. We will also present novel approaches, designed specifically for
the GWA context, to efficiently identify genes involved in a GXE interaction.
Applications to an ongoing GWA study of asthma and lung function in alarge
cohort of children will be provided.

79 Financial Econometrics

Business and Economics Statistics Section
Monday, August 4, 8:30 a.m.-10:20 a.m.

Inference for Lévy-Driven, Continuous-Time
ARMA Processes

¥ Richard A. Davis, Columbia University, Department of Statistics, 1255
Amsterdam Ave, MC 4690, New York, NY 10027, rdavis@stat.columbia.
edu; Peter J. Brockwell, Colorado State University; Yu Yang, Colorado State
University

Continuous-time ARMA (CARMA) processes with non-negative kernel
and driven by nondecreasing Lévy processes constitute a very general
class of stationary, non-negative continuous-time processes. In financial
econometrics, for example, they have been used to model stochastic volatility
(e.g., Barndorff-Nielsen and Shephard (2001) and Todorov and Tauchen
(2006)). In this paper, we develop a highly efficient method of estimation for
the coefficients of such models, taking advantage of the non-negativity of
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the driving process. We also show how to reconstruct the background driving
Lévy process from a continuously observed realization of the CARMA process
and use this result to estimate the increments of the Lévy process itself when
closely spaced observations are available.

Microstructure Noise, Integrated Voldatility, and

Rounding Error
% Mathieu Rosenbaum, University Paris-Est and CREST-ENSAE, Timbre J
120, 3 rue Pierre Larousse, Malakoff, 92245 France, rosenbaume@ensae.fr

Key Words: Microstructure noise, Diffusion models, Integrated volatility,
High frequency data, Round-off error, Variation methods.

We consider a microstructure model for a financial asset, allowing for prices
discreteness and for a diffusive behavior at large sampling scale. This model
consists in the observation at the high frequency n, with rounding error a(n),
of a diffusion on a finite time interval. From this sample, we give estimators
of the absolute and relative integrated volatilities of the asset. Our method is
based on the use of variational properties of the process in a wavelet setting.
We prove the accuracy of our estimation procedures is max(a(n), n*{-1/2}).
Using compensated estimators, limit theorems are given in the case of a ho-
mogeneous diffusion coefficient.

A Levy-Driven, Continuous-Time GARCH
Process

% Alexander Lindner, TU Braunschweig, Institute for Mathematical
Stochastics, Pockelstrasse 14, Braunschweig, International 38106 Germany,
a.lindner@tu-bs.de

Key Words: COGARCH, GARCH, Levy process

A continuous time GARCH process which is driven by a Levy process is intro-
duced. It is shown that this process shares many features with the discrete
time GARCH process. In particular, the stationary distribution has heavy
tails. Extensions of this process are also discussed. We then turn attention to
some first estimation methods for this process, with particular emphasis on
a generalized method of moment estimator. Finally, we also report on how
the continuous time GARCH process approximates discrete time GARCH
processes when sampled at discrete times. The talk is based on joint work
with Stephan Haug (TU Munich), Claudia Klueppelberg (TU Munich) and
Ross Maller (Australian National University).

0 In Remembrance of Paul
Minton: Statistician, Educator,
and Advocate for Statistics A

Memorial, ENAR, Committee on ASA Archives and
Historical Materials
Monday, August 4, 8:30 a.m.-10:20 a.m.

Paul Dixon Minton: LSD for Statisticians from a
Southern Gentleman

% James M. Davenport, Virginia Commonwealth University, Department
of Stat. Sciences & Ops. Res., P. O. Box 843083, Richmond, VA 23284-3083,
jdavenpo@vcu.edu

Key Words: Educator, Service, Advocate, Leader

Paul Dixon Minton joined Virginia Commonwealth University (VCU) during
the summer of 1972 as the Dean of the School of Humanities and Sciences. It
was a time of change and transition as VCU had been created in 1968 by and
Act of the Virginia Legislature. Dr. Minton provided the leadership that was
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sk Presenter

needed and admirably served the university as Dean until 1978, then as Direc-
tor of the Institute of Statistics before retiring in 1988. A dominate theme in
his career is his dedication to serving all of his constituents. He was a recipient
of the prestigious American Statistical Association’s Founders Award (1991),
and the namesake of the Paul D. Minton Service Award given by the Southern
Regional Council on Statistics (SRCOS). An anecdotal remembrance of several
events in Dr. Minton’s years at VCU and his years of participation with SRCOS
will honor this kind gentleman who loved his puns.

The ‘Compleat’ Statistician: Paul Minton

¥ Fritz Scheuren, The University of Chicago, NORC, 1402 Ruffner Rd,
Alexandria, VA 22302, scheuren@aol.com

This paper is about a statistician, Paul Minton, who was “compleat” in a way
that the old-fashioned spelling implies. My memories of him will be the main
source here of these remarks, as I assume will be the case of the others who
speak. There will be some repetition in this approach. But that is all to the
good—for emphasis, if nothing else. We have a man who played many pro-
fessional roles with distinction: teacher, scholar, and mentor. In this talk,
naturally, I will address these. Hardest to talk about and most elusive is the
way he moved seamlessly from one role to another. You always felt a sense of
balance as between his personal and professional live(s). How he did this and
how he tried to “example it” are my biggest memories. His gift eludes me yet.
Maybe together today in this session we will arrive at an understanding that
will allow us to continue his legacy.

Development and Growth of Statistical

Science at Southern Methodist University
¥ William R. Schucany, Southern Methodist University, PO Box 750332,
Dept of Statistical Science, Dallas, TX 75275-0332, schucany@smu.edu

Key Words: education, student, recruiting, faculty, MS, PhD

We at SMU are the beneficiaries of a department that was founded by Paul
Minton. He led the development of two graduate degree programs after
recruiting an entire faculty. He fostered other professional activities such
as a statistical consulting lab and the North Texas Chapter of the ASA.
He was a teacher, who had his eye out for talented statisticians. He was
a talented administrator. Paul was always a great leader in service to and
service by our profession.

81 Disparate Information
Fusion @

Section on Statisticians in Defense and National
Security, Section on Physical and Engineering
Sciences

Monday, August 4, 8:30 a.m.-10:20 a.m.

On the Exploitation of Multiple Disparate
Dissimilarities
% Carey E. Priebe, Johns Hopkins University, Baltimore, MD 21218-2682,

cep@jhu.edu; Youngser Park, Johns Hopkins University; Zhiliang Ma, Johns
Hopkins University; Adam Cardinal-Stakenas, Johns Hopkins University

Key Words: interpoint comparisons, interpoint distances, pattern recogni-
tion, classification, shape analysis, LDDMM

We investigate aspects of statistical inference and statistical pattern recog-
nition associated with observing multiple disparate dissimilarities between
entities rather than observing feature vectors associated with the individual
entities themselves. In particular, we consider methods for comparing and
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combining dissimilarity matrices obtained by using disparate dissimilarity
measures when the exploitation task of interest is classification. We dem-
onstrate our ideas in the context of disease investigation using brain shape
comparison data.

Embedding Methods for Disparate Data

% Michael W. Trosset, Indiana University, P.O. Box 6424, Bloomington, IN
47407, mtrosset@indiana.edu; Brent S. Castle, Indiana University

Key Words: multidimensional scaling

When objects (e.g., web pages) comprise disparate elements (e.g., text and
pictures), it may not be clear how to construct a suitable representation of
the objects for subsequent analysis. One possibility is to measure pairwise
dissimilarities with respect to each disparate element, then extract a single
Euclidean representation of the objects by three-way (individual differences)
nonmetric multidimensional scaling. We discuss various technical difficul-
ties with this approach, propose ways of overcoming those difficulties, and
apply our methods to actual data.

Some Strategies for the Fusion of Imagery

and Text

% Jeffrey L. Solka, Naval Surface Warfare Center, Warfare Center Dahlgren
Division, Code Q21, 17320 Dahlgren Rd., Dahlgren, VA 22448-5100, jeffrey.
solka@navy.mil; Nick Tucey, Naval Surface Warfare Center, Warfare Center
Dahlgren Division; Avory Bryant, Naval Surface Warfare Center, Warfare
Center Dahlgren Division; Ted Clark, Naval Surface Warfare Center, Warfare
Center Dahlgren Division

Key Words: text, image, fusion, projection, clustering, visualization

This talk extends some of our original work in the area of fusion of disparate
text corpora into the area of image text fusion. We will discuss our meth-
odologies for text/image simultaneous collection along with a number of
ideas including utilization of text features as surrogates for image features,
techniques for the simultaneous projection of text and imagery data, and
other techniques that seek to use both text and image features as part of
clustering/pattern recognition schemes. The developed methodologies will
be illustrated on a set of image/text news data.

82 Robust Methods in Small-
Area Estimation @

Section on Survey Research Methods, Section on
Government Statistics, Social Statistics Section,
Section on Health Policy Statistics

Monday, August 4, 8:30 a.m.-10:20 a.m.

Examining Sensitivity of Small-Area Inferences

to Uncertainty About Sampling Error Variances
% William R. Bell, U.S. Census Bureau, Room 5K142A, SRD, 4600 Silver Hill
Road, Washington, DC 20233, William.R.Bell@census.gov

Key Words: sampling error model, Fay-Herriot model, Bayesian inference,
small area estimation

Small-area estimation based on arealevel models typically assumes that sam-
pling error variances for the direct survey small area estimates are known.
In practice we use estimates of the sampling error variances, and these can
contain substantial error. To account for this error in small area estimation
we present a Bayesian approach that combines a sampling error model devel-
oped from the direct sampling variance estimates with a Fay-Herriott type
model for the direct survey point estimates. We apply the approach to models
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for state age group poverty rates, and their sampling error variances, from
the Census Bureau’s Small Area Income and Poverty Estimates program. We
thus examine how uncertainty about the sampling error variances affects
the model-based inferences about the true poverty rates.

Robust Estimation of Monthly Employment
Growth Rates

% Julie Gershunskaya, Bureau of Labor Statistics, 2 Massachusetts Avenue,
NE, Washington, DC 20212, gershunskaya.julie@bls.gov; Partha Lahiri,
University of Maryland

Key Words: small area estimation, robust estimation, influential observa-
tions

Each month, the Bureau of Labor Statistics publishes estimates of em-
ployment for industrial supersectors at the metropolitan statistical area
(MSA) level. The survey-weighted ratio estimator that is used to produce
estimates for larger domains is less reliable for MSA level of estimation due
to small sample sizes. We also note that the effect of data from a few estab-
lishments, which are influential in terms of unusual employment numbers
or sampling weights or both, is more prominent for the small areas. In this
paper, we develop a model-based method that is less variable and less sen-
sitive to influential establishments when compared to the estimator cur-
rently used by the BLS.

Robust Small-Area Estimation Under Unit-Level
Models

% J. N. K. Rao, Carleton University, School of Mathematics and Statistics,
Ottawa, ON K2G 4H8 Canada, jrao34@rogers.com

Key Words: unit level models, resistant methods, outliers, parametric
bootstrap, mean squared error, random effects

Empirical best linear unbiased prediction (EBLUP) estimators of small area
means have been obtained under unit level nested error regression models.
But EBLUP estimators can be highly influenced by the presence of outliers in
the data. We propose a resistant method for small area estimation which is
useful for downweighting any influential observations in the data when esti-
mating small area means. A parametric bootstrap method is used to estimate
the mean squared error (MSE). A simulation study is conducted to study the
efficiency of the proposed robust estimators relative to EBLUP estimators
and the relative bias of the bootstrap MSE estimators in the presence of out-
liers. The proposed robust method is also applied to some real data reported
in the published literature.

83 High-Dimensional Data
Assimilation and the Ensemble
Kalman Filter

Section on Bayesian Statistical Science, Section on
Statisticians in Defense and National Security
Monday, August 4, 8:30 a.m.-10:20 a.m.

Dynamic Tomography of the Solar Corona

with the Localized Ensemble Kalman Filter

¥ Richard A. Frazin, The University of Michigan, 2455 Hayward, rm.
1411c, Ann Arbor, MI 48109, rfrazin@umich.edu; Yuguo Chen, University of
Ilinois at Urbana-Champaign; Mark Butala, University of Illinois; Farzad
Kamalabadi, University of Illinois

Key Words: Kalman filter, particle filter, data assimilation
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The corona is the outermost layer of the Sun’s atmosphere, and it is critical
to understanding both space weather as well as underlying issues in space
plasma physics. Satellites routinely make images of the corona and these im-
ages are 2D projections of the 3D corona. The corona is rotating, thus provid-
ing a diversity of view-angles, but it is also involving in time. Assimilating
the projection data is a challenging problem because one must treat the line
integral operators, which are not as easy to localize. These challenges will be
discussed and recent progress will be reviewed.

Using Small Ensembles in High Dimensions:
Hierarchical Bayesian Approaches to

Adaptive Ensemble Filters
%k Jeffrey Anderson, National Center for Atmospheric Research, P.O. Box
3000, Boulder, CO 80307-3000, jla@ucar.edu

Key Words: Ensemble filters, Data assimilation, Hierarchical Bayesian,
Adaptive algorithms

Ensemble filters with sample sizes as small as 20 are routinely applied to
geophysical models with millions of state vector elements. Sampling error
leads to state estimates with too little variance and erroneous correlations
between observations and state. Hierarchical Bayesian algorithms that au-
tomatically detect and correct for sampling errors as well as some errors in
the prediction model are presented. An algorithm to correct variance uses a
deterministic filter in concert with an ensemble filter. An algorithm to cor-
rect correlations uses an ensemble of ensemble filters. Results will be shown
for numerical weather prediction applications.

Estimation of High-Dimensional Prior and
Posterior Covariance Matrices in Kalman Filter
Variants

% Reinhard Furrer, Colorado School of Mines, Mathematical and Computer
Sciences Dept., 1500 Illinois Street, Golden, CO 80401, rfurrer@mines.edu;
Thomas Bengtsson, Bell Labs, Alcatel-Lucent

Key Words: Ensemble Kalman filter, Square-root filter, Matrix expansions,
Tapering, Shrinking, Covariance boosting

This work studies the effects of sampling variability in Monte Carlo-based
methods to estimate very high-dimensional systems. As the employed sam-
ple sizes are typically several orders of magnitude smaller than the system
dimension, ordinary sampling techniques inevitably induce considerable
variability into the state estimate, primarily through prior and posterior
sample covariance matrices. We quantify this variability with mean squared
error measures and expressions of the error measures are derived under
weak assumptions. To reduce necessary ensemble size requirements and
to address rank-deficient sample covariances, tapering of the prior sample
covariance with a compactly supported positive definite function is demon-
strated to be a simple, computationally feasible, and very efficient technique.
Rules for obtaining optimal taper lengths are given.

Ensemble Sampling
* Nicholas Polson, The University of Chicago, 5807 Woodlawn Ave, Chicago,
IL 60637, ngp@chicagogsh.edu; Hedibert Lopes, The University of Chicago

Key Words: Bayesian, Ensemble, Stochastic Volatility, Filtering, Simula-
tion, Posterior

This paper provide an ensemble sampling approach to Bayesian inference.
The method provides approximate samples from complicated posterior dis-
tributions for a wide class of models. It does not rely on MCMC or resampling
methods and naturally extends to multiple dimensions. We illustrate our
methodology for a number of applications including multivariate stochastic
volatility models.

@ Applied Session

sk Presenter

84 Ridge Regression and
Related Topics A

SSC, Section on Physical and Engineering Sciences,
IMS

Monday, August 4, 8:30 a.m.-10:20 a.m.

A New Class of Generalized Bayes Minimax

Ridge Regression Estimators

¥ William E. Strawderman, Rutgers, The State University of New Jersey,
110 Frelinghuysen Rd, Piscataway, NJ 08854, strawe@stat.rutgers.edu

Key Words: Ridge Regression, Minimax, Generaized Bayes, Squared Error
Loss

We consider estimation of the regression parameters in a general linear model,
under scale invariant quadratic loss, when the error vector has a spherically
symmetric distribution. We extend results of Strawderman (1978) and Casella
(1980, 1985) by finding adaptive minimax estimators with greater numerical
stability (smaller condition number) than the usual least squares estimator.
Under Normality assumptions they are also Generalized Bayes, and under ad-
ditional assumptions they remain generalized Bayes for essentially all spheri-
cally symmetric error distributions. One such subclass has a particularly sim-
ple form. (This work is joint with Yuzo Maruyama, University of Tokyo.)

Developing Ridge Parameters for SUR Model
% Ghazi Shukur, Jonkoping University, Department of Economics and
Statistics, P.O. Box 1026, SE- 551 11 Jonkoping, International SE- 551 11
Sweden, ghazi.shukur@jibs.hj.se

Key Words: Multicollinearity, SUR ridge regression, Monte Carlo simula-
tions, biased estimators, Generalized least squares

In this paper, a number of procedures have been proposed for developing
new biased estimators of the seemingly unrelated regression (SUR) param-
eters, when the explanatory variables are affected by multicollinearity. Sev-
eral ridge parameters are proposed and then compared in terms of the trace
mean squared error (TMSE) and (PR) criteria. The PR criterion is the propor-
tion of replication (out of 1,000) for which the SUR version of the general-
ized least squares, (SGLS) estimator has a smaller TMSE than others. The
study has been made using Monte Carlo simulations where the number of
equations in the system, the number of observations, the correlation among
equations and the correlation between explanatory variables have been var-
ied. For large samples and when the colinearity is not high, the unbiased SUR
estimator, (SGLS), performed better than the other ridge parameters.

A Class of Unrestricted Estimators

% M. Revan Ozkale, Cukurova University, Faculty Science and Letters,
Department of Statistics, Adana, 01330 Turkey, mrevan@cu.edu.tr

Key Words: Multicollinearity, Biased estimators, Mean square error

The purpose of this paper is to combine several regression estimators (ordi-
nary least squares (OLS), ridge, contraction, principal components regres-
sion (PCR), Liu, r-k and r-d class estimators) into a single estimator. The con-
ditions for the superiority of this new estimator over the PCR, the r-k class,
the r-d class and fi(k,d) (proposed by +zkale and Kagiranlar (2007)) estima-
tors are derived by the scalar mean square error criterion and the estimators
of the biasing parameters for this new estimator are given. Also, a numerical
example based on Hald data is used to illustrate the results.
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85 Methodological

Advances in Testing and
Estimation of Gene Expression
Differences @

ENAR, Section on Nonparametric Statistics,
Biopharmaceutical Section, Section on Statistics in
Epidemiology, WNAR, IMS, Biometrics Section
Monday, August 4, 8:30 a.m.-10:20 a.m.

Estimating FDR Using Nonparametric

Deconvolution

¥ Mark van de Wiel, Vu University, De Boelelaan 1081a, Amsterdam, 1081
HV The Netherlands, mark.vdwielevumc.nl; Kyung In Kim, Eindhoven
University of Technology

Key Words: Deconvolution, Gene expression, FDR, Effect size

Given a set of microarray data, the problem is to detect differentially ex-
pressed genes, using a false discovery rate (FDR) criterion. As opposed to
common procedures, we do not base the selection on statistical significance
only, but also on effect size. Therefore, we select only those genes that are sig-
nificantly more differentially expressed than some f-fold. This corresponds
to use of an interval null domain for the effect size. Based on a simple error
model, we discuss a naive estimator for the FDR, interpreted as the prob-
ability that the parameter of interest lies in the null-domain (e.g., p < log2 2
= 1) given that the test statistic exceeds a threshold. We improve the naive
estimator by using deconvolution. That is, the density of the parameter of
interest is recovered from the data. We study performance of the methods
using simulations and real data.

Exploring the Information in P-Values for
the Analysis and Planning of Multiple-Test

Experiments

David Ruppert, Cornell University; ¥ Dan Nettleton, lowa State University,
111 Snedecor Hall, Department of Statistics, Ames, IA 50011-1210, dnett@
iastate.edu; J.T. Gene Hwang, Cornell University

Key Words: microarray, spline, power and sample size, false discovery rate,
expected discovery rate, simultaneous testing

A new methodology is proposed for estimating the proportion of true null
hypotheses in a large collection of tests. Each test concerns a single param-
eter delta whose value is specified by the null hypothesis. We combine a
parametric model for the conditional cumulative distribution function of
the p-value given delta with a nonparametric spline model for the density of
delta under the alternative hypothesis. We estimate the proportion of true
null hypotheses and the density of delta when the null is false by penalized
and constrained least squares. The estimator is computed efficiently using
quadratic programming. We discuss the use of our estimate of the density of
delta in sample size calculations for future microarray experiments. We com-
pare our estimator to leading competitors through simulation and illustrate
our method using microarray data examples.

An Approximate Empirical Bayes Model
Selection Approach to Microarray Data
Analysis

¥ Harrison Zhou, Yale University, New Haven, CT , huibin.zhou@yale.edu;
J.T. Gene Hwang, Cornell University; Dan Nettleton, Iowa State University
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Key Words: model selection, microarray data analysis, sparse inference

Recent approach to model selection is to do variable selection and then es-
timate the coefficients of the selected variables. Some statistical procedures
have been proposed to achieve these two goals simultaneously. In the regres-
sion context, it would be theoretically desirable if the proposed procedure
dominates the ordinary least squared estimate, namely the natural proce-
dure without variable selection. This property is called minimaxity. In this
paper, we show that many well-known procedures fail to be minimax. We
construct such minimax estimator which does variable selection as well. On
the practical side, the estimators we construct perform as well as other well-
known procedures even in the very sparse situations where the coefficients
of variables are mostly zero. The procedure is easy to implement and compu-
tationally less intensive.

Multiple Testing on the Directed Acyclic
Graph of Gene Ontology

% Jelle Goeman, Leiden University Medical Center, Medical Statistics
(S5-P), P.O. Box 9600, Leiden, International 2300 RC The Netherlands,
j.j.goeman@lumc.nl; Ulrich Mansmann, University of Munich

Methods that test for differential expression of Gene Ontology (GO) terms
have so far not been able to make use of the graph structure of Gene On-
tology when adjusting for multiple testing. We propose a multiple testing
method, called the focus level procedure, that preserves the graph structure
of Gene Ontology when testing for association of the expression profiles of
GO terms with a response variable. The procedure is constructed as a combi-
nation of a Closed Testing procedure with Holm’s method. It allows a user to
choose a “focus level” in the GO graph, which reflects the level of specificity
of GO in which the user is most interested and also determines the level in
the GO graph at which the procedure has most power. The procedure strongly
keeps the family-wise error rate without any additional assumptions on the
joint distribution of the test statistics used.

6 Political Science, Statistical
Science, and Graphics @A

Section on Statistical Graphics, Section on Survey
Research Methods, Social Statistics Section
Monday, August 4, 8:30 a.m.-10:20 a.m.

A Picture Is Worth a Billion Words: Visualizing
Mega-Parameter Models from Giga-Scale

Textual Data
¥ Burt Monroe, The Pennsylvania State University, Dept of Political
Science-203 Pond Lab, University Park, PA 16802, burtmonroe@psu.edu

This talk discusses model visualization methods that have been developed
for a project analyzing records of political speech in legislatures. These re-
cords contain billions of words (more than Wikipedia) uttered over times-
cales from minutes to centuries. Our statistical models—dynamic Bayesian
mixture models to study topic attention, dynamic feature selection models
to study political content, and dynamic scaling and item response models
to study political positioning—produce millions of meaningful parameters.
Model visualization is central to both interpretation and communication of
these results.
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Ceci N’Est Pas Une Carte

* Michael D. Ward, University of Washington, Political Science, Gowen Hall,
Seattle, WA 98195, mdw@u.washington.edu

Key Words: cartogram, social science

Use of cartograms and other amorphologic representations of data has been
important in studies of the World Wide Web since the last decade. Carto-
grams have also been around for along time, but are more frequently seen in
contemporaryjournalism, since the invention of the Newman-Gastner diffu-
sion algorithm. The use of statistics in social science is often to describe pat-
terns that exist on a real geography, but for the most part neither geographic
(morphologic) nor representational (amorphologic) graphics have found
their way into the standard toolkits of social scientists. I explore the use of
amorphologic presentations of a variety of political/geographical data.

Tufte Without Tears
% Chris Adolph, University of Washington, CSSS, Box 354320, Padelford
Hall, Seattle, WA 98195-4320, cadolph@u.washington.edu

Key Words: regression, graphics, R package

This talk will present graphical techniques for interpreting and presenting
regression and regression-like models. The focus will be on applications in
political science; however the results are applicable to a wide audience. Ad-
ditionally, the visual displays are easily implemented using an R graphics
package called “tile,” written by the speaker.

87 Statisticians Impacting
Policy and Practice in the Redl
World: Case Studies from Medicine,
Fisheries, and Banking ® A

Committee on Applied Statisticians,
Biopharmaceutical Section, Section on Government
Statistics, Social Statistics Section, Scientific and
Public Affairs Advisory Committee, CHANCE
Monday, August 4, 8:30 a.m.-10:20 a.m.

Stochastic Modeling of Oyster Demographics
in Support of an Ecological Risk Assessment
To Address Management of the Chesapeake
Bay Fishery

Mary C. Christman, University of Florida; % Thomas Bohrmann, University
of Florida, Department of Statistics, Bohrmann@ufl.edu

Key Words: hierarchical model, uncertainty, decision-theoretic, Bayesian

Maryland has been considering several alternative management schemes to
restore the oyster fishery in the Chesapeake Bay, including introduction of
a non-native species and restoration of the existing species. In support of
this, we developed a spatially explicit demographic model that can be used
to estimate the probability of achieving the stated goal of establishing a
naturalized, reproducing, and self-sustaining population of oysters and of
increasing biomass levels to 1970 levels within a specified time period. We
describe a Bayesian hierarchical model, parameterization of the model, and
the incorporation of uncertainty. For uncertainty, we consider the decompo-
sition of uncertainty into two components: natural stochastic variation and
uncertainty with respect to parameterization. We use Monte Carlo simula-
tions to assess management alternatives.

@ Applied Session

sk Presenter

Statisticians Influencing Policy and Practice in

Banking

% Leonard D. Roseman, Capital One Services, Inc., Attn: 12073-0300, 15000
Capital One Drive, Richmond, VA 23238, leonard.roseman@capitalone.com

Key Words: oral communication, influencing decisions, business, banking

The purpose of statistical analysis is to drive decisions under uncertainty. In
banking, as in many business environments, the statistician’s role is often to
influence decisionmakers. Successful influence requires clear and compelling
communication to describe the problem, enumerate solutions, and expose
concomitant uncertainties. Statisticians are highly trained in analyzing un-
certainty but are rarely trained in the art of persuasive communication. Such
additional training is critical to guiding decisionmakers to correct actions
and thus critical to making statisticians effective in driving businesses suc-
cess. I will describe a program that teaches the fundamentals of influential
oral communications: brevity, structure, and delivery. We have found this
program helps statisticians influence decisionmakers even as it helps them
become leaders and decisionmakers themselves.

Bedside Analysis of Cerebral Autoregulation in
Very-Low-Birth-Weight Infants

% D. Keith Williams, University of Arkansas for Medical Sciences, 4301 W
Markham slot 781, Little Rock, AR 72205, williamsdavidkeuams.edu

Key Words: partial least squares, principal components regression, soft
modeling

Advances in medical care have led to increased survival for premature in-
fants. Cerebral autoregulation is an essential physiologic process that main-
tains constant cerebral blood flow (CBF) to the brain despite alterations in
blood pressure (BP). The determination of impaired CBF regulation during
the first hours of life prevents brain damage and is a valuable diagnostic tool
that optimizes clinical decisions for these infants. Cerebral autoregulation
must be determined with a statistical model estimated from an infant’s con-
currently observed CBF and BP responses over time. Quality predictions are
needed to develop an autoregulation parameter. The author presents an auto-
regulation statistic estimated from continuous biological monitoring system
on premature newborns.

88 Applications of Advanced
Lifetime Data Analysis @

Section on Physical and Engineering Sciences, Section
on Quality and Productivity
Monday, August 4, 8:30 a.m.-10:20 a.m.

Advanced Reliability Methods for the
Optimization of Aircraft Maintenance Process:

Cost Minimization

*I-Li Lu, The Boeing Compnay, P.O. Box 3707 MC 7L-22, Applied Statistics,
Phantom Works, Seattle, WA 98124-2207, i-li.lu@boeing.com; Ranjan K.
Paul, The Boeing Company

Key Words: Gamma Distributions, Extreme Values, Reliability Models, Re-
current Events, Interval Censored Lifetime

In airline maintenance programs, mean cumulative function (MCF) has
often been used to estimate the expected number of failures or removals
within a given time period to determine the overall cost of aircraft main-
tenance process. When underlying lifetimes is exponential, these measures
provide adequate estimates for the parameters. However, problem arises
when lifetimes are no longer exponential. In this talk, we consider fitting
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Weibull models to lifetimes extracted from the Boeing Airplane Reliability
and Maintainability System database. We use estimated Weibull models and
stochastic upper/lower bounds derived from approximation theorems and
renewal theory to estimate the expected number of failures for a task or sys-
tem at a given time. We discuss how these estimates can be applied in cost
assessment models implemented in aircraft maintenance programs.

Detection of Nuclear Material in Containers
Entering US: A Learning Approach for
Analyzing Radiation Portal Data

% Siddhartha R. Dalal, Rand Corporation, 1776 Main Street, Santa Monica,
CA 90401, sdalalerand.org

Key Words: Machine Learning, Illicit Nuclear Material, Radiation, Opti-
mal Decision Rule, Poisson Process

Given the mandate by U.S. Congress that all goods entering US should be
inspected for illicit nuclear material, DHS, Department of Homeland Safety,
is moving towards one hundred percent inspection of all containers entering
US at various ports of entry for nuclear material. Towards that end SAIC and
Ludlum PVT radiation portals, based on Pacific Northwest National Labs
(PNNL) specifications, have been deployed at most ports of entry. Around
ninety-five percent of the containers entering at these ports of entry are cur-
rently being inspected. This has enabled collection of terabytes of radiation
data on millions of containers and their contents. We propose a new ma-
chine learning approach to create a real time decision system to detect illicit
nuclear material. Given the magnitude of available data, it should be feasible
to implement this approach.

Unified Confidence Bounds for Censored
Weibull Data with Covariates

% Fritz Scholz, University of Washington, Department of Statistics, Box
354322, Seattle, WA 98195-4322, fscholz@u.washington.edu

Key Words: quantile, tail probability, monotone, Weibull, bootstrap, maxi-
mum likelihood

Data from a 2-parameter Weibull distribution (with covariates and censor-
ing) are usually analyzed on a logarithmic scale because of the location-scale
nature of the transformed data. Quantities of interest are the $k$-vector of
regression parameters $\beta$, the scale parameter $\sigma$, $p$-quantiles
, and tail probabilities for a given threshold $y$ and for any given covari-
ates. Maximum likelihood theory large sample approximations can give con-
fidence bounds for $p$-quantiles and tail probabilities that are not always
monotone in $p$ or $y$ (i.e., are not inverses to each other). This problem is
resolved by invoking either the approximate $(k+1)$-variate normal approx-
imation for $((\widehat{\beta\}-\beta)/\widehat{\sigma}\log(\widehat{\
sigma}))$ or its bootstrapped approximating distribution. Accepting these
approximations, the remainder proceeds along exact steps.

Incorporating Covariates in Flowgraph
Models: Applications to Recurrent Event Data

% Aparna Huzurbazar, Los Alamos National Laboratory, Statistical Sciences
Group CCS-6, MS F 600, Los Alamos, NM 87505, aparna@lanl.gov; Brian
Williams, Los Alamos National Laboratory

Key Words: Bayesian prediction, system reliability, maintenance, semi-
Markov process, data analysis

Modeling recurrent event data is of current interest in statistics and engi-
neering. This article concerns adding covariates to flowgraph analysis with
applications to recurrent event data. A flowgraph is a generalized transition
graph (GTG) that is used to represent semi-Markov processes. The focus of
the flowgraph model is on data analysis for complex stochastic systems. Pre-
vious flowgraph modeling did not incorporate continuous-time covariates
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into the analysis. We consider modeling recurrent event data as arises in the
systems reliability setting. Results are presented on simulated and real-data
examples. Software for flowgraph modeling is available from the authors.

Goodness-of-Fit Testing from the Pareto and
the Logistic Distributions

% Sneh Gulati, Florida International University, Dept of Statistics,, Florida
International University, Univ Park, Miami Beach, FL 33199, gulatiefiu.edu;
Samuel Shapiro, Florida International University

Key Words: Pareto Distribution, Logistic Distribution, Regression Tests,
Greenwood’s statistic, Goodness of Fit Test

The Pareto and the Logitic Distributions can serve to model several types
of data sets, for example data arising in the insurance industry, reliability
studies and life data. In this paper, we present two tests, one to test the hy-
pothesis that the underlying data come from a Pareto Distribution and the
other for the Logistic distribution. The tests presented for the Pareto Distri-
butions are based on the regression test of Brain and Shapiro (1983) for the
exponential distribution while the one for the Logistic distribution is based
on a modified Greenwood Statistic of Chen and Shapiro (2001). Power com-
parisons of the tests are carried out via simulations.

89 Semi/Nonsupervised
Learning and lts Application in
Bioscience @

Biometrics Section, WNAR
Monday, August 4, 8:30 a.m.-10:20 a.m.

Bayesian Nonlinear Classification Methods

and Their Applications

% Veera Baladandayuthapani, The University of Texas M.D. Anderson
Cancer Center, 1515 Holcombe Blvd. Unit 447, HOUSTON, TX 77030,
veera@mdanderson.org

Key Words: Bayesian, Functional data analysis, microarray, semiparamet-
ric methods, MCMC, cancer

This work is directed toward the development of Bayesian nonlinear statis-
tical methods for analyzing high dimensional data from biological experi-
ments. [ will discuss two case studies where such methods are particularly
useful. The first concerns microarray data. We present a full probabilistic
model based approach to nonlinear classification based on adaptive splines.
Not only we obtain nonlinear decision boundaries for our classifier but we
also model the functional interaction between the genes. The second case
study concerns functional data. We present a functional classification model
motivated by a real oncology experiment. Flexible semiparametric formula-
tion for modeling the individual curves is proposed via hierarchical regres-
sion splines. The inferential framework is essentially Bayesian and uses
MCMC methods for estimation.
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Constrained Clustering in Linear Array with
Applications in Genetics and Microbiology

% Samiran Ghosh, Indiana University Purdue University, Indianapolis,

402 N. Blackford Street, LD270,, Indianapolis, IN 46202-3216, samiran@
math.iupui.edu; Jeffrey Townsend, Yale University; Dipak Dey, University of
Connecticut

Key Words: Bayesian, Genetics, Hierarchical Clustering, Microbiology,
Monte Carlo

Clustering is an ubiquitous data analytic technique. There are several biologi-
cal domains where the underlying data generating process is constrained.
In the present case we are interested in a scenario where data points are
distributed in a liner array and they are not exchangeable. In other words
each position in the linear array is fixed and could be either “expressed” or
“nonexpressed.” We would like to explore whether there exists any kind of
clustering among the expressed positions. As data generating process is it-
self constrained, traditional clustering methods needs suitable adjustment
to be successful. In this talk we would like present a Monte Carlo base hier-
archical partitioning clustering algorithm, which is specifically suitable for
such a constraint domain. We have tested the efficacy of our methods for two
biological data sets coming out of genetics and microbiology.

Nonparametric Clustering of Discrete

Functional Data
% Haiyan Wang, Kansas State University, Department of Statistics, 101
Dickens Hall, Manhattan, KS 66506, hwang@ksu.edu

Key Words: Clustering, Functional data, Multiple testing, DNA Barcode

Clustering of high dimensional mixtures of discrete functional data will be
discussed in this talk. The clusters are defined through the unknown high-
dimensional multivariate distributions of all observations from the same
subject. Kullback-Leibler information and Mahalanobis distance can fail
to provide meaningful measure of distance between distributions in high-
dimensional setting. The similarity measure and agglomerative clustering
algorithm (PCLUST) in Wang et al. (2008) can effectively differentiate such
mixture of high dimensional populations. The algorithm produces invariant
results under monotone transformations of data and does not require users
to specify the number of clusters. Simulations show that PCLUST significant-
ly outperforms 9 other popular algorithms in clustering accuracy and stabil-
ity. An application in DNA barcode to identify species will be presented.

Cluster-Analytic Health State Modeling

%k Catherine A. Sugar, University of California, Los Angeles, CHS 51-236C,
Department of Biostatistics, School of Public Health, Box 951772, Los
Angeles, CA 90095-1772, csugar@ucla.edu

Key Words: Cluster Analysis, Health States, Health Policy, Functional Data
Analysis

In medical studies, physical and psychological well-being are often measured
using health status instruments with dozens of item responses. A small
number of continuous summary scores are created and analyzed via stan-
dard univariate techniques. In the context of complex diseases this approach
may ignore important inter-relationships among dimensions of health. Mul-
tivariate health-state models capture the structural richness of such data
using clustering combined with Markov chains or functional data analysis
to define classes of patients or disease trajectories. This leads to efficient
modeling of patient populations, provides natural estimates of long-run
treatment effectiveness and facilitates elicitation of utilities for use in public
policy analyses. We demonstrate the methods in applications ranging from
psychiatry to oncology and discuss some accompanying theoretical issues.

@ Applied Session

sk Presenter

A Mixture Model Approach in Gene-Gene

and Gene-Environmental Interactions

% Lang Li, Indiana University, 410 West 10th St., HITS Suite 3000, Carmel,
IN 46032, lali@iupui.edu

Key Words: gene-gene interaction, mixture model, pharmacogenetics

In translational research, a genetic association study usually has a two-fold
aim: test whether genetic/environmental variables or their combinations
are associated with a clinical phenotype; and determine how those com-
binations are grouped to predict the phenotype (i.e. which combinations
have a similarly distributed phenotype, and which ones have differently
distributed phenotypes). Although traditional logistic regression can de-
tect gene-gene or gene-environmental interaction effects on binary phe-
notypes, they cannot decisively determine how genotype combinations are
grouped to predict the phenotype. Our proposed mixture model approach
is valuable in this context. It concurrently detects main and interaction
effects of genetic and environmental variables through a likelihood ratio
test, and conducts phenotype cluster analysis based on genetic and envi-
ronmental variable combinations.

9 0 Statistical Issues in

Medical Device Studies @

Biopharmaceutical Section, WNAR, Section on Health
Policy Statistics, Biometrics Section
Monday, August 4, 8:30 a.m.-10:20 a.m.

Meta-Analysis of Pedicle Screw in Spinal Fusion
¥ Harry F. Bushar, U.S. Food and Drug Administration, 1350 Piccard Dr.,
Rockville, MD 20850, harry.busharefda.hhs.gov; Hollington T.C. Lu, U.S.
Food and Drug Administration

Key Words: meta—analysis, pedicle screw, treatment-covariate interaction,
spinal fusion, random effects, meta-regression

Bone screws are used to build and secure spinal constructs and are fre-
quently used with plates, rods, or other devices to affix the components of
the superstructure. No prospective, randomized study has been completed
which comprehensively evaluates different spinal implants used to correct
for spinal trauma. Although, such a study would be ideal, it would be im-
practical, costly, and require an exceptionally long time to perform. Our
meta-analysis study compares the performance of different internal fixation
devices for managing and treating thoracolumbar spinal trauma. To achieve
this goal, the relevant English-language medical literature was reviewed and
the data were subjected to meta-analysis. The method of meta-analysis and
the results of different prognostic variables are reported. We propose use of a
random-effects meta-regression to study treatment-covariate interaction.

Drug Release Behavior in Drug-Eluting Stents
% Shanti Gomatam, U.S. Food and Drug Administration, 1350 Piccard Dr
HFZ-550, Rockville, MD 20850, shanti.gomatamefda.hhs.gov

Key Words: functional analysis, response surface, medical device

In drug-eluting stents, the drug is incorporated into a polymer matrix, which
acts as a diffusion barrier, thus slowing the rate of drug release. The drug-
polymer coatings are routinely fabricated by dissolving a mixture of drug
and polymer into a solvent. The solvent then evaporates, leaving a system
consisting of essentially only drug and polymer. A thermodynamically con-
sistent diffuse interface model has been developed that enables prediction
of the structural evolution of controlled release composites during both fab-
rication and drug release. Calculations based on the theory have been con-
ducted to probe the influence of drug-polymer interactions, drug loading,
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and evaporation rate on the effect of release media on delivery kinetics. In
this work we utilize these data to assess statistically the impact of variability
in the process variables on drug release.

A Permutation Test for a Weighted Measure
of Survival Difference with Application to the
Stent Thrombosis Examination in Coronary
Stenting Trial

% Jin Wang, Abbott Vascular, 3200 lakeside drive, santa clara, CA 95054,
jin.wang@av.abbott.com

Key Words: Stent thrombosis, Weighted Kaplan-Meier, Permutation test,
Proportional hazards, Drug-eluting stent

For survival analysis between two treatment groups, Kaplan-Meier approach
is commonly used with log-rank test being the default test for survival differ-
ence. Recent publications suggest many situations thatlog-rank test may not
be appropriate. When a new intervention is to delay a negative effect such as
death relative to the control or when the survival curves cross each other, the
proportional hazard assumption no longer holds and the log-rank test may
suffer substantial power loss. In this paper, two recently published methods
are reviewed and a new method is proposed based on modification on one of
the methods and comparison among these methods are discussed.

Comparison of Individual Patient-Level and
Study-Level Meta-Analyses Using Time-to-
Event Analysis in Drug-Eluting Stent Data

% Hsini Liao, Boston Scientific Corporation, 100 Boston Scientific Way,
Marlborough, MA 01752-1234, terry.liao@bsci.com; Yun Lu, Boston
Scientific Corporation; Hong Wang, Boston Scientific Corporation

Key Words: study-level meta-analysis, individual patient-level data, time
to event analysis

Meta-analysis provides a structure of consolidating the outcomes from sev-
eral studies and deriving statistical inferences of the outcomes. When there
is a lack of the individual patient-level data (IPD), the use of a study-level
meta-analysis (SMA) can be used to assess the safety and effectiveness of
treatment effect. However, it is known that an SMA can lead to biased assess-
ments. Namely, an SMA may or may not agree with an IPD meta-analysis.
Here, we focus on the diabetic subgroup in five randomized controlled stud-
ies of drug-eluting stents compared to bare metal stents. The hazard ratio
estimate of study outcomes from IPD is compared with that from the SMA
to assess the treatment effect in diabetic patients. The survival curves of se-
lected clinical outcomes in the intent-to-treat diabetic subgroup are assessed
through five years.

Statistical Issues for Combining Clinical Data

from Medical Device Multicenter Trials

* Chang S. Lao, U.S. Food and Drug Administration, 1350 Piccard Dr.,
Rockville, MD 20850, chang.lao@fda.hhs.gov; Harry F. Bushar, U.S. Food and
Drug Administration

Key Words: Pooling, Meta-Analysis, Multi-Center Trials

In this paper, we discuss statistical pooling issues and meta-analysis in medi-
cal device clinical studies, which include purpose, important conditions, and
questions to be addressed in pooling of multi-center studies. Medical device
clinical studies may be different from drug trials in terms of study design,
overall sample size, and etc. We primarily discuss pooling issues for binary
clinical outcomes, in terms of risk difference, risk ratio, and odds ratio, by
use of real pre-market approval clinical studies of a tibia bone fracture de-
vice. Several statistical issues, such as test for overall treatment effect, ho-
mogeneity of treatment effect across centers, combination of multi-center
studies, and fixed and random effects models, will be discussed. We conclude
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that individual-patient clinical data provide more useful information than
data from summary studies or published literature.

91 Modern Statistical

Machine Learning for Complex
and High-Dimensional Data

IMS, Section on Nonparametric Statistics, Section
on Physical and Engineering Sciences, Section on
Statistical Computing, WNAR

Monday, August 4, 8:30 a.m.-10:20 a.m.

Local Quasi-Likelihood Method with a

Parametric Guide

* Yichao Wu, Princeton University, Dept of ORFE, E-418, E-Quad,
Princeton University, Princeton, NJ 08540, yichaowu@princeton.edu;
Jianging Fan, Princeton University; Yang Feng, Princeton University

Key Words: GLM, local polynomial, quasi-likelihood

Generalized linear models and quasi-likelihood method extend the or-
dinary regression models to accommodate more general conditional dis-
tributions of the response. Despite their popularity, the same deficiency
of the parametric ordinary regression applies to parametric generalized
linear models in the sense that misspecification of the parametric model
can lead to a completely wrong picture of the underlying conditional mean
function. In this work, we propose to combine parametric and nonpara-
metric methods. Specifically, two parametrically guided nonparametric
estimation schemes are proposed by incorporating some prior shape in-
formation into consideration for GLMS and quasilikelihood method. As-
ymptotic theory and numerical simulations are used to demonstrate their
improvement over the original nonparametric method.

Variable Selection in Nonparametric Varying-
Coefficient Models for Analysis of Repeated

Measurements

%k Lifeng Wang, University of Pennsylvania, 634 Blockley Hall, 423
Guardian Drive, Philadelphia, PA 19104, lifwang@mail. med.upenn.edu;
Hongzhe Li, University of Pennsylvania; Jianhua Huang, Texas A&M
University

Key Words: Regularization, Nonparametric function estimation, Func-
tional shrinkage, Longitudinal data, Time course gene expression data

Nonparametric varying-coefficient models are commonly used for analysis
of data measured repeatedly over time. While many procedures have been
developed for estimating the varying-coefficients, the problem of variable
selection for such models has not been addressed. In this work, we propose a
regularized estimation procedure, which simultaneously selects significant
variables with time-varying effects and estimates the nonzero smooth co-
efficient functions. We have established theoretical properties of our pro-
cedure, including consistency in variable selection and the oracle property
in estimation. The method is illustrated with simulations and two real data
examples, one for identifying risk factors in AIDS study and one using mi-
croarray time-course gene expression data to identify the transcription fac-
tors related to yeast cell cycle process.
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High-Dimensional Variable Selection via
Nonnegative Garotte

* Jian Zhang, Purdue University, jianzhan@purdue.edu

Key Words: lasso, nonnegative garotte, variable selection

We study the problem of high-dimensional variable selection with some
good initial estimator which is element-wise estimation consistent but not
variable selection consistent. We show that by using the nonnegative garotte
procedure, we can obtain a final estimator which is both efficient in estima-
tion and consistent in variable selection. Our setting is high-dimensional
(i.e. we allow the number of variables increase almost as fast as exp(n)). We
also study the conditions under which the ridge estimator can be a good ini-
tial estimator. Numerical studies are conducted to support the theory.

Feature Selection and Grouping for High-
Dimensional Classification Using the OSCAR-
SVM

% Dhruv Sharma, North Carolina State University, 2824-201 Avent Ferry
Road, Raleigh, NC 27606, dbsharma@ncsu.edu; Howard Bondell, North
Carolina State University; Hao H. Zhang, North Carolina State University

Key Words: Classification, Clustering, Collinearity, Grouping, Support Vec-
tor Machine, Variable Selection

Variable selection for high-dimensional data analysis offers unique chal-
lenges, particularly when there are many redundant noise features and high
colinearity. Support Vector Machines have been successfully used to study
classification problems. In this paper we propose a new procedure called
OSCAR-SVM to perform automatic variable selection for classification prob-
lems under such conditions. The proposed method is based on the OSCAR
procedure for variable selection in regression problems. The new procedure
simultaneously selects variables while grouping them into predictive clus-
ters, further aiding in the investigation of groups of features with similar
behavior. The OSCAR-SVM is shown to compare favorably with existing
methods in terms of both classification accuracy and dimension reduction,
while yielding the additional group structure information.

92 NCHS Survey Programs

Section on Government Statistics, Section on Survey
Research Methods, Social Statistics Section
Monday, August 4, 8:30 a.m.-10:20 a.m.

Using the National Health and Nutrition
Examination Survey (NHANES) To Evaluate

Health Disparities

% Vicki L. Burt, National Center for Health Statistics, 3311 Toledo Road,
Hyattsville, MD 20782, vburt@cdc.gov; Lester R. Curtin, Centers for Disease
Control and Prevention; Cindy Zhang, Harris Corporation

Key Words: national health and nutrition examination survey, nhanes

The NHANES has been conducted since the 1960s and is unique in that
physical examination data are obtained. The 1999-2006 NHANES is de-
signed so that estimates of health and nutritional status, risk factors and
health conditions can be estimated in age-gender specific domains of the
non-Hispanic (NH) black, NH white, Mexican American, and low income
populations. In addition to the examination, other unique information
collected in NHANES includes dietary intake data, data from household
specimens (water and dust), personal exposure monitors and activity
monitors, and from tuberculin skin testing. Examples of estimates such
as chronic disease prevalence, seroprevalence, exposure levels to environ-
mental chemicals and dietary intake obtained using NHANES data that
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highlight disparities will be presented Limitations of the NHANES data in
making such estimates will be discussed.

Using the National Health Care Surveys To

Monitor Disparities in Health Care

¥ Nancy Sonnenfeld, National Center for Health Statistics, Division

of Health Care Statistics, 3311 Toledo Road, Hyattsville, MD 20782,
nsonnenfeld@cdc.gov; Jane E. Sisk, National Center for Health Statistics;
John E. Orban, Battelle

Key Words: disparities, health care, surveys

The National Health Care Surveys are a family of nationally representative,
provider-based surveys that collect data about health-care providers, their
patients, and their care. The surveys cover health-care providers across a
broad spectrum of ambulatory, hospital, and long-term care settings. The re-
sulting data are using in many ways, including to assess disparities in quality
of care and access, and differences in health status, among different U.S. pop-
ulations. The presentation will include an overview of the surveys and the
data that each collects. Examples will be provided of analyses that charac-
terize disparities according to race and ethnicity, expected payment source,
geographic location, and age. Initiatives to better assess disparities will be
described, including the redesigned National Hospital Discharge Survey.

Vital Statistics: Vital to the Measurement of

Health Disparities
% Charles J. Rothwell, National Center for Health Statistics, 3311 Toledo
Road, Hyattsville, MD 20782, CRothwell@cdc.gov

Key Words: Vital statistics, Life expectancy, Leading causes of death, In-
fant mortality, Sexual practices

This presentation will provide background on the strengths and weaknesses
in the analysis of vital statistics and of data from the National Survey of
Family Growth for measuring health outcomes using health disparities as
an example. Measures such as infant mortality, life expectancy, low birth
weight and prematurity, emerging and rare causes of death, and high risk
sexual behaviors will be mentioned. Additional discussion will cover new ac-
tivities that will have a positive impact on data quality and timeliness.

Using National Health Interview Survey (NHIS)
Data and State and Local Area Integrated
Telephone Survey (SLAITS) Data To Study

Health Disparities
% Jane F. Gentleman, National Center for Health Statistics, 3311 Toledo
Road, Hyattsville, MD 20782, JGentleman@cdc.gov

Key Words: Health disparities, National Center for Health Statistics, Na-
tional Health Interview Survey, State and Local Area Integrated Telephone
Survey

Examples from published analyses will show the usefulness of data from
NHIS and SLAITS for studying health disparities: Married adults were gen-
erally healthier than adults in other marital status categories (NHIS); group-
ing all Asian adults into a single category conceals many differences among
Asian subgroups (NHIS); children in step, single-mother, or grandparent-
only families had poorer health than children living with two biological
parents (SLAITS); the % of adults who were ever tested for HIV increases
and then decreases with age (NHIS); the prevalence of diabetes was higher
among non-Hispanic black persons and Hispanic persons than among non-
Hispanic white persons (NHIS); Hispanic persons were most likely to be
without health insurance, followed by non-Hispanic black persons and non-
Hispanic white persons (NHIS).
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93 Ranked Set Sampling A

Section on Nonparametric Statistics, Section on
Government Statistics, Section on Survey Research
Methods

Monday, August 4, 8:30 a.m.-10:20 a.m.

Applications of Ranked Set Sampling to

Genetic Studies

¥ Gang Zheng, National Heart, Lung, and Blood Institute, Office of
Biostatistics Research, 6701 Rockledge Drive, MSC 7913, Bethesda, MD
20892, zhengg@nhlbi.nih.gov; Chen Zehua, National University of Singapore;
Kaushik Ghosh, University of Nevada, Las Vegas; Zhaohai Li, The George
Washington University

Key Words: ranked set sampling, genetic association, linkage, cost-effec-
tive, truncation, simple random sampling

In a typical application, ranked set sampling (RSS) is a cost-effective ap-
proach if ranking sampling units is easier and cheaper than measuring them.
In this case, RSS is useful compared to classical random sampling. In genetic
studies, genotypes and phenotypes (traits) of individuals have to be mea-
sured and obtained in genetic association and linkage studies. In many ap-
plications, genotyping cost is much more expensive than measuring pheno-
types. Therefore, RSS can be applied. In this talk, we present two examples,
where RSS can be easily applied, compared to using random sampling and
the truncation approach. The first example is to map linkage disequilibrium
and the second example is to test linkage using affected sib-pairs. In both
examples, the idea of extreme rank selections will be presented. Simulation
results will also be presented to compare different approaches.

Some Further Generalizations of Ranked Set
Sampling

% Kaushik Ghosh, University of Nevada, Las Vegas, Department of
Mathematical Sciences, 4505 Maryland Parkway, Box 454020, Las Vegas,

NV 89154-4020, kaushik.ghosh@unlv.edu; Ram C. Tiwari, National Cancer
Institute

Key Words: Empirical process, P-P plots, Q-Q plots, Extreme ranked set
sample

We generalize the idea of ranked set sampling by allowing it to incorporate
dependent order statistics of various sizes. The data so obtained is used to es-
timate the distribution function and compare two distributions. Asymptotic
results are established and are compared with simulation runs. An applica-
tion using weather data is also provided.

Nonparametric Maximum Likelihood Estimator
of Bohn-Wolfe Model

% Omer Ozturk, The Ohio State University, 404 Cockins Hall, 1958 Neil
aven, Columbus, OH 43210, omer@stat.osu.edu

Key Words: Imperfect ranking, ranked set sampling, Judgment ranking,
calibration

Many inferential procedures based on a ranked set sample data do not allow
the possibility of ranking error. On the other hand, in a typical application,
ranking error may not be eliminated and statistical inference may be impact-
ed by the severity of this error. In this talk, we introduce a nonparametric
maximum likelihood estimator for Bohn and Wolfe (1994) judgment rank-
ing model. It is shown that the MLE of the cumulative distribution function
(cdf) of the underlying population exist for any legitimate Bohn-Wolfe mod-
el. We also show that the MLE of the judgment ranking probabilities exist for
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any legitimate CDF estimator. We estimate the Bohn-Wolfe model by iterat-
ing between these two estimators until we have a convergence. The proper-
ties of the estimators are investigated in a simulation study. The estimated
Bohn-Wolfe model is used to calibrate the impact of imperfect ranking.

Confidence Intervals Estimation of the
Location Parameter of the Logistic Distribution
Using Ranked Set Sampling

% Hassen A. Muttlak, KFUPM, KFUPM, P.O. Box 1676, Dhahran, 31261
Saudi Arabia, hamstat@kfupm.edu.sa

Key Words: efficiency, length, maximum likelihood estimator, ranked set
sampling, simple random sampling, standard error

The maximum likelihood estimator (MLE) and several different pivots will
be used to construct different confidence intervals for the logistic location
parameter. These confidence intervals will be constructed by using simple
random sampling (SRS) and ranked set sampling (RSS). Difference confi-
dence intervals will be compared via their expected lengths and the standard
deviation of their lengths using simulation. We expect that the confidence
intervals base on RSS to have shorter expected lengths and smaller standard
deviation from there competitors using the SRS.

Sequential Unbalanced Ranked Set Sampling
% Nader M. Gemayel, The Ohio State University, 404 Cockins Hall, 1958
Neil Ave, Columbus, OH 43210, nader@stat.osu.edu; Douglas Wolfe, The
Ohio State University; Elizabeth Stasny, The Ohio State University

Key Words: Sequential methods, Ranked set sampling, population proportion

One is often interested in estimating the population proportion of a rare
event, where conventional sampling techniques (such as SRS and balanced
RSS) are wasteful and inefficient. Moreover, one is also often interested in
the units of a population that exceed a certain elevated threshold; for in-
stance, the proportion of fraudulent accounts in a population of accounting
records, and the distributional properties of the largest amounts of dollar
fraud among the fraudulent accounts. We will explore how sequentially-
guided RSS techniques canlead us to target sparsely distributed occurrences
of the rare event more accurately.

94 Value-Added Models for
Student Achievements @

Social Statistics Section, Section on Survey Research
Methods
Monday, August 4, 8:30 a.m.-10:20 a.m.

Value-Added and Test-Score Ceiling Effects

% Cory R. Koedel, University of Missouri, 909 University Avenue, 327
Professional Building, Columbia, MO 65211, koedelc@missouri.edu; Julian R.
Betts, University of California, San Diego

Key Words: value added, teacher quality, test score ceiling, teacher effects

This paper uses administrative data to evaluate the importance of test-score
ceiling effects in the estimation of value-added. There is no evidence of an
actual test-score ceiling in the raw data, which is particularly appealing for
this project. Starting with the no-ceiling baseline, we consider a variety of
artificially imposed test-score ceilings in a variety of estimation conditions.
We determine the extent to which test-score ceilings affect teacher and
school rankings based on value-added and whether they help or harm
particular types of teachers and schools. We also evaluate the effects of
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test-score ceilings on the precision of value-added estimates and the overall
measurable variance of teacher and school quality.

The Sensitivity of Teacher Effect Estimates
to Decision Rules for Establishing Student-

Teacher Links

% Matthew Springer, Peabody College of Vanderbilt University,
alicen.i.hatter@vanderbilt.edu

One dimension untested in value-added (VA) research is the sensitivity of
teacher effect estimates to rules for defining student-teacher links. Student-
teacher links are complicated by an array of factors, including students
transferring among schools mid-year; transferring between classes mid-
year; taking multiple same-subject courses; or being habitually absent. Be-
cause performance measures may have high stakes in merit pay plans rule
changes that result in small adjustments in student-teacher links may have
a significant impact for some teachers. Our study fills this gap by: review-
ing how VA studies, to date, have defined student-teacher links; creating a
taxonomy that captures rules used when defining student-teacher links; and
conducting a simulation study that examines the sensitivity of teacher VA
estimates to decision rules made when defining student-teacher links.

Does a Teacher’s Value Added Require Data

To Be Missing at Random?

% Daniel McCaffrey, RAND Corporation, 4570 Fifth Avenue, Suite 600,
Pittsburgh, PA 15213-2665, daniel_mccaffrey@rand.org; J. R. Lockwood,
RAND Corporation

Key Words: Bayesian models, Mixed models, Teacher effects, Variable Per-
sistence Model, Student Achievement

Incomplete data are a common concern for analyses that estimate teacher
contributions to learning from longitudinal student achievement data. Stu-
dents with missing scores are at greater risk for low performance and data
might not be missing at random (MAR). We develop models for estimating
teacher effects that allow for missing not at random data. We consider a se-
lection model where the number of observed test scores depends on a stu-
dent’s latent general level of achievement and a pattern mixture model that
allows the means and covariances of test scores to depend on the student’s
pattern of observed scores. We fit these models to five years of longitudinal
test score data from a large urban school district. These models yield very
similar teacher effects as models that assume data are MAR. We discuss
likely explanations for the robustness of estimates to assumptions about
missing data.

Estimating Teacher Effects from Longitudinal

Data Without Assuming Vertical Scaling

%* Louis T. Mariano, RAND Corporation, 1200 S. Hayes St, Arlington, VA
22202, Lou_Mariano@rand.org; Daniel McCaffrey, RAND Corporation; J. R.
Lockwood, RAND Corporation

Key Words: value added methods, vertical scaling, Bayesian hierarchical
models, MCMC, Wishart prior, multiple-membership models

There is increasing interest in using longitudinal measures of student
achievement to estimate individual teacher effects. Current multivariate
models assume scores come from a single vertical scale and that each teacher
has a single effect on student outcomes that persists undiminished to all fu-
ture test administrations (complete persistence) or can diminish with time
but remains perfectly correlated (variable persistence). However, vertically
linked tests might not be unidimensional, and not all state assessments use
a vertical scale. We develop the “generalized persistence” model, a Bayesian
multivariate model for estimating teacher effects that accommodates longi-
tudinal data that are not vertically scaled by allowing a teacher’s effects on
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her student’s current and future outcomes to have less than perfect correla-
tion. We illustrate the model using mathematics assessment data.

Estimating Dynamic Panel Data Models with
Measurement Errors

% Shawn Ni, University of Missouri, Department of Economics, University
of Missouri, Columbia, MO 65211, NiX@missouri.edu; Michael Podgursky,
University of Missouri

Key Words: measurement errors, school effect

A key difficulty in drawing inference of school effect from student test score
gains is the fact that test scores are noisy measurements of students’” aca-
demic achievements. In this paper we examine competing inferential meth-
ods of dynamic panel data models using noisy data. In particular, we con-
sider a score-level model where the score of the current period depends on
the score of the previous period. We compare Monte Carlo simulation results
of four estimators of these models and obtain these estimates using the stu-
dent test score data of Missouri.

9 5 Student Paper

Competition: Bayesian Methods

Section on Bayesian Statistical Science
Monday, August 4, 8:30 a.m.-10:20 a.m.

A Bayesian Hierarchical Model with Curve

Selection for Functional Data Classification
% Hongxiao Zhu, Rice University, 6100 Main St. MS-138, Houston, TX
77005, hxzhu@stat.rice.edu; Marina Vannucci, Rice University; Dennis D.
Cox, Rice University

Key Words: Bayesian hierarchical model, functional data classification,
curve selection, Evolutionary Monte Carlo, fluorescence spectroscopy

In functional data classification, functional observations are often contami-
nated by various systematic effects, such as random batch effects caused by
device artifacts, or fixed effects caused by sample-related factors. Another
issue of concern is the selection of functions when the predictors consist
of multiple functions with redundancy, which we call “curve selection.” In
this paper, we use a Bayesian hierarchical model to take into account ran-
dom batch effects, and propose a block-wise variable selection method to
choose effective curves among multiple functional predictors. Fixed effects
or predictors in non-functional form are also included in the model. A hybrid
Metropolis-Hastings/Gibbs sampler is used for posterior sampling, and an
Evolutionary Monte Carlo algorithm is applied to improve the mixing prop-
erty of the curve selection parameter.

Asymptotic Comparisons of Predictive

Densities for Dependent Observations

¥ Xuanyao He, The University of North Carolina at Chapel Hill, Dept of
STOR, Chapel Hill, NC 27599-3260, xoyo@unc.edu; Richard L. Smith, The
University of North Carolina at Chapel Hill; Zhengyuan Zhu, The University
of North Carolina at Chapel Hill

Key Words: Mixed effect models, Kullback-Leibler divergence, Jeffreys
prior, Predictive density, Prediction fit

This paper studies Bayesian predictive densities based on different priors and
frequentist plug-in type predictive densities when the predicted variables are
dependent on the observations. Average Kullback-Leibler divergence to the
true predictive density is used to measure the performance of different in-
ference procedures. The notion of second-order KL dominance is introduced,
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and an explicit condition for a prior to be second-order KL dominant is given
using an asymptotic expansion. As an example, we show theoretically that
for mixed effects models, the Bayesian predictive density with prior from a
particular improper prior family dominates the performance of REML plug-
in density, while the Jeffrey’s prior is not always superior to the REML ap-
proach. Simulation studies are included which show good agreement with
the asymptotic results for moderate sample size.

On Bayesian Inference for Generalized

Multivariate Gamma Distributions

* Sourish Das, University of Connecticut, 215 Glenbrook Road,
Department of Statistics, Storrs, CT 06269, sourish.das@gmail.com; Dipak
Dey, University of Connecticut

Key Words: Autoregressive structure, Bayesian Inference, Dispersion Ma-
trix, MAP estimate, Model Selection

In this paper, we define a generalized multivariate gamma distribution with
infinite divisibility property. Then, we show the different patterned disper-
sion matrix (e.g., compound symmetry structure, autoregressive structure),
which satisfies certain infinite divisibility condition. We develop the impor-
tant properties of the multivariate gamma distribution. Then, we consider
Bayesian decision theoretic approach to develop the Bayesian inference for
multivariate gamma distribution.

Efficiently Estimating Personal Network Size
% Tyler H. McCormick, Columbia University, Room 1005, MC 4690,
Department of Statistics, 1255 Amsterdam Ave, New York, NY 10027,
tyler@stat.columbia.edu; Matthew Salganik, Princeton University; Tian
Zheng, Columbia University

Key Words: social networks, estimating degree, latent non-random mixing
model

In this paper we develop a method to estimate both individual social net-
work size (i.e., degree) and the distribution of network sizes in a population
by asking respondents how many people they know in specific subpopula-
tions (e.g., people named Kevin). Building on the scale-up method of Kill-
worth et al.(1998) and other previous attempts, we first propose a latent
non-random mixing model which resolves three known problems with pre-
vious approaches. As a byproduct, our method also provides estimates of the
rate of social mixing between population groups. We demonstrate the model
using a sample of 1,370 adults originally collected by McCarty et al. (2001).
We conclude by offering practical guidelines for the design of future surveys
in this area. Most importantly, we show that if the specific subpopulations
are chosen wisely, complex statistical procedures are no longer required.

Another Look at Macroeconomic Forecasting:

Aggregation vs. Disaggregation
% Kun Ho Kim, The University of Chicago, Dept of Economics, 4060
Springer Way, Apt 1117, East Lansing, MI 48823, kunhokim@uchicago.edu

Key Words: Macroeconomic forecasting, Disaggregation, Reduced-form
equation model, Hierarchical model, Shrinkage effect, Bayesian MCMC

In this paper, the “Revised Expectations Model” (REM), a variant of the
Marshallian Macroeconomic Model (MMM) is developed to incorporate
agents’ price expectation formation effects. With this modification
incorporated in an aggregate one sector and in a disaggregated multi-sector
version of the MMM, the aggregate and disaggregate models are estimated
and used in forecasting experiments. These experiments show that use of the
disaggregated version of the model incorporating price expectation effects
along with modern Bayesian MCMC estimation and prediction techniques
produce more precise predictions than those yielded by an aggregate version
and by several benchmark forecasting models. It appears that the REM will
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be useful not only in forecasting economic variables but also in analyzing the
effects of policy changes on those variables.

9 6 Best Practices in Statistics
Training: Lessons Learned from
VIGRE Programs

Section on Statistical Education
Monday, August 4, 8:30 a.m.-10:20 a.m.

Best Practices in Statistics Training: Lessons
Learned from VIGRE Programs

* Tilmann Gneiting, University of Washington, Department of Statistics,
Seattle, WA Washington 98195-432, tilmann@stat.washington.edu; % Susan
Holmes, Stanford University, Statistics- Sequoia Hall, 390 Serra Hall,
Stanford, CA 94305, susan@stat.stanford.edu; ¥ Robert Kass, Carnegie
Mellon University, kass@stat.cmu.edu; % Sastry Pantula, North Carolina
State University, pantula@stat.ncsu.edu; ¥ John Rice, University of
California, Berkeley, rice@stat.berkeley.edu

Key Words: education, curriculum revision, broader impact, VIGRE, pro-
fessional development, undergraduate research

The NSF VIGRE program supports activities involving an entire depart-
ment, with the goal of enhancing the education of undergraduates, gradu-
ates, and postdocs. The award requires: broad faculty involvement; interac-
tion between undergrads, grads, postdocs, and faculty; curriculum review
of undergrad and grad programs; procedures for mentoring and advising;
research opportunities for undergrads; professional development for grad
students; and significant efforts to increase the numbers for under-repre-
sented groups in statistics. Over the past eight years, VIGRE-supported
departments have seen many positive changes in their programs, and they
have abandoned unsuccessful attempts to improve their programs. Faculty
from VIGRE-supported departments will present the successes, failures,
and significant changes to their departments, and indicate what is trans-
ferable to other programs.

97 Statistical Disclosure
Control

Section on Survey Research Methods, Section on
Government Statistics, Social Statistics Section
Monday, August 4, 8:30 a.m.-10:20 a.m.

Translating Disclosure Risk of Geographic
Units to Survey Respondents: A Hierarchical

Assessment of Contextual Data

* Kristine M. Witkowski, The University of Michigan, P.O. Box
1248,Institute for Social Research, Ann Arbor, MI 48106-1248, kwitkow@
umich.edu

Key Words: confidentiality, contextual, disclosure, geographic, reidentifi-
cation, spatial

Contextualized microdata is one way to safely release geographic data with-
out identifying the location of survey respondents. This study informs the
design of such datafiles with its needle-in-haystack approach to disclosure
and its discussion of associated methodological concerns. Drawing a sample
of counties, tracts, and blockgroups, I illustrate how the reidentification of
individuals is shaped by aggregating geographies into look-alike sets. I detail
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the complexity of reidentification patterns by assessing the likelihood that
young adult white and black males would be pinpointed within reconstituted
haystacks given: (1) the size of the total population of aggregated contexts;
(2) the amount of error in population counts; and (3) differential search costs
stemming from spatially dispersed contexts.

A Multiple Imputation Approach to Disclosure
Limitation for High-Age Individuals in
Longitudinal Studies

¥ Di An, Merck & Co., Inc., di_an@merck.com; Roderick J. Little, The
University of Michigan

Key Words: confidentiality, disclosure protection, longitudinal data, mul-
tiple imputation, survival analysis

Disclosure limitation is an important consideration in the release of public
use data sets. It is particularly challenging for longitudinal data sets, since
information about an individual accumulates over time. We consider prob-
lems created by high ages in cohort studies. Because of the risk of disclosure,
ages of very old respondents can often not be released, as stipulated by the
Health Insurance Portability and Accountability Act (HIPAA). Top-coding of
individuals beyond a certain age is a standard way of dealing with this issue,
but it has severe limitations in longitudinal studies. We propose and evaluate
an alternative to top-coding for this situation based on multiple imputation
(MI). This MI method is applied to a survival analysis of simulated data and
data from the Charleston Heart Study, and is shown to work well in preserv-
ing the relationship between hazard and covariates.

The Effect of Measurement Error and Under-

Coverage Error on Disclosure Risk Assessments
¥ Mandi Yu, The University of Michigan, 426 Thompson ST, Room4050,
Ann Arbor, MI 48106, mandiyu@isr.umich.edu; Trivellore Raghunathan, The
University of Michigan

Key Words: Disclosure Risk, Measurement Error, Re-identification, Record
Linkage

Conventional wisdom suggests that the availability of commercial databases
with identifying information and key demographic variable coupled with
powerful record linkage techniques would increase the risk of disclosure of
survey respondent. The objective of this paper is to address these concerns by
evaluating such risk of disclosure using national surveys and also assess the
accuracy of information in the commercial database. The results from these
experiments suggest that the disclosure threat from linking entities in the
commercial list with those in public data may be exaggerated. Any assess-
ment of risk of disclosure and procedures used to treat the data should take
into account the data accuracy used by potential intruder.

Combining Statistical Disclosure Limitation
Methods To Create Synthetic Data

% Jennifer C. Huckett, lowa State University, 2625 N Loop #2140, Ames, IA
50011, jhuckett@gmail.com; Michael D. Larsen, Iowa State University

Key Words: statistical disclosure limitation, hot deck imputation, rank
swapping, quantile regression, disclosure risk, data utility

Government agencies face demands to release accurate, timely data while
upholding respondents’ privacy and confidentiality. We consider combining
methods to produce releasable, usable data. Conditional quantile regression
models can capture complex relationships characteristic of demographic
and economic data. Values for several confidential variables are simulated
using predicted values at randomly selected quantiles. Additional values are
imputed from original records using hot deck imputation and rank swap-
ping. Combining variable values produces a microdata set for release with
low disclosure risk and high data utility. Developments in this work include
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simulation methods, methods of measuring disclosure risk and measuring
for inferential purposes. Applications to U.S. Census Bureau Veterans data
and Jowa Department of Revenue Income Tax Returns are discussed.

Achieving Analytic Potential While Protecting
Data Confidentiality

Fritz Scheuren, The University of Chicago; % James Sears, U.S. Social
Security Administration, Washington, DC , jim.sears@ssa.gov

In this paper, we follow the lead of Don Rubin, Jerry Reiter, Arthur Ken-
nichell, and Julia Lane, who have recommended a synthetic data set be creat-
ed—one that produces the same key analytic results as the original data set.
By this, we mean in a way to be defined in detail that the original and syn-
thetic data sets are sufficiently close statistically for the synthetic data set to
be an “analytically sufficient” substitute. We do not offer a general solution
to this proposition. Instead, we discuss the degree of “success” of one such
effort, involving a linkage of Survey of Income and Participation (SIPP) data
with benefit and earnings data from the Social Security Administration and
the Internal Revenue Service, respectively. We look at the analytic strengths
and weaknesses of the resulting synthetic data set.

A Unified Theory of Randomized Response

Surveys of Binary Characteristics

% Tapan K. Nayak, The George Washington University, Department of
Statistics, George Washington University, Washington, DC 20052, tapane
gwu.edu

Key Words: Respondents’ privacy, Efficiency, Unbiasedness, Admissibility

Many randomized response (RR) procedures for surveying sensitive binary
variables are available in the literature. We shall present a common frame-
work for all RR surveys of binary variables. The unified approach is focused
on the substantive issues relating to respondents’ privacy and statistical effi-
ciency and is helpful for fair comparison of different procedures. We shall de-
scribe an approach for comparing RR procedures, taking both respondents’
protection and statistical efficiency into account. For any given RR procedure
with three or more response categories, we shall show that one can design
an RR procedure with a binary response variable that is as protective and at
least as informative. This result suggests that one should use only binary re-
sponse variables when designing an RR survey of a dichotomous population.
Finally, we shall characterize all admissible RR designs.

Randomized Response Model in a Matched
Pair Study

* Chien-Hua Wu, Chung-Yuan Christian University, 32023 Taiwan, cwu@
cycu.edu.tw

Key Words: Matched Pair, Randomized Response Model

The development of randomized response models for personal interview
surveys has attracted much attention since the pioneering work of Warner
(1965). Several randomized response models have been developed by re-
searchers for collecting data on both qualitative and the quantitative vari-
ables, but none of these models discuss matched pair data. In this paper, we
develop a new randomized response model and study its application to an
important political question.
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98 Nonresponse Bias

Analysis @

Section on Survey Research Methods, Section on
Government Statistics, Social Statistics Section
Monday, August 4, 8:30 a.m.-10:20 a.m.

Nonresponse Bias in the American Time Use
Survey

% Phawn Letourneau, U.S. Census Bureau, phawn.m.letourneau@census.gov;
Andrew Zbikowski, U.S. Census Bureau

Key Words: Survey, Nonresponse, Logistic Regression

The American Time Use Survey (ATUS) provides estimates of how people di-
vide their time each day in the US. Households that have completed their
eighth and final monthly interview in the Current Population Survey (CPS)
are eligible for selection in the ATUS. Since the initial data collection in 2003,
the ATUS responseratehasbeenbelow 60%. The low response rate has caused
concern over the potential for bias in the ATUS estimates. In 2005, the Bu-
reau of Labor Statistics conducted research on nonresponse in the 2004
ATUS. We follow with an analysis of nonresponse on the 2006 ATUS. We
link the ATUS weighted output files to the call history files for nonresponse
unit information, and link to the CPS files for available frame variables. We
use weighted or survey logistic regression to model response propensities in
the ATUS for individuals or households with different characteristics.

Using a Large-Scale Field Study To Estimate
Nonresponse and Noncoverage Biases in an

RDD Survey

¥ Wendy VanDeKerckhove, Westat, 1650 Research Blvd., Rockville, MD
20850, WendyVanDeKerckhove@Westat.com; Jill Montaquila, Westat; J.
Michael Brick, Westat

Key Words: CATI, Response rate

Concerns about declining response and landline telephone coverage rates in
Random Digit Dial (RDD) surveysled to the development and administration
of an independent bias study that was conducted in conjunction with the
2007 National Household Education Surveys Program (NHES:2007). For the
bias study, a clustered sample of addresses was selected, telephone numbers
were matched to the addresses to the extent possible, and the matched
sample used the regular RDD protocol. Addresses that could not be matched
or completed by telephone were sent into the field for in-person attempts.
In this paper, we describe the methods used to estimate nonresponse and
noncoverage bias, present estimates of the two types of bias, and interpret
the findings in the broader context of other nonresponse and noncoverage
bias studies.

A Study of SES Bias and Nonresponse in a

Large-Scale Household Survey

% Orlaith Burke, University College Dublin, School of Mathematical
Sciences, James Joyce Library Building, UCD, Belfield, Dublin, International
Dublin 4 Ireland, orlaith.burke@ucd.ie; Patrick E. Murphy, University College
Dublin; Richard Sinnott, University College Dublin

Key Words: SES bias, Non-response, Household surveys
The widely reported phenomenon of socio-economic status (SES) bias
in response rates to surveys remains one of the major problems which

researchers face when dealing with survey data. The purpose of this paper
is to present the results of a study, conducted in Ireland, which provided an
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unprecedented opportunity to examine the characteristics of both the non-
respondents and respondents to a survey and to compare characteristics of
both with the target population. Anonymized records on 41,280 participants
in the Irish Quarterly National Household Survey (a nationwide survey of
households conducted by the Irish Central Statistics Office) provided data
for this study into SES bias. Our findings appear to contradict the perceived
position on SES bias in surveys.

Identifying Nonresponse Bias Using a Survey
Subset in Follow-Up

% Harper Gordek, RTI International, Cox 118, 3040 Cornwallis Rd,
Durham, NC 27713, gordek@rti.org; Patrick Chen, RTI International; Judith
Lynch, RTI International; Thomas Morgan, RTI International

Key Words: nonresponse bias, follow-up survey, telephone survey, mail
survey

Nonresponse bias occurs when the answers of respondents are different from
the presumed answers of nonrespondents. Its analysis is critical for surveys
with low response rates. Usually, the analysis is limited to adjusting for in-
formation gathered in the early stages of data collection. To study nonre-
sponse for a recent inpatient satisfaction survey, RTI conducted a telephone
follow-up using a supplement of survey questions. We then implemented
three approaches: comparing survey responses for sample frame attributes
with significantly different response rates, comparing survey responses to
the second questionnaire mailing with those for the first mailing and to the
overall data, and comparing survey outcome variables between mail survey
respondents and mail survey nonrespondents. The results from these three
approaches provided strong evidence for the presence of nonresponse bias.

Sensitivity Analysis of Nonresponse Bias in the

Current Population Survey
% John Dixon, Bureau of Labor Statistics, 10308 Meredith Ave, Kensington,
MD 20895, dixon_j@bls.gov

Key Words: nonresponse bias, sensitivity analysis, survey

Survey nonresponse bias is difficult to assess since the difference between
responders and nonresponders are rarely measurable. Sensitivity analysis is
increasingly used to explore the impact of nonresponse. Date from the Cur-
rent Population Survey are used to study different types of sensitivity analy-
sis in reporting the potential for bias.

Proxy Pattern-Mixture Analysis for Survey

Nonresponse

% Rebecca Andridge, The University of Michigan, Department of
Biostatistics, School of Public Health, Ann Arbor, MI 48109, fedarko@umich.
edu; Roderick J. Little, The University of Michigan

Key Words: nonignorable nonresponse, missing data, survey data, Bayes-
ian methods

We consider assessment of nonresponse bias for the mean of a survey vari-
able Y subject to nonresponse. We assume that there are a set of covariates
observed for nonrespondents and respondents. To reduce dimensionality
and for simplicity we reduce the covariates to a proxy variable X that has the
highest correlation with Y, estimated from a regression analysis of respon-
dent data. We consider adjusted estimators of the mean of Y that are maxi-
mum likelihood for a pattern-mixture model with different means of Y and X
for respondents and nonrespondents, assuming missingness is an arbitrary
function of a known linear combination of X and Y. We propose a sensitivity
analysis, sketch Bayesian versions of this approach, and propose a taxonomy
for the evidence concerning bias based on the strength of the proxy and the
deviation of the mean of X for respondents from the overall mean.
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Analyses of Nonresponse Bias Resulting
from Failure To Obtain Consent To Contact
Vaccination Providers and Provider
Nonresponse in the National Immunization
Survey

¥ Benjamin Skalland, National Opinion Research Center, skalland-
benjamin@norc.org; Robert Montgomery, National Opinion Research Center;
Philip J. Smith, Centers for Disease Control and Prevention

Key Words: Nonresponse, Bias, NIS

The National Immunization Survey is a national, list-assisted RDD survey
conducted by NORC for CDC and monitors vaccination rates of children be-
tween 19 and 35 months of age. It consists of two data collection phases: a
telephone survey to identify households with age-eligible children followed
by a mail survey of providers to collect provider-reported vaccination his-
tories from those children. At the end of the telephone survey consent is
requested to contact vaccination providers. We explore potential bias in es-
timated vaccination coverage rates attributable to (i) the failure to obtain
consent at the end of the telephone survey and (ii) provider nonresponse in
the provider mail survey.

99 Environmental Statistics

Section on Statistics and the Environment, Section
on Risk Analysis
Monday, August 4, 8:30 a.m.-10:20 a.m.

Wind Forecasting Models and Loss Function

% Amanda S. Hering, Texas A&M University, 3143 TAMU, College Station,
TX 77843-3143, mhering@stat.tamu.edu; Marc G. Genton, University of
Geneva

Key Words: Directional data, Loss functions, Skew-t distribution

Making accurate predictions of wind speed reduces the risk that electrical
grids face after accepting wind energy as a source. Two models for making
short-term forecasts are presented that handle the wind vector as either
Polar or Cartesian coordinates. Modeling the wind vector with speed and
direction is more intuitive but also more difficult since direction is a circular
variable. Transforming these into the Cartesian components is commonly
done, and a regression model with a skew-t error distribution can provide a
flexible fit to the data. The quality of the predictions from these models can
be more realistically assessed with a loss function that depends upon the
“power curve” that describes the nonlinear relationship between speed and
power. The proposed loss function yields more insight into the true worth of
each model’s predictions.

Probabilistic Wind Forecasting Using Bayesian
Model Averaging

% J. McLean Sloughter, University of Washington, 2600 Eastlake Ave E
#204, Statistics, Seattle, WA 98102, mclean@stat.washington.edu

Key Words: ensemble, forecasting, BMA, wind

Bayesian model averaging (BMA) is a statistical way of post-processing fore-
cast ensembles to create predictive PDFs for weather quantities. It represents
the predictive PDF as a weighted average of PDFs based on the individual
forecasts. It was developed initially for quantities whose PDFs can be ap-
proximated by normal distributions, such as temperature and sea level pres-
sure, and has been extended to skewed distributions for modeling precipita-
tion. In this study BMA is extended to another case of skewed distributions
for modeling wind speed. The method was applied to daily 48-h forecasts of
maximum wind speed in the North American Pacific Northwest in 2003-04
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using the University of Washington mesoscale ensemble, and is shown to
provide calibrated and sharp probabilistic forecasts. Comparisons are made
between a number of potential formulations for the BMA model.

Test of Homogeneity in Some Cyclic Predator-
Prey Systems

% Severien Nkurunziza, University of Windsor, 401 Sunset Avenue,
Windsor, ON N9B 3P4 Canada, severien@uwindsor.ca

Key Words: likelihood ratio test, Interaction parameter, Ornestein-Uhlen-
beck processes, Lotka-Volterra system, ODE system, predator-prey

In this talk, we consider a stochastic model where k deterministic Lotka-Vol-
terra systems of ordinary differential equations (ODEs) are perturbed with
k pairs of random errors. Further, we are interested in testing problem con-
cerning the homogeneity between k pairs of the interaction parameters of the
ODEs. We assume that the k pairs of random errors are independent and that,
each pair follows correlated Ornstein-Uhlenbeck processes. This stochastic
model extends that suggested in Froda and Colavita (2005) as well as in Froda
and Nkurunziza (2007), where k=1. Under this statistical model, we propose a
likelihood ratio test and study the asymptotic properties of this test.

Introducing the S-Value: An Exploratory Tool

for Spatial Dependence on a Lattice
¥ Petrutza Caragea, lowa State University, Snedecor Hall, Ames, IA 50014,
pcaragea@iastate.edu; Mark Kaiser, [owa State University

Key Words: CAR models, lattice data, exploratory tool

The application of Markov random fields to problems involving spatial data
on lattice systems (as often desirable in the environmental and ecological
sciences, agriculture, and other areas of biology) requires decisions regard-
ing a number of important aspects of model structure. Existing exploratory
techniques appropriate for spatial data do not provide direct guidance to an
investigator about these decisions. We introduce a diagnostic quantity use-
ful in situations for which one is contemplating the application of a Markov
random field model based on conditional one parameter exponential family
distributions. This exploratory diagnostic is shown to be a meaningful sta-
tistic that can inform decisions involved in modeling spatial structure with
statistical dependence terms. We illustrate its use in guiding modeling deci-
sions and demonstrate that these properties have use in applications.

Adapting a Local Indicator of Spatial
Association To Identify Hot Spots in Traffic
Safety

¥ Elke A. Moons, Transportation Research Institute - Hasselt University,
Science Park 1/15, Diepenbeek, International 3590 Belgium, elke.moons@
uhasselt.be; Tom Brijs, Transportation Research Institute - Hasselt
University; Geert Wets, Transportation Research Institute - Hasselt
University

Key Words: spatial statistics, local indicator of spatial association, Moran’s
L, hot spot analysis, traffic safety

In the last years, traffic safety has become a ‘hot’ topic in the media, for poli-
cy makers, for academics and for the broad audience. In general, traffic safety
analysis can be split up in four phases: identification of hot spots, ordering,
profiling of the hazardous locations and finally selecting the locations that
need to be handled. This paper will focus on phase 1. Several spatial mea-
sures have been developed to identify hot spots, however, not all measures
are equally well suited to the field of traffic safety (e.g. a high-accident loca-
tion is always of interest for hot spot analysis, but a low-accident location
may be of interest if its neighboring locations show an opposite behavior re-
garding the number of accidents). In this paper we will present an adaptation
of alocal measure of spatial association, more specific on Moran’s  and apply
it to identify hot spots on highways.
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Mixture Methods for the Analysis of Flood

Frequency Distributions

% John Grego, University of South Carolina, Statistics Departmenbt,
University of South Carolina, Columbia, SC 29208, grego@stat.sc.edu; Philip
Yates, California State Polytechnic University, Pomona

Key Words: EM algorithm, Acceleration methods, Gumbel distribution,
Delta method, Edgeworth approximation

Hydrologists have long used unmixed distributions to estimate flood fre-
quency distributions, and have recently proposed improvements to their
methods, including use of extreme value distributions. This presentation
looks at alternative approaches to this type of analysis to account for mul-
tiple mechanisms for flood events. We study finite mixture models for 3-pa-
rameter log gamma (log Pearson Type III), normal, lognormal and extreme
value distributions. These techniques will then be used on flood frequency
data from watersheds in South Carolina to estimate, e.g., the 1% chance flood
for these estuaries. We will review standard error estimates for these meth-
ods and propose new approaches.

100 Statistics as Liberal

Arts, Communication, Critical
Thinking, and Outreach A

Section on Statistical Education
Monday, August 4, 8:30 a.m.-10:20 a.m.

Teaching Statistics as Part of a Learning
Community

¥ Yvonne M. Zubovic, Indiana University Purdue University, Fort Wayne,
2101 Coliseum Blvd., East, Fort Wayne, IN 46805, zubovic@ipfw.edu

Key Words: education, introductory statstics, writing

Curricular learning communities are classes that are linked thematically
during an academic term and enroll a common cohort of students. As part
of the First Year Experience initiative, a general education statistics course
was linked with a writing course for a cohort of first semester freshmen. We
will discuss the learning objectives, for the learning community and the sta-
tistics course itself, as well as strategies used to achieve these objectives. We
will also present some issues relevant to teaching in a learning community:
identifying an interdisciplinary theme, implementing community building
activities, coordinating the schedules of topics, integrating joint activities
and assignments, designing joint assessments, and organizing co-curricular
activities. This talk will highlight lessons learned from teaching an introduc-
tory statistics course as part of a learning community.

SiSSYS: Reflections from a Capstone Course
Using Sports Data

% Michael Schuckers, St. Lawrence University, Dept of Math, CS and
Stats, Canton, NY 13617, schuckers@stlawu.edu; Robin Lock, St. Lawrence
University; Travis Atkinson, St. Lawrence University

Key Words: sports, capstone, education

Topics in sports are often used as a conduit for student interest in statistics
and statistical methods. In this talk we describe a capstone course based on
applications of statistics methods to sports. The Statistics in Sports Senior
Year Seminar (SiSSYS) was run at St. Lawrence University during the 2007-08
academic year and included eight senior students. We will include a discussion
of the impetus for the seminar as well as a synopsis of the structure, examples
of topics considered and an assessment of the outcomes. Additionally, we will
make recommendations and offer advice to others considering sponsoring
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such a course. Two posters at this JSM will display summaries from the final
projects that students in this course completed.

Social Justice, Gender Equity, and Service
Learning in Statistics Education: Lessons
Learned from the DOE-Funded Project ACE

¥ Lawrence M. Lesser, The University of Texas at El Paso, Dept. of
Mathematical Sciences, 500 W. University Avenue, El Paso, TX 79968-0514,
Lesser@utep.edu

Key Words: social justice, gender, education, equity, service learning, in-
troductory

Social justice, equity, and service learning are powerful vehicles for support-
ing statistics education (& the JSM 2008 theme). With support from Project
ACE (funded by the U.S. Department of Education; PI: J. Tinajero), I applied
the groundwork of my 2007 JSE paper and CAUSE webinar by redesigning an
introductory statistics course I taught in fall 2007 to 52 pre-service teachers
at a mid-sized research university on the US-México border. We’ll discuss
the significant quantitative and qualitative evidence of impact on students’
knowledge and engagement. We'll also share examples of connecting ACE
themes with standard course topics, as well as practical implementation is-
sues. Research suggests that all instructors (regardless of one’s personal or
political beliefs) need to be aware of the implicit role equity plays in how stu-
dents experience certain ideas (e.g., bias, random selection).

Interesting Examples of the Use and Misuse of

Statistics from the Law
% Harry J. Norton, Carolinas Medical Center, ROB #410, PO Box 32861,
Charlotte, NC 28232-2861, jnorton@carolinas.org

Key Words: Teaching, Statistical Education, Examples from the Law

Keeping undergraduate students and medical residents interested in sta-
tistics when the majority are taking the class as a requirement can be chal-
lenging. I have attempted to accomplish this goal by the use of interesting
examples from the law. Examples will include the purported first courtroom
case in the US to use statistical evidence, examples of the misuse of statistics
that lead to cases being overturned on appeal, a paradox concerning Corpo-
rate Average Fuel Economy (CAFE) regulations, and “what went wrong with
Executive Order No. 11497

Consulting Activities and Introductory Course
Topics: The Chicken, the Egg, and the Chef?

% Jim Bentley, University of Redlands, Dept. of Mathematics, 1200 E
Colton Avenue, Redlands, CA 92374, jim_bentley@redlands.edu

Key Words: undergraduate consulting, introductory course

For many statisticians teaching introductory statistics, the selection of
course topics is dictated in part by their understanding of an historic need
for certain methods. For many statisticians watching over student consult-
ing experiences, the need to cover topics is mandated by the projects in
which the students are involved. In an optimal setting these two sets of top-
ics would be identical. Some would argue that the topics commonly covered
in “modern” introductory statistics courses are appropriate for the needs of
the students. Experiences in the consulting lab would suggest that we should
be looking outside of the classroom to statisticians working within research
environments such as industry and government to determine the topics that
our students really need to understand.
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The ‘Parknership’ Research Program Between
the Florida Park Service and Florida Atlantic
University’s Honors College

% Stephanie Fitchett, University of Northern Colorado, Department of
Mathematical Sciences, Campus Box 122, Greeley, CO 80639, stephanie.
fitchett@unco.edu; Hank Smith, Florida Atlantic University & Florida Park
Service

Key Words: service learning, statistics education

The “Parknership” Research Program is a wildlife biology research col-
laboration between the Florida Park Service, Florida Atlantic University,
and several other government and educational institutions. Through the
“Parknership” program, students and faculty collaborate with scientists in
the partner organizations on research related to practical wildlife manage-
ment. Students who participate in the program are expected to produce work
that contributes to effective management of endangered species and their
habitats; integrates scientific, political, and economic aspects of wildlife and
endangered species management; utilizes appropriate statistical and math-
ematical tools for data analyses; and is published in scientific journals. This
presentation describes the “Parknership” Research Program and the funda-
mental role of statistics in the program.

101 Nonparametrics and

Functional Data Analysis

Section on Statistical Computing, Section on
Nonparametric Statistics, IMS
Monday, August 4, 8:30 a.m.-10:20 a.m.

Functional Component Pursuit for Small N,
Large P Data

Yoonkyung Lee, The Ohio State University; % Yonggang Yao, The Ohio State
University, Department of Statistics, 1958 Neil Avenue, Columbus, OH
43210, yao@stat.osu.edu

Key Words: Reproducing Kernel, Support Vector Machine, Nonparametric
Regularization, Linear Programming

Based on reproducing-kernel Hilbert space theory, a large class of feature
spaces can be characterized through their kernel functions, which have been
widely applied in modern nonparametric statistics. Nonparametric regular-
ization methods can be used to fit satisfactory predictive models for small
n large p data, while their solutions usually involve all the p variables and
do not identify the principal components that are more responsible for the
prediction. By further parameterizing the kernel structure, many current
nonparametric regularization methods can be extended to achieve both
model-fitting and feature selection objectives. In this report, we focus on the
nonparametric regularization problems associated with a kernel collection,
and introduce a fast adaptive kernel selection algorithm rooted in paramet-
ric linear programming.

Large-Scale Clustering of Dependent Curves

% Huijing Jiang, Georgia Institute of Technology, 350448 Georgia Tech
Station, Atlanta, GA 30332, hjiang@isye.gatech.edu; Nicoleta Serban, Georgia
Institute of Technology

Key Words: clustering, spatial dependence, functional data analysis, demo-
graphics, Incomplete Choslesky Factorization, kernel-based decomposition

In this paper, we introduce a model-based method for clustering multiple
curves or functionals under spatial dependence specified up to a set of un-
known parameters. The functionals are decomposed using a semiparametric
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model where the fixed effects account for the large-scale clustering associa-
tion and the random effects for the small-scale spatial-dependence variabil-
ity. The clustering model assumes the clustering membership as a realization
from a Markov random field. Within our estimation framework, the empha-
sis is on a large number of functionals/spatial units with sparsely sampled
time points. To overcome the computational cost resulting from large de-
pendence matrix operations, the estimation algorithm includes a two-stage
approximation: low-ranked kernel-based decomposition of the dependence
matrix and Incomplete Choslesky Factorization of the kernel matrix.

Polynomial Spline Independent Component
Analysis with Application to fMRI Data

% Atsushi Kawaguchi, The University of North Carolina at Chapel Hill,
Department of Biostatistic, Chapel Hill, NC 27599, kawa.a24@gmail.com;
Young K. Truong, The University of North Carolina at Chapel Hill; Xuemei
Huang, The University of North Carolina at Chapel Hill

Key Words: Independent Component Analysis, Spline, Spatial-Temporal
Data, Functional Magnetic Resonance Imaging

We continue our development of independent component analysis (ICA) us-
ing a maximum likelihood approach based on polynomial splines with adap-
tive knot locations. In a previous study, such approach has produced favor-
able results based on simulation under the framework of the blind source
separation (or temporal ICA), and we also observed that it may not be trivial
to apply this method to detect spatial-temporal features from functional
magnetic resonance imaging (fFMRI) data. In this paper, we incorporate an
unsupervised learning method into our algorithm, which yields a significant
improvement over existing adaptive methods based on kernel density esti-
mates. The proposed procedure is applied to an fMRI study involving Parkin-
son’s disease patients for identifying regions that are activated by specific
experimental tasks.

A Spatial Spline Algorithm and an Application

to Climate Waves Over the United States

* Derek D. Cyr, University at Albany, Dept. of Epidemiology and
Biostatistics, School of Public Health, 1 University Place, Rensselaer, NY
12144-3456, dc896148@albany.edu; Igor G. Zurbenko, University at Albany

Key Words: Splines, Smoothing, Temperature

Technology of multidimensional signal processing with high levels of noise
will be discussed together with a new algorithm of spline smoothing. A
3D spatial KZ spline has been used by I. Zurbenko, R. Henry and S. Sana-
pati to obtain 4D images of El Nifio oscillations in the air temperature over
the USA; see ftp://ftp.dec.state.ny.us/dar/air_research/htdocs (tmpg folder).
These images are constructed as a movie in a compressed time with waves
of temperature deviations from normal, scaled in color; it may identify po-
tential disastrous areas in time and space as well as a long term forecast
of deviations from normal levels. Such deviations can be predicted using
a 3D space approach approximately one year ahead. For more details, see
Kolmogorov-Zurbenko Spline Smoothing and Applications. R package ver-
sion 1.2.0. http://cran.us.r-project.org.

Nonparametric Density Deconvolution by

Weighted Kernel Estimators

¥ Berwin A. Turlach, National University of Singapore, Dept of Statistics
and Appl Prob, 6 Science Drive 2, Singapore, 117546 Singapore, statba@nus.
edu.sg; Martin L. Hazelton, Massey University

Key Words: Density estimation, Errors in variables, Integrated square er-
ror, Measurement error, Weights

Nonparametric density estimation in the presence of measurement error
is considered. In this paper a new approach based on a weighted kernel
density estimator is proposed as opposed to the usual kernel deconvolution
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estimator which uses a modified kernel. In practice a data driven method
of weight selection is required. Our strategy is to minimize the discrepancy
between a standard kernel estimate from the contaminated data on the one
hand, and the convolution of the weighted deconvolution estimate with
the measurement error density on the other hand. We consider a direct
implementation of this approach, in which the weights are optimized subject
to sum and non-negativity constraints, and a regularized version in which
the objective function includes a ridge-type penalty. Numerical tests suggest
that the weighted kernel estimation can lead to tangible improvements.

On the Change-Point Regression by Local

SPSTh-Order Polynomial Kernel Estimators

% Bo Zhang, University of Minnesota., 1060 27th Ave SE Apt E, School of
Statistics, Minneapolis, MN 55414, dzhang@stat.umn.edu

Key Words: change-point, nonparametric regression, discontinuity detec-
tion, Hausdorff distance

Importantissue arises when dealing with nonparametric regression with dis-
continuities. That is knowledge of discontinuities, including the estimates of
not only discontinuities locations but also their magnitudes. In this article,
we compare the performance of general estimate $M"p(x)$ ($p=1,2,\cdots$)
of absolute difference of two one-sided local $p$th-order polynomial kernel
estimators for potential jump points in conducting detection of discontinui-
ties and estimation of their magnitudes. Theoretical results ensure strong
consistency of proposed procedure. The notice is brought to the procedures
by one-sided quadratic kernel estimators, and even cubic estimators. The
simulation results and real examples show that they outperform the tradi-
tional ones in some cases, in sense of Hausdorff distance of estimated jumps
and truth. Joint work with Prof Peihua Qiu.

Statistical Inference for Dynamic Models with
the Generalized Profiling Method

% Jiguo Cao, Simon Fraser University, Burnaby, BC V5A1S6 Canada, jca76@
sfu.ca

Key Words: differential equations, penalized smoothing, profiling method,
nuisance parameters, Dynamic models, funcitonal data analysis

Dynamic models, usually written in forms of differential equations (DEs), de-
scribe the rate of change of a process. They are widely used in medicine, en-
gineering, ecology and a host of other applications. One central and difficult
problem is how to estimate DE parameters from noisy data. We have devel-
oped the generalized profiling method to solve this problem. DE solutions are
approximated by nonparametric functions, which are estimated by penalized
smoothing with DE-defined penalty. The computation is much faster than oth-
er methods. A modified delta method is proposed to estimate variances of DE
parameters, which include all the uncertainty of the smoothing process. I will
demonstrate our method with estimating a predator-prey dynamic model and
gene regulatory networks. The generalized profiling method can also be used
to estimate other statistical models with nuisance parameters.

102 Recent Developments

in Control Charts and Profile
Monitoring

Section on Quality and Productivity, Section on
Physical and Engineering Sciences
Monday, August 4, 8:30 a.m.-10:20 a.m.
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A Distribution-Free, Shewhart-Type Quality
Control Chart for Detecting a General Change

in a Process

% Saad T. Bakir, Alabama State University, 2405 Reston Place, Montgomery,
AL 36117, shakir@alasu.edu

Key Words: Nonparametric, average run length

A distribution-free (or nonparametric) Shewhart-type quality control chart for
detecting a general change in the probability distribution of a process is pro-
posed. The chart is based on the two-sample Kolmogorov-Smirnov statistic
and it requires the availability of a reference (or training) sample of observa-
tions taken when the process was operating in-control. One advantage over the
traditional distribution-based charts is that the proposed chart has the same
in-control ARL and false alarm rate over the class of all continuous distribu-
tions. Therefore its control limits need not be adjusted according to the assumed
underlying distribution. Simulation studies show that the proposed chart can
be more efficient than the Shewhart X-bar chart when the process underlying
distribution is not normal, especially when this distribution has heavy tails.

Profile Monitoring for Attributes Data
* Arthur Yeh, Bowling Green State University, Department of Applied
Statistics and OR, Bowling Green, OH 43403, byeh@bgsu.edu

Key Words: Profile Monitoring, Phase I Control, Attributes Response, Lo-
gistic Regression, Covariance Matrix, Shewhart Chart

Pertaining to industrial applications in which the response variable of inter-
est is binary, we study how the profile functional relationship between the
response and predictor variables can be monitored using logistic regression.
Under such a premise, we extend and study several Hotelling T*2-charts that
have been studied under continuous response variable to binary response
variable for the purpose of Phase I profile monitoring. Based on simulations,
we compare the performance of these T*2-charts charts in terms of the sig-
nal probability for different out-of-control scenarios. A real example origi-
nated from aircraft construction is given in which these T*2-charts are ap-
plied and compared using the data. A discussion of potential future research
is also given.

Monitoring Profile Data: A Likelihood Ratio Test
Approach

* Junjia Zhu, The Pennsylvania State University, 331A Thomas Building,
University park, PA 16802, junjia@psu.edu

Key Words: Statistical Process Control, Profile Monitoring, Generalized
Linear Models, Likelihood Ratio Test, EWMA chart, ARL

In this article we focus on Phase II monitoring of profile data. The profile
data is assumed to be adequately modeled by the Generalized Linear Model
(GLM). Likelihood ratio test (LRT) based control charts are proposed to de-
tect the shift of on-line profiles from the baseline profile. In addition, both
Shewhart-type and EWMA-type LRTcontrol charts are considered.

Diagnostics After a Signal from Control Charts

in a Normal Process

* Jianying Lou, Virginia Polytechnic Institute and State University,
Department of Statistics, Virginia Tech, Blacksburg, VA 24061, jlou@vt.edu;
Marion R. Reynolds, Jr., Virginia Polytechnic Institute and State University;
Dong-Yun Kim, Virginia Polytechnic Institute and State University

Key Words: Control chart, signal, diagnostics, maximum likelihood

Control charts are fundamental SPC tools for process monitoring. When a
combination of charts signals, knowing the change point, which distribu-
tional parameter changed, and/or the change size helps to identify the cause
of the change. Traditionally the change point and the changed parameter are
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determined by informally examining the control charts. Maximum likeli-
hood (ML) estimation of the change point is also used in SPC, but estimat-
ing the current process mean associated with special causes has mainly been
done in EPC. In this paper, we develop diagnostics to provide information
about the change point, the changed parameter and the change size. We
propose using ML estimators of the current process parameters and their
confidence intervals to identify and estimate the changed parameters. This
approach works well in most cases, and has better performance than the tra-
ditional approach.

CUSUM Charts with Censored Ordinal

Categorical Data

¥ Denisa A. Olteanu, Virginia Polytechnic Institute and State University,
615 Washington ST SE, Apt 3, Dept. of Statistics, Blacksburg, VA 24060,
dolteanu@vt.edu

Key Words: Ordinal Categorical, Censored, quality control, CUSUM

In many quality control applications the data collected fall into a finite set of
ordered categories. In some cases the analyst only knows an upper or lower
limit for the actual data point. This paper uses a latent continuous random
variable that takes values in the intervals determined by the ordered cat-
egories to model the process. The proposed procedure uses samples of n data
points and models the counts of data points falling in any specific interval by
a multinomial distribution. This paper develops a cumulative sum (CUSUM)
control chart based on the multinomial distribution to detect changes in the
latent distribution. This paper illustrates the proposed procedure to one of
Becton Dickinson’s, the medical devices manufacturer, processes.

Control Charts with Missing Observations

% Sara R. Wilson, Virginia Polytechnic Institute and State University, 307
Hunt Club Road #6400 I, Blacksburg, VA 24060, sawilson@vt.edu; Marion R.
Reynolds, Jr., Virginia Polytechnic Institute and State University

Key Words: Statistical process control, Control charts, EWMA, MEWMA,
Average time to signal

Traditional control charts for process monitoring are based on taking sam-
ples from the process at regular time intervals. However, it is often possible
in practice for observations, and even entire samples, to be missing. We in-
vestigate different ways to deal with missing observations in Exponentially
Weighted Moving Average (EWMA) control charts by considering several ap-
proaches for adjusting the weights of the EWMA control statistic. The case
in which individual observations are taken at each sampling point, as well as
the case in which the sample size is greater than one are considered. Integral
equation and Markov chain methods are developed to find and compare the
statistical properties of these charts. The multivariate case in which infor-
mation on some of the variables is missing is also examined using Multivari-
ate EWMA (MEWMA) control charts.

A Residual-Based Hotelling’s TA2 Chart

Soren Bisgaard , University of Massachusetts Amherst; 3Xuan Huang,
University of Massachusetts Amherst, Isenberg School of Management, 121
Presidents Drive, Amherst, MA 01003, xuan@som.umass.edu

Key Words: Process monitoring, Statistical process control, Quality con-
trol, Multivariate time series, Average run length

The application of Hotelling’s T*2 for the simultaneous monitoring of sev-
eral quality characteristics assumes temporal independence. However, in-
dustrial data is often autocorrelated. For applications where the data stream
follows a multivariate time series model, we propose a special cause control
chart based on applying Hotelling’s T*2 to the residuals. We provide detailed
evaluations of the performance of the proposed method based on the Aver-
age Run Length (ARL) for a group of first order vector autoregressive models.
We conclude that the residual based method in most cases perform favorably
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relative to using a Hotelling’s T*2 chart directly on the unfiltered observa-
tions. We also demonstrate the method when applied to data from an indus-
trial process.

103 Nonparametric

Identification of Densities,
Features, Mixtures, Shapes, and
Images

Section on Nonparametric Statistics, IMS
Monday, August 4, 8:30 a.m.-10:20 a.m.

Analysis of the Shape of Unimodal Densities
with Nonparametric Density Estimation

% Jussi Klemela, University of Oulu, Department of Mathematical Sciences,
P.O. Box 3000, Oulun Yliopisto, International 90014 Finland, klemela@oulu.fi

Key Words: multivariate data, nonparametric density estimation, level set
trees, shape analysis, visualization

Nonparametric density estimation has been applied successfully in mode de-
tection. However, nonparametric analysis of the shape of unimodal densities
has attracted less interest. Level set tree based techniques can be applied to
analyze the shape of unimodal densities. Alevel set tree of a function is a tree
structure of the separated components of level sets of the function. Level
set trees can be used to describe not only the shape of functions but also the
shape of multidimensional sets; we can define a distance function or a height
function on a set and construct a level set tree of this function. Finally, level
set trees can be used to describe the shape of point clouds, by applying appro-
priate smoothing. This leads to a computationally efficient way of describing
the shape of unimodal densities.

A Nonparametric Kurtosis Ordering for
Multivariate Distributions

% Jin Wang, Northern Arizona University, Department of Mathematics and
Statistics, Flagstaff, AZ 86011-5717, jin.wang@nau.edu; Weihua Zhou, The
University of North Carolina, Charlotte

Key Words: Nonparametric method, Volume functional, Kurtosis, Order-
ing, Elliptically symmetric distributions, Multivariate normality

Extending the Balanda and MacGillivray (1990) kurtosis ordering for uni-
variate distributions, we define and study a nonparametric kurtosis order-
ing for multivariate distributions. This ordering is preserved by the nonpara-
metric multivariate kurtosis functional of Wang and Serfling (2005) and it is
inversely preserved by the “fan plot” of Liu, Parelius and Singh (1999). For el-
liptically symmetric distributions, the ordering determines the distribution
up to affine equivalence. This is applied to design a new graphical method
to assess multivariate normality. Ordering results are established for three
important families of elliptically symmetric distributions: Kotz-type distri-
butions, Pearson Type VII distributions, and Pearson Type II distributions.
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Nonparametric Estimation in Multivariate

Mixture Models

% Tatiana Benaglia, The Pennsylvania State University, 325 Thomas
Building, University Park, PA 16802, tab321@stat.psu.edu; David Hunter, The
Pennsyvania State University; Didier Chauveau, Université d'Orléans, France

Key Words: EM algorithm, kernel density estimation, multivariate mix-
ture, nonparametric mixture

We propose an algorithm for nonparametric estimation for finite mixtures
of multivariate random vectors that is not, but strongly resembles, a true EM
algorithm. The vectors are assumed to have conditionally independent coor-
dinates, but otherwise their density functions are completely unspecified.
Our algorithm is much more flexible and easily applicable than existing al-
gorithms in the literature; it can be extended to any number of mixture com-
ponents and any number of coordinates of the multivariate observations.
Thus it may be applied even in situations where the model is not identifiable,
so care is called when it is difficult to establish identifiability conclusively.
Our algorithm yields much smaller mean integrated squared errors than an
alternative algorithm in a simulation study. In another example using a real
data set, it provides new insights that extend previous analyses.

L2 Estimation of Mixture Complexity

¥ Umashanger Thayasivam, The University of Georgia, Department of
statistics, 101 Cedar Street, Athens, GA 30602-1952, rtshanger@yahoo.com;
T. N. Sriram, The University of Georgia

Key Words: Mixture Complexity, Minimum Integrated Square distances,
robust estimation, minimum distance

Developing statistical procedures to determine the number of components,
known as mixture complexity, remains an area of intense research. In many
applications, itis important to find the mixture with fewest components that
provides a satisfactory fit to the data. Here, we focus on consistent estima-
tion of unknown number of components in finite mixture models, when the
exact form of the component densities are unknown but are postulated to be
close to members of some parametric family. Minimum Integrated Square
distances (L2E) are used to develop a robust estimator of mixture complex-
ity, when all the parameters associated with the model are unknown. The
estimator is shown to be consistent. We illustrate the use of our method for
three well known datasets: the acidity data, enzyme data and galaxy data.

Probabilistic Watermark Detection in Movies
Sam Behseta, California State University, Bakersfield; Charles Lam,
California State University, Bakersfield; % Robert Webb, California
Polytechnic State University, San Luis Obispo, CA 93407, webb@calpoly.edu

Key Words: Image Processing, Nonparametric Bootstrap, Watermarking,
Discrete Cosine Transforms

In this work, we propose different algorithms to approximate an original
watermarked document, primarily a movie represented with a sequence of
matrices. We consider the case of a collusion attack when a number of water-
marked copies are available. We use the Bootstrap to construct point-wise
confidence intervals for each matrix, represented via their discrete cosine
transforms. We demonstrate, by way of an extensive simulation that in addi-
tion to stellar probabilistic coverage, Bootstrap machinery is highly efficient
when the number of Bootstrap iterations, the sample size and the number
of watermarked copies are of interest. Most importantly, the results suggest
that the precision of our probabilistic methodology increases quickly when
the number of watermarked copies are increased.

Density Estimation Through Kernel Estimation-
Based ECF

% Mawia Kaddoura, The Petroleum Institute, United Arab Emirates,
mkaddoura@pi.ac.ae; Michael Conerly, The University of Alabama
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Key Words: kernel function, characteristic function, ECF, evaluation of
bandwidth

This paper reports on an investigation of the use kernel methods to estimate
the CF. The proposed method enhances the smoothing of the ECF to improve
its performance and is based on using the CF of the kernel method to es-
timate the underlying distribution without having to calculate the optimal
value of the kernel smoothing parameter. Smoothing the ECF by multiplying
it by the CF of the kernel is equivalent to the estimation of the CF via the
kernel method. The proposed method calls for minimizing the 12 norm of
the mean squared error of the estimated CF using the kernel method with
respect to the bandwidth, which yields an estimator that does not depend
directly on any kernel function and avoids the evaluation of bandwidth. The
inversion theorem of the resulting CF is used to estimate of the underlying
PDF. Supporting simulation results will be included in the paper.

104 Model Selection,

Matching, and Meta-Analysis

Section on Health Policy Statistics, Biopharmaceutical
Section, Section on Statistics in Epidemiology
Monday, August 4, 8:30 a.m.-10:20 a.m.

Use of Propensities with Unmeasured

Confounders

% David Nelson, Minneapolis VA Medical Center, University of Minnesota,
One Veterans Drive, Minneapolis, MN 55417, dave.nelson@med.va.gov;
Siamak Noorbaloochi, VAMC and University of Minnesota

Key Words: Propensity Theory, Missing Confounders, Dimension Reduction

Observational studies assessing causal relationships between an explana-
tory measure and an outcome can be complicated by hosts of potential con-
founding measures. Propensity theory effectively addresses confounding
when all confounders are measured. The assumptions underlying noncon-
founded causal inference using propensities breakdown when there are un-
measured confounders. However, when there are unmeasured confounders,
the dimension reduction central to propensities and related summaries can
still be utilized in the inferential process. We discuss how propensity theory
can be combined with simple covariate free methods for addressing unmea-
sured confounders to estimate the causal effects.

Bayesian Models for the Meta-Analysis of

Sparse Tables

* Eloise Kaizar, The Ohio State University, Department of Statistics, 1958
Neil Avenue, Columbus, OH 43210, ekaizar@stat.osu.edu; Joel Greenhouse,
Carnegie Mellon University; Howard Seltman, Carnegie Mellon University

Key Words: meta-analysis, Bayesian models, rare events, sparse tables

Recent concern around the possible association of severe but rare adverse
events with commonly-used medications (e.g., antidepressants, COX-2 in-
hibitors) has led to a number of meta-analyses of adverse events observed
in randomized controlled trials. Because so few events are observed in each
trial, many traditional meta-analysis methods are computationally unable
to be applied in these analyses without ad-hoc adjustment. Bayesian models
have been proposed to overcome many of the computational issues associat-
ed with rare event meta-analysis. However, the behavior of these models has
not been adequately explored. We illustrate how different parameterizations
and corresponding choice of prior specification impact the performance of
Bayesian estimates and their robustness.
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The Essential Role of Pair Matching in Cluster-
Randomized Experiments, with Application
to the Mexican Universal Health Insurance
Evaluation

* Kosuke Imai, Princeton University, Department of Politics, Princeton, NJ
08544, kimai@Princeton.Edu; Gary King, Harvard University; Clayton Nall,
Harvard University

Key Words: causal inference, community intervention trials, group-ran-
domized trials, matched-pair design, health policy, noncompliance

A basic feature of many field experiments is that investigators are only able
to randomize clusters of individuals even when individuals are the unit of
interest. To recoup some of the resulting efficiency loss, many studies use
the “matched-pair cluster-randomized design.” Other studies avoid pairing,
because some claim to have identified serious problems with this design.
We prove that all such claims are unfounded, and show that the estimator
favored in the literature is appropriate only in situations where matching
is not needed. To address this problem, we propose a simple nonparamet-
ric estimator with improved statistical properties. We show that from the
perspective of bias, efficiency, power, or robustness, pairing should be used
whenever feasible. We develop these techniques in the context of a random-
ized evaluation of the Mexican Universal Health Insurance Program.

Model Selection for Individualized Treatment

Rules

¥ Min Qian, The University of Michigan, 439 West Hall, 1085 South
University Ave., Ann Arbor, MI 48104, mingian@umich.edu; Susan A.
Murphy, The University of Michigan

Key Words: decision making, machine learning, oracle inequality

In medicine, no single treatment has been shown to be effective for all. This
has motivated researchers to incorporate the heterogeneity in need for treat-
ment across individuals. A decision rule that assigns treatment according to
patient characteristics is called an individualized treatment rule. Our goal is
to estimate the treatment rule that maximizes the mean reward. Penalized
regression is used to estimate the optimal individualized treatment rule. We
first give nontrivial upper bounds on the excess mean reward in terms of the
excess prediction error. Fast rate of convergence of the excess mean reward
is obtained in the case of low noise. Then we provide a non-asymptotic upper
bound of the excess prediction error. Finally we present an oracle inequality of
the excess mean reward.

Model Comparison for Association Between
Hospital Performance and Hospital
Characteristics: Proportional or Hierarchical

Binary Outcomes

% Jacob J.H. Cheng, Maryland Hospital Association, 6816 Deerpath Rd,
Quality Indicator Project, Elkridge, MD 21075, jcheng@mhaonline.org; Carlos
E Alzola, Data Insights; Nikolas Matthes, Maryland Hospital Association

Key Words: Proportional Outcome, Hierarchical Binary Outcome, Linear
Models, Generalized Linear Mixed Models (GLMM), Generalized Estimating
Equations (GEE), Hospital Performance and Characteristics

Hospital performance is usually measured by the proportion of patients who
received appropriate care. Linear models are intuitive tools to study the as-
sociation between performance and hospital characteristics but may violate
normality and homoscedasticity assumptions. GEE and GLMM work on the
binary patient-level outcomes. 2005-2006 data for heart failure care from 442
QIP hospitals were used. Models were evaluated by R2/RMSE with cross-vali-
dation and Type III test. Arcsine transformation improved the above problem
in linear models resulting in closer inference to GEE and GLMM. GEE had the
best power for marginal predictions while GLMM provided additional hospi-
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tal-specific predictions. The difference between linear models and GEE/GLMM
was minimal with enough sample size, leaving linear models attractive based
on their flexibility for handling model diagnosis and nonlinearity detection.

Longitudinal Data with Follow-Up Truncated
by Death: Communicating a Match Between

Analysis Method and Research Aims

*¥ Laura L. Johnson, NCCAM/NIH, 6707 Democracy Blvd, Suite 401, MSC
5475, Bethesda, MD 20892-5475, johnslau@mail.nih.gov; Brenda Kurland,
Fred Hutchinson Cancer Research Center; Paula Diehr, University of
Washington

Key Words: longitudinal data, truncation by death, missing data, general-
ized estimating equations, random effects models

How to summarize trajectories of longitudinal data truncated by death not
non-response? Unconditional models such as random effects models may
implicitly impute data beyond the time of death. Fully conditional models
stratify longitudinal response trajectories by time of death. Partly condi-
tional models reflect the average response in survivors at a given time point,
rather than individual trajectories. Joint models of survival and longitudinal
response describe the evolving health status of the entire cohort. Research-
ers using longitudinal data should consider which method of accommodat-
ing deaths is consistent with research aims, and use analysis methods ac-
cordingly. While subtly different wording is used to describe the analyses,
the results can vary dramatically, impacting clinical and public interpreta-
tion of an analysis.

105 Modeling, Estimation,

and Testing for Stochastic
Processes

IMS
Monday, August 4, 8:30 a.m.-10:20 a.m.

Statistical Tests for the Detection of a Self-
Regulation Property for Poisson-Type Point
Processes

¥ Franz Streit, University of Geneva, Department of Mathematics, Case
Postale 64, CH-1211 Geneva 4, CH 1211 Switzerland, streit@math.unige.ch

Key Words: Locally most powerful tests, Asymptotic optimality of tests,
Point processes, Self—regulation property

For an orderly point process on the positive real numbers let t(i) be the
ith point event after t=0 and the complete intensity function be given by
g(t:r;d,0)=d+rl(t-t(-1),{t-t(-1)>c}) for t in (tG-1),t()], i=1,2,...; d,c>0; r non-
negative; t(0)=0 and 1(x,A)=1 if x satisfies the condition A and 1(x,A)=0 oth-
erwise. We present tests for the hypotheses H: r=0 and K: r>0 for known d and
¢ based on the observation of the point process in the time period (0,t(m)],
where m is a fixed natural number. We indicate a locally most powerful test
and look then at the problem from the point of view of asymptotic optimal-
ity of the procedure (contiguous hypotheses). These results are extended to
other self-regulation properties.
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Finding the Recurrent Sets for a Markov
Chain Possessing Monotonically Decreasing

Nonhomogeneity
% Zach Dietz, Hamilton College, 20 College Hill Rd, Apartment 7, Clinton,
15213, zdietz@hamilton.edu

Key Words: Markov chain, non-homogeneity, location statistic

Consider a finite state, non-homogeneous Markov chain with transition ker-
nels \{P_n\}, where P_n monotonically converges to P in a pointwise fashion.
It has long been known that the limiting distribution of $X_n$, the location
statistic of the chain at time n, gives probability 1 to a set of recurrent states.
We present some partial results appertaining to what this limiting distribu-
tion is, an algorithm used to determine the recurrent states of this limiting
distribution.

Multivariate Stationary Processes with

Increments

% Chunfeng Huang, Indiana University, Statistics House, 309 North Park
Avenue, Bloomington, IN 47408, huang48e@indiana.edu; Tailen Hsing, The
University of Michigan

Key Words: spectral representation, correlation theory, random field, sto-
chastic process

To study the correlation of a multivariate stationary process with increments
which may possess different orders, a spectral representation theorem is ob-
tained for the correlation functions and the process. Some examples and ap-
plications are presented. This general theorem covers the result in Yaglom
(1958) and can be extended to the study of random fields.

Finite-Sample Properties of a System Reliability
Estimator Under Imperfect Debugging

¥ Marcus Agustin, Southern Illinois University Edwardsville, Department
of Mathematics and Statistics, Edwardsville, IL 62026, magusti@siue.edu;
Zenia Agustin, Southern Illinois University Edwardsville

Key Words: counting processes, software reliability

We will consider a system of components where the failure of each compo-
nent depends on the number of defects in the system and the failure rate
contribution of each defect. The number of defects changes dynamically
since removal of a defect may result in new defects being introduced to the
system. The system is observed for a fixed time period and the main interest
is to obtain an estimator of the system reliability at the end of the observa-
tion period. The finite-sample properties of the resulting estimator will be
evaluated using a simulation study.

Nonparametric Covariogram Estimation

Based on Irregularly Spaced Spatial Data

% Soutir Bandyopadhyay, Texas A&M University, 3143 TAMU, Department
of Statistics, College Station, TX 77843-3143, soutir@stat.tamu.edu;
Soumendra N. Lahiri, Texas A&M University

Key Words: spectral density, covariogram, spatial process, stochastic design

We propose a nonparametric estimator for the covariogram function based
on irregularly spaced spatial data generated by a stochastic design. Unlike
earlier works on the problem, the proposed estimator of the covariogram
does not involve any smoothing. As a result, the proposed method avoids the
vexing problem of finite sample choice of the smoothing parameter for prac-
tical applications. We investigate theoretical properties of the covariogram
estimator under pure- and mixed-increasing domain spatial asymptotics.
We will also present results from a moderately large simulation study.
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Nonexplosion of a Class of Semilinear Partial
Differential Equations via Branching Particle

Representations

% Santanu Chakraborty, University of Texas - Pan American, 1201 West
University Drive, Edinburg, TX 78541, schakraborty@utpa.edu; Jose A. Lopez
Mimbela, Centro de Investigacion en Matematicas

Key Words: Branching particle systems, Semilinear partial differential
equations, Global positive solutions

We consider a branching particle system where an individual particle gives
birth to a random number of offspring at the place where it dies before its
death. We assume a discrete probability distribution on the number of off-
spring. The corresponding branching process is described by a semilinear
partial differential equation. We obtain sufficient conditions for existence of
global positive solutions to semilinear equations of this form. These condi-
tions answer questions regarding a population becoming extinct in future.

106 Bayesian Methods;

Ridge Regression

Business and Economics Statistics Section, Section on
Bayesian Statistical Science
Monday, August 4, 8:30 a.m.-10:20 a.m.

A Bayesian Approach to Nonparametric

Monotone Function Estimation

%* Tom Shively, University of Texas at Austin, IROM Department, Mail Code
B6500, University of Texas, Austin, TX 78712, tom.shively@mccombs.utexas.
edu; Tom Sager, University of Texas at Austin

Key Words: MCMC sampling scheme, Mixture prior distributions, Regres-
sion splines, Small sample properties

Two Bayesian approaches to nonparametric monotone function estimation
are proposed. The first approach uses a hierarchical Bayes framework and
a characterization of smooth monotone functions given by Ramsay (1998)
that allows unconstrained estimation. The second approach uses a Bayesian
regression spline model (Smith and Kohn, 1996) with a mixture distribution
of constrained normals as the prior for the regression coefficients to ensure
the monotonicity of the resulting function estimate. The small sample prop-
erties of the two function estimators across a range of functions are provided
via simulation and compared with existing methods. An example is provided
involving economic demand functions that illustrates the application of the
constrained regression spline estimator in the context of a multiple regres-
sion model where two functions are constrained to be monotone.

Score-Based Porifolio Strategy in Bayesian View
% Timothy H. Lee, CRM, 595 Croydon Lane, Alpharetta, GA 30022,
tlee080551@aol.com

Key Words: Score Strategy, Portfolio decision, Bayesian

In some portfolio decision making, a target population is split into subgroups
based on selected criteria then various available actions are assigned to the
subgroups. Such a practice is usually based on statistically derived scores
using two group classification method. The scores are sometimes combined
with other score(s) or predictive variable(s)in a matrix or in an equation and
then performance for each combination (cell)or score group is observed for
portfolio decision. In this study, commonly practiced score strategy was dis-
cussed in a Bayesian view point and a combination of an intuitive business
approach and a statistical method was suggested for portfolio management
in practitioners’ point of view.
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Bayesian Inference in the Time-Varying

Cointegration Model

Gary Koop, University of Strathclyde; % Roberto Leon-Gonzalez, GRIPS,
7-22-1, Roppongi, Minato-Ku, Tokyo, 106-8677 Japan, rigegrips.ac.jp;
Rodney Strachan, University of Strathclyde

Key Words: Bayesian, directional statistics, error correction model, reduced
rank regression, Markov Chain Monte Carlo, time varying cointegration

There are both theoretical and empirical reasons for believing that the pa-
rameters of macroeconomic models may vary over time. However, work with
time-varying parameter models has largely involved Vector autoregressions
(VARs), ignoring cointegration. In this paper we develop time varying pa-
rameter models which permit cointegration. Time-varying parameter VARs
(TVP-VARs) typically use state space representations to model the evolution
of parameters. In this paper, we show that it is not sensible to use straight-
forward extensions of TVP-VARs when allowing for cointegration. Instead
we develop a specification which allows for the cointegrating space to evolve
over time in a manner comparable to the random walk variation used with
TVP-VARs. The properties of our approach are investigated before develop-
ing a method of posterior simulation. An empirical illustration is provided.

Generalized Maximum Entropy Estimation of
the Parameters of Production and Demand
Functions in the Framework of CGE Models

% Tiziana Laureti, University of Tuscia, Via del Paradiso 47, Department of
Economics, Viterbo, 01100 Italy, laureti@unitus.it; Guido Ferrari, University
of Florence; Luca Secondi, University of Florence

Key Words: CGE models, RESAM, ill-posed, GME, production functions,
demand functions

In the computation of a General Equilibrium Model (CGE), based on a So-
cial Accounting Matrix (SAM), the estimation of behavioral parameters
plays an important role. Usually, these parameters are estimated using
time series or cross-section data or, when additional information are not
available, they are taken from similar contexts in literature. However, if
the data used do not reflect the same level of aggregation, comparability
and classification problems arise. The approach proposed in this paper is
based on the macroeconomic information contained in a Regional Envi-
ronmental SAM (RESAM) for an Italian region in order to estimate the pro-
duction and demand functions’ parameters. As a RESAM does not contain
enough information to obtain statistically significant estimates, we will
make resort to the Generalized Maximum Entropy (GME) method, which
provides a flexible estimation framework.

Stochastic Volatility Model with Regime
Switching

¥ Lu Zhang, The Pennsylvania State University, 325 Thomas Building, PSU,
University Park, PA 16802, Izz114@psu.edu; John Liechty, The Pennsylvania
State University

Key Words: Regime switching stochastic volatility, Monte Carlo Markov
Chain

We model the unobserved regimes as a continuous-time hidden Markov
chain, with exponential waiting times. This allows us to identify the hidden
regimes and compare changes in regimes with news events. Our modelis very
flexible: the number of possible regimes, the mean reverting, persistence and
variance parameters in the volatility equation can all be controlled by dif-
ferent hidden Markov chains. We use Monte Carlo Markov Chain method
for inference; model selection is based on calculating posterior probability of
the model, given the data via a reversible jump approach. We also consider
maximum likelihood, and out of sample predictive validation. We report
the analysis of several empirical data sets—S&P 500, federal rate, exchange
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rate—and demonstrate proposed models outperform benchmark models in
fit and predictive ability.

107 Longitudinal Data

Analysis |

Biometrics Section, Biopharmaceutical Section,
Section on Statistics in Epidemiology, Section on
Survey Research Methods

Monday, August 4, 8:30 a.m.-10:20 a.m.

Canonical Correlation Analysis of Longitudinal
Data

% Dayanand N. Naik, Old Dominion University, Department of
Mathematics and Statistics, Norfolk, VA 23529, dnaik@odu.edu; Jayesh
Srivastava, High Point Insurance

Key Words: Canonical correlations, Repeated Measures

Studying the relationship between two multivariate random vectors is an
important problem in statistics. Canonical correlation coefficients are used
to study these relationships. Canonical correlation analysis (CCA) is a gen-
eral multivariate method that is used to study the relationship when both
sets of variables are quantitative. In this talk, we provide a generalization
of this method to determine the relationships between two sets of repeat-
edly or longitudinally observed vectors. Assuming a block Kronecker prod-
uct variance covariance matrix to account for the dependency of the vectors
observed over t time periods, we provide methods to obtain canonical cor-
relations and canonical variables.

Inverse Regression from Longitudinal Data

¥ Geoffrey Jones, Massey University, Private Bag 11222, Palmerston North,
New Zealand, g.jones@massey.ac.nz

Key Words: Calibration, Hierarchical model, Multilevel model, MCMC

Inverse regression, or statistical calibration, uses the estimated relationship
between a response Y and a covariate x to infer the values of unknown x’s
from their observed Y’s. Typically x is univariate but Y may be multivariate.
A brief review of the basic theory will be given, followed by consideration of
the problems involved in extending these approaches to longitudinal data, ie
where the training data consists of groups of observations on distinct indi-
viduals. A Bayesian analysis using MCMC is shown to give a flexible frame-
work for solving these problems. An example concerning the age determina-
tion of tern chicks from their wingspan and weight measurements will be
used for illustration.

State Space Representation of an
Avutoregressive Linear Mixed Effects Model for

the Analysis of Longitudinal Data

% Ikuko Funatogawa, Teikyo University School of Medicine, 2-11-1 Kaga,
Itabashi-ku, Tokyo, 173-8605 Japan, funatogawaikkjp@yahoo.co.jp; Takashi
Funatogawa, Chugai Pharmaceutical Co. LTD.

Key Words: Autoregressive model, Equilibrium, Kalman filter, Linear
Mixed Effects Model, Longitudinal data, State Space

Recently, we proposed an autoregressive linear mixed effects model for the
analysis of longitudinal datain which the currentresponseis regressed on the
previous response, fixed effects, and random effects (Funatogawa et al. 2007
Stat Med). The model represents profiles approaching random equilibriums.
Because intermittent missing is an inherent problem of the autoregressive

Denver, Colorado 85



A Themed Session

(conditional) mode, we provided the marginal (unconditional) representation
of the model and the likelihood. In this study, we further provide a state
space form of our model for calculating the marginal likelihood without
using large matrices. We modified the method proposed by Jones (1993)
for a state space form of a usual linear mixed effects model. We analyzed
parathyroid hormone and serum calcium measurements in treatment of
secondary hyperparathyroidism.

Estimation of Disease Progression in
Amyotrophic Lateral Sclerosis Using Muscle

Electrical Properties

% Catherine Stamoulis, Harvard School of Public Health, 655 Huntington
Ave, Department of Biostatistics, Building 2, Room 428, Boston, MA 02115,
caterina@mit.edu; Rebecca Betensky, Harvard University; Seward Rutkove,
Harvard Medical School

Key Words: Amytrophic Lateral Sclerosis, progression, mixed-effects mod-
els, biomarkers, sampling

Amyotrophic Lateral Sclerosis (ALS) is a fatal neurodegenerative disease
characterized by progressive muscle weakness, for which only relatively in-
sensitive markers exist. ALS varies highly among people, with non-linear ini-
tial progression followed by linear decline. Electrical impedance myography
was used to measure muscle impedance longitudinally in 18 ALS patients
at different disease stages, 27 normal subjects and 20 patients with disuse
myopathy. The data were fitted with a mixed effects model to account for
disease duration, time between measurements and covariation of measure-
ments from muscles in the same anatomical group. Sensitivity and speci-
ficity of multi-frequency resistance, reactance and impedance phase were
assessed for progression. Electrical resistance differentially varied in ALS
patients; reactance and phase spectra varied non-specifically in ALS and dis-
use myopathy.

Comparison Between Analysis of Variance
and Spectral Decomposition in the Mixed-
Effects Models

% Mixia Wu, National Institute of Child Health and Human Development,
6100 Executive Boulevard, Rm 7B05A, Rockville, MD 20852, wumixia@
mail.nih.gov; Kai Fun Yu, National Institutes of Health; Aiyi Liu, National
Institute of Child Health and Human Development

Key Words: Analysis of variance, Best linear unbiased estimate, Spectral
decomposition, Mixed-effects model, Least squares estimate

The mixed-effects models with two variance components are often used to
analyze longitudinal data. For this kind of model, we compare the two ap-
proaches to estimating the variance components, the analysis of variance
approach and the spectral decomposition approach. We establish a necessary
and sufficient condition for the two approaches to yield identical estimates,
and some sufficient conditions for the superiority of one approach over the
other, under the mean squared error criterion. Applications of the methods
to circular models and panel data are discussed. Furthermore, simulation
results indicate that better estimates of variance components do not neces-
sarily imply higher power of the tests or shorter confidence intervals.

Marginalized Transition Models for Longitudinal

Count Data

¥ Keunbaik Lee, Louisiana State University Health Sciences Center, 2021
Lakeshore Drive, Suite 210, New Orleans, LA 70112, kleed@Isuhsc.edu;
Michael Daniels, University of Florida; Yongsung Joo, University of Florida

Key Words: poisson, overdispersion, Fisher-scoring

Heagerty (2002) and Lee and Daniels (2007) have proposed marginalized
transition models for the analysis of longitudinal binary data and ordinal
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data, respectively. In this paper, we propose similar models for longitudinal
count data. We also propose a model to accommodate overdispersed count
data. Fisher-scoring algorithms are developed for estimation. Methods are il-
lustrated with a real dataset and are compared with other standard methods.

108 Pathway Analysis

Methods in Genomics

Biometrics Section, IMS
Monday, August 4, 8:30 a.m.-10:20 a.m.

Exploring Liquid Association in Non-Gaussian

Multivariate Distributions

* Yen-Yi Ho, Johns Hopkins University, 500 W. University Parkway, Apt
9S, Baltimore, MD 21210, yho@jhsph.edu; Leslie Cope, Johns Hopkins
University; Giovanni Parmigiani, Johns Hopkins University

Key Words: Liquid Association, Higher-order interaction, Copula, Gram-
Charlier expansion, Estimating Equations

The analysis of higher-order interactions among a group of genes is funda-
mental to further our understanding of gene regulatory networks. Liquid
Association (LA) is an exploratory approach to characterize higher-order
interactions among three or more genes. Analysis of gene expression data
has suggested that these interactions are present and measurable in many
biological systems. However, commonly used multivariate models, most
notably the multivariate Gaussian, are limited because the three product-
moment including LA are identically 0. In this paper, we examine several
statistical models that would allow for tri-variate distributions to display
various ranges of LA. These models include copula models, the Gram-Char-
lier expansion, and the conditional normal model. We provide methods to
estimate LA using the models, illustrate these methods in simulation and
discuss computation issues.

Concordant Association with Multiple
Phenotypes Analysis of Microarray Gene

Expression Data

% Stanley B. Pounds, St. Jude Children’s Research Hospital, Dept. of
Biostatistics, 332 N. Lauderdale St., Memphis, TN 38105-2794, stanley.
pounds@stjude.org

Key Words: microarray, permutation, multiple phenotypes, gene expres-
sion, biological model

Concordant association with multiple phenotypes (CAMP) analysis is a
method that identifies genes showing a pattern of association with multiple
phenotypes that is consistent with a biological model. A model of curing leu-
kemia involves (1) increasing drug-concentrations to (2) reduce the rate of
DNA synthesis and thus (3) reduce the leukemia burden. In this example, the
expression of genes with a “curative” pattern positively correlates with (1),
and negatively correlates with (2) and (3). Instead of examining the associa-
tion with each phenotype separately, CAMP analysis defines a test statistic
that measures the evidence for a pattern of association with these variables
as being “curative” or “anti-curative” in direction. Significance is determined
by permuting the assignment of phenotype data to expression data. CAMP
improves power to identify genes with such patterns.
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Combining P-Values on Testing the

Significance of Groups of Genes
% Hongmei Jiang, Northwestern University, Department of Statistics, 2006
Sheridan Road, Evanston, IL 60208, hongmei@northwestern.edu

Key Words: microarray, gene-set analysis, functional category, Fisher’s
method of combining p-values

Identifying differential gene expression in microarray studies have recently
shifted from testing individual genes to groups of genes, which are defined
by biological processes, cellular components, or molecular functions, such as
gene ontology (GO) annotations. A list of differentially expressed GO terms
is more meaningful to answer biological questions than a list of statistically
significant genes. This paper investigates Fisher’s method of combining p-
values from the gene-basis tests for a group of genes. Different ways to incor-
porate the correlation among the genes are compared by simulation studies.
Other existing methods to combine information across the genes to evaluate
the statistical significance of a group of genes are also discussed.

Dynamic Weighted Clustering with Noise Set
*Yijing Shen, University of California, Los Angeles, 11121 Queensland St,
H42, Los Angeles, CA 90034, yshen@stat.ucla.edu; Wei Sun, The University
of North Carolina at Chapel Hill; Kerchau Li, University of California, Los
Angeles

Key Words: clustering, bioinformatics, gene expression, coexpression,
gene ontology, EM algorithm

Various clustering methods have been applied to microarray gene expression
data to identify genes with similar expression profiles. Functionally related
genesmayberegulatedby common cellularsignals,andhencebe co-expressed.
The biological annotation data have been accumulated and organized into
functional categories such as Gene Ontology. How to utilize these rapidly
increasing functional annotation resources to improve the performance of
clustering methods is of great interest. Forcing scattered genes into existing
clusters would reduce the accuracy of the clustering result. In this study,
we propose a new approach that incorporates the functional annotation of
genes and allows scattered genes to remain unclustered to achieve the goal of
function prediction for un-annotated genes.

Identify Relevant Genes for Classification
of Microarray Samples Using Partial Least

Squares
¥ Ying Chen, University of California, Davis, Department of Statistics,
Davis, CA 95616, lynchen@ucdavis.edu

Key Words: partial least squares, variable selection, dimension reduction,
microarray classification, resampling

Partial Least Squares (PLS) has been used as a dimension reduction tech-
nique in the context of classification with microarray data and is well known
to have excellent predictive accuracy. In order to understand the biology be-
hind the classification models, biologists often want to know which genes
contribute most to the variations in the classes of microarray samples. There
have been some variable selection methods for PLS, which can give a relative
ranking of each gene variable’s contribution to the model. However, there
is no clear cutoff point. We developed a resampling-based procedure in the
statistical testing framework to identify relevant gene variables in PLS mod-
els. We tested the procedure in several real microarray data sets and also
performed simulation studies. Our proposed method showed superior or
comparable performance to some existing methods in different situations.
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A Hidden Markov Model Approach to Testing
Multiple Hypotheses on a Directed Acyclic
Graph

% Kun Liang, Iowa State University, 428 S Walnut Ave #24, Ames, IA 50010,
liangkun@iastate.edu; Dan Nettleton, Iowa State University

Key Words: Bayesian data analysis, Multiple testing, Gene enrichment
analysis, Gene Ontology, Microarray, Differential expression

Gene category testing problems involve testing hundreds of null hypotheses
that correspond to nodes in a directed acyclic graph. The logical relationships
among the nodes in the graph imply that only some configurations of true
and false null hypotheses are possible and that a test for a given node should
depend on data from neighboring nodes. We develop an approach based on a
hidden Markov model that takes the whole graph into account and provides
coherent decisions in this structured multiple hypothesis testing problem.
The method will be illustrated by testing Gene Ontology terms for evidence
of differential expression.

109 Statistical Inference in

Clinical Trials @

Biopharmaceutical Section, Biometrics Section
Monday, August 4, 8:30 a.m.-10:20 a.m.

Testing the Assumption in Several Two-Sided

Amalgamation-Based Tests for Dose Response
¥ Arthur Roth, Pfizer, Inc., 48105, arthur.j.roth@pfizer.com

Key Words: dose response, monotonicity, isotonic regression, amalgama-
tion, trend tests, order restriction

Before performing any statistical test that makes an assumption, it is often
desirable to do a preliminary test to check the assumption. Several known
tests for dose response employ isotonic regression and amalgamated means,
including the chibar square test (nonparametric), the ebar square test (para-
metric with equal variances), and the Brown-Forsythe trend test (parametric
with unequal variances, Roth 1983); all of them assume that the means are
a monotonic function of dose. For one-sided alternatives, each of them has
a known corresponding test for assessing the validity of the monotonicity
assumption (one due to Roth 2005) that has no obvious two-sided analogue.
We modify all three of the above one-sided tests to obtain appropriate two-
sided tests for monotonicity in each setting (nonparametric, parametric
with equal variances, and parametric with unequal variances).

Preference-Based Estimates of Treatment
Efficacy Among Compliant Patients in a
Randomized Clinical Trial with a Continuous

Outcome

% Afisi S. Ismaila, McMaster University, Dept of Clinical Epidemiology and
Biostatistics, McMaster University, HSC-2C10, Hamilton, ON L8N 3Z5
Canada, ismailas@mcmaster.ca; Stephen Walter, McMaster University

Key Words: compliance, efficacy, randomized controlled trials, treatment
preference

When there are departures from assigned treatments in a randomized con-
trolled trial (RCT), researchers are faced with the problem of estimating
treatment benefits in compliant patients while respecting randomization.
Traditional intention-to-treat (ITT) analysis avoids biases associated with
the alternative approaches like per protocol (PP) and as-treated (AT) analy-
ses but it provides incomplete information about the expected treatment ef-
fect among patients who are committed to taking the treatment. In this talk,
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we examine four patterns of departures from assigned treatments and pres-
ent the preference-based (PB) approach to estimating treatment benefits by
extending the work of Walter et al. (2006) on binary data. Specifically, we
develop new PB estimators for continuous outcomes for each pattern and
address the statistical properties of these estimators.

Analysis of Skewed Distribution: Transformation

or Robust Regression

% Hongwei Wang, Merck Research Laboratories, Rahway, NJ 07065,
hongwei_wang@merck.com; Arvind K. Shah, Merck Research Laboratories

Key Words: skewed distribution, log-transformation, rank-transforma-
tion, bootstrap, median, power

Encountering of positive data with skewed distribution is fairly common in
many disciplines where the median is a preferred measure of central tenden-
cy and hence for inference. For comparison of medians, three strategies are
considered: 1) Analysis of the rank-transformed data; 2) Analysis of the log-
transformed data; 3) The least absolute error regression. The relative perfor-
mance of these three methods is studied here with respect to their attained
powers using bootstrap approach on a real dataset. The dataset comes from
three similarly designed clinical trials (n=3083) with skewed distributed C-
Reactive Protein as one of the secondary endpoints. For bootstrapping, vari-
ous fractions of the data are repeatedly drawn with replacement on which
the three methods are applied to test no difference among medians. The con-
clusions on utilization of the three methods are drawn and reported here.

Statistical Power Simulations on the Choice of

Baselines in Clinical Trials

% Din Chen, South Dakota State University, Department of Mathematics
and Statistics, 1062 Western Ave, Brookings, SD 57006, din.chen@sdstate.
edu; Pinggao Zhang, Global Biometrics

Key Words: Clinical trials, baseline, power analysis, ANCOVA

Multiple assessments of an efficacy variable are often conducted prior to the
initiation of randomized treatment in clinical trials as baseline information.
This paper is to investigate which baselines to be included in the analysis of
covariance to increase the statistical power. A power analysis is developed with
extensive simulations based on data from clinical trials in patients with end
stage renal disease (ESRD). The findings can be easily applied in and extended
to other clinical trials with similar design. Since a continuous efficacy variable
is commonly dichotomized to a categorical variable for analysis and reporting
in the medical society, the magnitude of the power loss is also examined.

Identification of Promising Subgroups in the

Retrospective Analysis of Clinical Trials

% Ilya Lipkovich, Eli Lilly and Company, Lilly Corporate Center,
Indianapolis, IN 46285, lipkovichia@lilly.com; Alex Dmitrienko, Eli Lilly and
Company; Eric Su, Eli Lilly and Company; Jonathan Denne, Eli Lilly and
Company; Gregory Enas, Eli Lilly and Company

Key Words: Recursive partitioning, Classification trees, Data mining, Ret-
rospective data analysis

Large amounts of data from clinical studies with a nonsignificant primary
analysis are often underutilized and drug development programs are termi-
nated early without a rigorous examination of subgroups of patients that
could potentially benefit from the treatment. In this talk we propose a novel
methodology for identifying such promising subgroups, based on a recursive
tree partitioning algorithm. The proposed procedure incorporates a built-in
mechanism for protection against false discovery by adjusting for multiplic-
ity, tuning a complexity penalty for the data splitting criterion using cross-
validation, and replication across validation datasets. In some cases these
protections may not only generate hypotheses, but test and confirm hypoth-
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eses to drive regulatory decisionmaking. The results of a simulation study
are presented and an application to real clinical trials is discussed.

Identifying Endpoints and Analysis
Methodologies in the Assessment of Treatment
Effects on Nocturia Episodes in Patients with

Overactive Bladders

Xiaojiang Zhan, Merck & Co., Inc; ¥ Liang Chen, Merck & Co., Inc, 126 E
Lincoln Ave, RY34-A316, Rahway, NJ 07065, liang_chen2@merck.com; Weili
He, Merck Research Laboratories

Key Words: overactive bladder, nocturia, recurrent events, GEE model,
Longitudinal linear model

In the treatment of postmenopausal women with Overactive Bladder (OAB),
a benefit to nocturia could be important for a novel OAB drug. However,
clinical endpoints and statistical methodologies have not been systemati-
cally identified and investigated for the assessment of treatment effects on
nocturia episodes. Several nocturia endpoints, such as averaged daily num-
ber of nocturia episodes/8hours and number of nocturia episodes per diary
week, and a few statistical models, including the longitudinal linear model
and GEE model, were proposed and investigated. Simulation studies were
conducted to evaluate the properties of these endpoints and the statistical
models. In the presentation, we will discuss the endpoint selection for noctu-
ria symptoms and propose analysis approaches for these endpoints.

110 Nonlinear Models in

Drug Development @A

Biopharmaceutical Section, Biometrics Section
Monday, August 4, 8:30 a.m.-10:20 a.m.

Clinical Statisticians’ New Challenge:
Pharmacokinetic/Pharmacodynamic

Modeling and Simulation

% Kuenhi Tsai, Merck & Co., Inc, UG1D-44, North Wales, PA 19454, kuenhi_
tsai@merck.com; Alan Hartford, Merck & Co., Inc; Huafeng Zhou, Merck &
Co., Inc.; Michael Hesney, Merck & Co., Inc

Key Words: Pharmacokinetic/Pharmacodynamic, Modeling and Simula-
tion, clinical statistician

Pharmacokinetic/pharmacodynamic (PK/PD) modeling and simulation
(M&S) has become important in early and late stages of drug development.
In general, clinical statisticians are not involved in PK/PD M&S and have
not been trained in the details of its work. For example, clinical statisticians
analyze dose-response data, but do not extend the analysis to dose-expo-
sure-response. Furthermore, clinical statisticians generally find themselves
removed from the decisionmaking of dose selection and may produce em-
pirical models which conflict with PK/PD models. To overcome this barrier,
we will illustrate the general frame work of PK/PD M&S from preclinical to
late-stage clinical development using case studies. We will also discuss what
clinical statisticians may want to learn and new research areas in PK/PD
M&S, such as physiologically based models.
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On the Use and Challenge of Emax Model for
Assessing Drug Interaction in Combination
Studies

% Diane D. Liu, The University of Texas M.D. Anderson Cancer Center, 1515
Holcombe Blvd, Unit 447, Houston, TX 77030-4009, dianeliu@emdanderson.
org; Heather Y. Lin, The University of Texas M.D. Anderson Cancer Center; J.
Jack Lee, The University of Texas M.D. Anderson Cancer Center

Key Words: Drug combination, Emax model, drug interction, Ineraction
Index, Loewe additivity

Drug combinations hold potential of increasing efficacy while reducing tox-
icity and have been successfully implemented in treating many diseases.
Emax model can be applied to describe dose-response relationship. When
cell growth is a measure of treatment effect, insufficient data can pose chal-
lenges in fitting the Emax model such as in situations where the measure-
ment does not reach the maximum cell growth atlow doses, no measurement
is available in middle doses, or the measurement does not reach a plateau in
high doses. In this paper, we give the conditions for Emax model to provide
adequate model fit and offer remedies including standardizing and extend-
ing data to meet the model assumptions. Subsequently, calculations of inter-
action index and its variance are also given under the Loewe additivity. Sim-
ulations and case studies will be given to illustrate the proposed methods.

An Algorithm for Warfarin Dosing Using
Nonlinear Mixed Effects Models

% Kerrie Nelson, Massachusetts General Hospital, Biostatistics Unit, 50
Staniford Street Suite 560,, Boston, MA 02114, kerrie@stat.sc.edu; David
Schoenfeld, Massachusetts General Hospital

Key Words: warfarin, doses, nonlinear mixed effects, algorithm

Warfarin is commonly prescribed for the prevention of blood clotting for
many medical conditions. It has continually proved to be a challenge to
determine doses for a patient due to wide intra- and inter-variability in its
effects, where over- or underdosing can have serious consequences such as
severe bleeding. Many maintenance dose algorithms have been developed to
determine starting doses for new patients in order to achieve stability of the
drug’s effects in an individual in the shortest possible time. In this talk we
propose a statistical model for describing the association between warfarin
dosing and a patient’s INR value, and present a simple algorithm incorpating
genetic and other factors for determining a starting and maintenance doses
to achieve stability for a patient. Results are based on a study being under-
taken at Massachussetts General Hospital.

Using Genetic Algorithms To Find Starting

Values for Fitting Nonlinear Models

% Haiyuan Zhu, Merck Research Laboratories, 126 E Lincoln Av., RY34-
A304, Rahway, NJ 07065, haiyuan_zhu@merck.com

Key Words: Nonlinear Models, Starting Values, Genetic Algorithm

In statistical modeling with nonlinear mixed effect models, specifying proper
starting values for iterative model fitting algorithms is important. In practice,
however, to set up those starting values could be difficult in some situations.
Bad starting values could lead the fitting algorithms to a local maximum
rather than the global one, or even fail to converge. When the fitting algo-
rithm converges, it is not easy to verify whether it converged to global maxi-
mal point, or just trapped to a local maximal point. In this paper, a genetic
algorithm (GA) will be used to find starting values for conventional model
fitting algorithm. The values found by the GA could also serve as a probe to
check whether the conventional algorithms converge to global maximum or
not. An example of modeling the pharmacokinetics with a nonlinear mixed
effect model will be used to illustrate the procedure.
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Functional Data Analysis for ECG T-Wave
Modeling

¥ Yingchun Zhou, National Institute of Statistical Sciences, 19
T.W.Alexander Drive, Research Triangle Park, NC 27709, zhouyc@niss.org;
Nell Sedransk, National Institute of Statistical Sciences

Key Words: functional data analysis, T wave, QT interval

The T-wave of an electrocardiogram (ECG) represents ventricular repolar-
ization, and its changes reflect various cardiovascular conditions. Links
between abnormal cardiac repolarization and malignant arrhythmias have
been established. To study cardiac function through T-wave variation, func-
tional data analysis is used to build a statistical model of T-wave shape.
This four-parameter model explains approximately 95% of the variation in
T-wave shape for normal subjects under ordinary conditions. It also distin-
guishes arrhythmias from normal heart rhythms on ECGs. Parameterizing
the T-wave morphology is particularly useful for characterizing the repolar-
ization process and any perturbations or changes over time. An important
advantage of this approach over QT measurements is that it is not sensitive
to the determination of the start and the end point of the T-wave.

A New Approach for Finding Global Minima in

Nonlinear Least Squares Regression

* Leonid A. Khinkis, Canisius College, 2001 Main Street, Department
of Mathematics and Statistics, Buffalo, NY 14208, khinkis@canisius.edu;
Milburn E. Crotzer, Canisius College

Key Words: Nonlinear Regression, Parameter Estimation, Confidence In-
tervals

Traditional methods for nonlinear regression analysis can lead to unusual es-
timates of the parameters of a model and their associated confidence limits.
A method has been developed to determine whether a global minimum has
actually been achieved in these cases, and to identify alternate parameter
estimates associated with the unusal estimates. This technique improves the
precision of the estimates. Applications of this method to models commonly
used in the pharmaceutical and environmental sciences will be presented.

1 1 1 Model-Fitting @

Section on Statistics in Epidemiology, Biometrics
Section
Monday, August 4, 8:30 a.m.-10:20 a.m.

Finding Factors Influencing Risk: Comparing
Variable Selection Methods Applied to
Logistic Regression Models of Cases and

Controls

% Michael D. Swartz, The University of Texas M.D. Anderson Cancer Center,
Department of Epidemiology Unit 1340, Houston,, TX 77030, mdswartz@
mdanderson.org; Robert K. Yu, The University of Texas M.D. Anderson
Cancer Center; Sanjay Shete, The University of Texas M.D. Anderson Cancer
Center

Key Words: Bayesian logistic regression, Case-control analyses, Logistic
regression, prior calibration, Variable selection

How one selects the factors to include in a disease risk model can impact
results. This study compares the performance of several variable selection
techniques applied to logistic regression. We performed realistic simulation
studies to compare five methods of variable selection: a confidence interval
approach for significant coefficients, backward selection, forward selection,
stepwise selection, and Bayesian stochastic search variable selection using
both informed and uniformed priors. We defined our simulated diseases
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using covariate distributions, correlations and odd ratios for cancer risk
found in the literature for environmental, nutritional and genetic risk factors
and interactions. We used a permutation method to calibrate the priors of
the Bayesian method and evaluate its sensitivity. We compared each method
using average power and average false positive frequencies.

Bayesian Analysis of Covariate Profiles

%* John T. Molitor, Imperial College, London, Division of Epidemiology,
Public Health and Primary Care, Lecturer in Statistics, London, W2 1PG
United Kingdom, john.molitor@imperial.ac.uk; Michail Papathomas, Imperial
College, London; Sylvia Richardson, Imperial College, London

Key Words: profiles, children’s health, correlated data, bayesian analysis,
memc

Standard regression analyses are often plagued with problems that occur
when one tries to make meaningful inference using datasets that contain
a large number of correlated variables. In this manuscript, we propose an
inferential data analysis method that uses, as its basic unit of inference, a
profile, formed from a sequence of covariate values. The model presented is
based on Bayesian partition models. Our implementation of this approach
extends the standard partition model in a number of important ways, such
as, a) allowing number of clusters to be random, b) performing variable se-
lection, and ¢) utilizing a set of post-processing procedures to provide an ex-
amination and comparison of different partitions of the data. An analysis of
children’s health data from The National Survey of Children’s Health (NSCH)
is provided.

Variable Selection in Linear Mixed Model:
A New Algorithm Incorporating Investigator

Preference and Nonmissingness of Data

% Abu Minhajuddin, The University of Texas Southwestern Medical Center,
5323 Harry Hines Blvd, Room E1.401, Dallas, TX 75390, Abu.Minhajuddin@
UTSouthwestern.edu; Hrishikesh Chakraborty, RTI International

Key Words: Variable selection, statistical model building, linear mixed
model, stepwise, forward selection, backward elimination

Variable selection in the context of a linear model or a linear mixed model is
a fundamental but often a contentious part in the applied statistical model
building. However, very little on the topic is available in statistical literature.
In the current article, we propose a new algorithm for variable selection in the
context of a linear mixed model that considers investigator preference and
data availability along with other statistical consideration. The performance
of the new algorithm is contrasted with the available automated variable se-
lection approaches like stepwise, forward selection, and backward elimination
and the best subset selection using a real data set. Cross-validation method is
used to assess the predictive performance of the estimated model.

‘Treatment - Outcome Complex’ and Analysis

of Observational Data

% Lev S. Sverdlov, Schering-Plough Research Institute, 50 Lawrence Rd.,
Springfield, NJ 07081, lev.sverdlov@spcorp.com

Key Words: observational data analysis, Treatment-Outcome Complex,
non-random assignment bias, cross-sectional analysis, longitudinal analy-
sis, inference

The major obstacles towards making inferences from analysis of effects of
drugs using observational data include a bias due to non-random assignment
of patients to treatment modalities, which theoretically cannotbe eliminated,
and uncertain dependency relationships between analyzed variables. At any
moment during treatment of chronic conditions, we iassess neither a severity
of the disorder, nor an outcome of treatment. Rather it is a momentary
functional state of the patient under the influence of therapy (“Treatment-
Outcome Complex” - TOC). Analysis of cross-sectional and longitudinal
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patterns of TOC in the framework of Non-Random, RTC, Random, Titration,
Incomplete Titration, and Mixed Models explores additional information to
characterize relationships between treatment and outcome. The inferential
opportunities, as well as limitations of this approach will be discussed.

Reducing Bias in Observational Studies Using
Propensity Score Methods

% Binod Neupane, McMaster University, Dept. of Clinical Epidemiology
and Biostatistics, 1200 Main Street West, Hamilton, ON L8N 3Z5 Canada,
neupanbp@mcmaster.ca; Lehana Thabane, McMaster University; Mark Loeb,
McMaster University

Key Words: Observational studies, Bias, Data analysis, Propensity score
methods

Multivariable regression adjustments and propensity score methods are two
popular methods of reducing biases in the results of observational studies.
Some theoretical and simulative studies suggest that the propensity score
methods outperform multivariable regression adjustments in reducing bi-
ases under variety of situations. Also, some carefully conducted propensity
score analyses confirm the results from randomized experiments. In this
talk, we will present a review of arguments about how a propensity score
model should be specified for unbiased analysis. We will present a brief re-
view of different propensity score techniques and comparisons of propensity
score methods with multivariable regression techniques in terms of reduc-
ing biases. Finally, we will present the result of empirical application of the
methods to real data sets.

Length Optimal Interval Estimators for

Multicenter Trials

* Peng Zhang, Harvard University, 02115, pzhang@hsph.harvard.edu;
Hajime Uno, Harvard University; Lee-Jen Wei, Harvard University

Key Words: optimal, confidence interval, multi-center, convex optimization

Abstract In epidemiology studies, we often face to analyze multicenter trials
data. For the trial with low variability, the interval estimator changes steadi-
ly with the nominal coverage level. On the contrary, for the trial with high
variability, the interval estimator can change dramatically with the nominal
coverage level. In this paper, we propose to use the total length of all confi-
dence intervals as a global assessment of the sequence of interval estima-
tors, while maintaining the marginal coverage level. By convex optimization
theory, we first develop an efficient algorithm to obtain the minimizing cov-
erage level for each trial, and then prove that it will give the correct coverage.
We demonstrate our method through data sets from a multicenter clinical
study and also from a typical microarray experiment. The performance of
our procedure is examined via simulation studies.

Stochastic Dynamics and Dynamical Systems

in Biosystem Modeling

% Huitian Lu, South Dakota State University, SD 57007, huitian.lue@
sdstate.edu; Jin Kai, Texas A&M University, Kingsville; Amy Wang, Golden
Computing Technology Solutions

Key Words: dynamical systems, stochastic dynamics, mathematical biol-
ogy, cancer modeling

The paper discusses the modeling of nonlinear dynamical behavior of biosys-
tems in both deterministic and stochastic considerations. How dynamical
systems and both dynamical systems and stochastic analysis work on the
modeling. Bifurcation and equilibrium stability are also discussed. The sto-
chastic dynamical features of cancer stem cells are studied and explored in a
system view as well.
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Service Learning Project: Connecting Student

Needs with the Community

Neal Rogness, Grand Valley State University; % Paul Stephenson, Grand
Valley State University, Department of Statistics, 1133 MAK, 1 Campus
Drive, Allendale, MI 49401, stephenp@gvsu.edu

Key Words: service-learning, community, project

In the summer of 2007, the Supervisor of Allendale Township (the town-
ship in which Grand Valley State University is located) initiated a conversa-
tion with GVSU’s Statistical Consulting Center (SCC) regarding a survey of
students. The objective of the survey was to obtain information from GVSU
students on services offered by Allendale Township and businesses. The au-
thors, the elected officials in Allendale, several GVSU Student Senate lead-
ers, and the SCC student consultant collaboratively developed a survey that
was taken by students in select general education courses. The results of the
survey were analyzed by students in STA 319 (Statistics Project) and were
presented to the Allendale Township Board both in written and oral formats.
The authors will present an overview of this initiative and will be prepared to
discuss some of the benefits of this service learning experience.

Class Project: Service-Learning in

Undergraduate Survey Sampling
%* John Gabrosek, Grand Valley State University, 1 Campus Drive, Dept of
Statistics, Allendale, MI 49401-9403, gabrosej@gvsu.edu

Key Words: service-learning, survey sampling

The author has incorporated a service-learning component into an introduc-
tion to survey sampling course designed for statistics majors and applied
statistics minors. Issues related to introducing service-learning into a sta-
tistics course are investigated. Discussion of the ups and downs is presented.
Details of the service-learning results are briefly mentioned.

Class Project: Measuring Student Perceptions

of the General Education Program

¥ Whitney B. Miner, Grand Valley State University, Department of
Statistics, 1 Campus Drive, Allendale, MI 49401, whitO4@comcast.net;
Phyllis J. Curtiss, Grand Valley State University

Key Words: Class Project, assessment, general education

Introductory statistics students designed questionnaires to determine how
Grand Valley State University students felt about the general education pro-
gram. Each group decided on their own questions, with some guidance from
the professor. After collecting the data, a short analysis was provided. The
data sets were analyzed by a nonparametric class the following semester.
Results are being tabulated and will be presented to the General Education
Assessment Committee at GVSU.
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Bayesian Modeling of Wind Fields Using

Surface Data Collected Over Land
% Margaret Short, University of Alaska Fairbanks, P.O. Box 750125,
Fairbanks, AK 99775, jsm@mshort.authorized.yon.net

Key Words: wind field, process convolution, Markov chain Monte Carlo

We propose an approach to modeling wind field in which the error structure
includes the type of instrumentation used to collect such data over land,
namely anemometers (for wind speed) and vanes (for wind direction). Thus
the model can handle both the periodicity of the wind direction and the non-
negativity of the wind speed. The measurement error depends in part on the
wind speed; this characteristic is incorporated in the model. We use a Bayes-
ian process convolution approach, implemented via Markov chain Monte
Carlo. We illustrate the model performance with surface wind data set from
Fairbanks, Alaska. We present initial results incorporating topography in
our model.

Impact of a Regional Trend on the Estimation
of Unconventional Natural Gas Resources

Using Local Nonparametric Prediction Models
% Timothy C. Coburn, Abilene Christian University, ACU Box 29315,
Abilene, TX 79699, tim.coburn@coba.acu.edu; Emil D. Attanasi, U.S.
Geological Survey; Phillip A. Freeman, U.S. Geological Survey

Key Words: Local spatial nonparametric prediction models, Unconvention-
al natural gas resources, Cross-validation, Jackknife, Boostrap

This presentation extends the results of an earlier investigation of the use
of local nonparametric prediction models for estimating the remaining vol-
umes of hydrocarbon resources at untested locations, with particular refer-
ence to continuous-type natural gas plays. Previous work determined that an
approach that marries cross-validation, jackknife, and bootstrap procedures
yields reliable estimates of regional totals as well as the amounts at local-
ized individual sites. However, no underlying spatial trend was assumed. The
present study incorporates an adjustment proposed by Tomczak in 1998 to
account for the presence of a regional spatial trend in the subsurface. Simula-
tion indicates there is, indeed, an overall improvement in the mean square
errors associated with competing methods, but that the ranking of these ap-
proaches in terms of predictive performance is not altered.
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Geographic Variability of Asthma Prevalence
in Inner City Schools: Chicago Initiative To
Raise Asthma Health Equity

% Laura M. Curtis, Northwestern University, 750 N Lake Shore Drive,
10th Floor, Chicago, IL 60611, [-curtis@northwestern.edu; Xingyou Zhang,
The Robert Grahm Center; Ruchi S. Gupta, Northwestern University &
Children’s Memorial Hospital; Kevin B. Weiss, Northwestern University

Key Words: asthma prevalence, geographic variability, elementary schools,
children

Asthma is one of the most common chronic illnesses in public and private
inner city schools. Multilevel regression models were used to evaluate what
factors are associated with higher prevalence of asthma in 105 schools in
Chicago, including age, gender, and race/ethnicity at the individual level and
school environment measured by demographic and socioeconomic composi-
tion, year built, and type of school (public vs. Archdiocese). This study seeks
to characterize the geographic variability of asthma prevalence among these
schools and determine whether any of the above characteristics account for
this variability. Different spatial cross random effect mixed models, includ-
ing spatial random effects for spatial variation and the school random effects
for school variation will be used and compared.

Effective Collaboration: Are Junior Faculty
Knowledgeable About How To Work with

Statisticians?

¥ Brianna C. Bright, University of Oklahoma Health Sciences Center, 801
NE 13th St., Room 309BA, Oklahoma City, OK 73104, Brianna-Bright@
ouhsc.edu

Key Words: collaboration, consulting, survey, junior faculty

Multidisciplinary research teams are common in medical centers and often
require a statistician. A 12-question survey, administered to 19 junior fac-
ulty members across many disciplines in a health sciences center, assessed
perceived grasp of statistical concepts and practical collaboration knowl-
edge. The survey showed that more education is necessary to facilitate effec-
tive collaboration between junior faculty and statisticians. Multiple gaps in
the practical collaboration with statisticians exist: 37% didn’t know how to
get in contact with a statistician; 56% believed that statisticians are readily
available to provide free services. 95% knew to contact a statistician before
collecting data, though almost all were working on a research project and
only 33% had contacted a statistician. 32% cited their lack of knowledge of
how to work with a statistician as a barrier to getting help.

Tips for Providing Statistical Consultation to
Medical Trainees

* Christina A. Haines, Biostatistics Consulting Group, Department of
Pediatrics, University of Alberta, Rm 9425, Aberhart Centre, 11402
University Ave NW, Edmonton, AB T6G 2J3 Canada, haines@ualberta.ca;
Rhonda Rosychuk, University of Alberta

Key Words: Biostatistics, Consulting, Medicine, Trainee, Strategies, Success

Beginning a career as a biostatistics consultant in academic medicine re-
quires adaptation and patience as many new situations are faced. Consulting
medical trainees (i.e. residents, fellows) with a wide range of research experi-
ence and attitudes towards research further presents unique challenges and
opportunities. Often, trainees have not previously consulted a biostatisti-
cian and, with varied supervisor-trainee dynamics, must complete a research
project conforming to program expectations, usually with limited timelines
and budgets. Establishing clear communications, instructing on good data
procedures, specifying timelines and tasks, and encouraging active partici-
pation in analyses are some techniques leading to positive trainee-statisti-
cian relationships. This poster will further describe the approaches used by a
new consultant to ensure successful trainee research experiences.
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Projects STATCOM UHasselt

Amparo Y. Castro, Hasselt University; % Herbert Thijs, Hasselt University,
Agoralaan - Building D, Office D5, Diepenbeek, International 3590 Belgium,
herbert.thijs@luc.ac.be; Daniel Martinez, Hasselt University; Vishva
Danthurebandara, Hasselt University

Key Words: STATCOM network, statistical consulting, pro bono statistics,
UHasselt

The objective is to present two of the projects in which Statcom Uhasselt has
been involved. In the first one, the aim is to establish the association be-
tween the hyaluronic acid binding assay (HBA) and the success of an IVF
and ICSI treatment. Correlation analysis, multiple linear regression, logistic
regression and association tests were used to achieve the project goals. The
second project is “Induction of oxidative stress related responses in Arabi-
dopsis thaliana following uranium exposure.” The objective is to find differ-
ences between a control group and four uranium dose levels, in the absorp-
tion of uranium and the presence of several enzymes, minerals, metabolites,
leaves growth, root growth and DNA concentration. The statistical analysis
involves non parametric Kruskall Wallis, ANOVA, random coefficient mod-
els, continuous marginal models, and nonlinear surface response models.

STATCOM at Chicago: Universities Working

Together To Serve the Community

% Meredith Wascher, DePaul University, Interdisciplinary Science &
Technology Center, 990 W Fullerton Ave, Suite 4400, Chicago, IL 60614,
mwascher@depaul.edu; Bart Phillips, E-B Research, LLC; Diya Zhang,
Northwestern University

Key Words: STATCOM network, statistical consulting, pro bono statistics,
STATCOM

The Chicago Chapter of the ASA is bringing together the Chicago area’s many
universities and members of the professional statistical community to form
a collaborative STATCOM at Chicago. This effort is the first of its kind in the
STATCOM Network. The group is working to set up an infrastructure that
supports two ultimate outcomes: first, to become a visible and established
service organization in Chicago; and second, to facilitate communication
and build a community among students at neighboring universities. This
presentation discusses the framework for a multi-university STATCOM, the
benefits and challenges of the collaborative model, and ideas for the future.

Seven Years of STATCOM at Purdue University:
Managing a Growing Number of Student

Volunteers

Douglas Baumann, STATCOM at Purdue; % Andrea Rau, Purdue University,
Department of Statistics, 250 N. University Street, West Lafayette, IN
47907, STATCOMestat.purdue.edu

Key Words: STATCOM network, statistical consulting, pro bono statistics

Statistics in the Community (STATCOM) at Purdue is a volunteer commu-
nity outreach organization directed and staffed by graduate students which
provides free professional statistical consulting services to governmental
and nonprofit groups. Since its establishment in 2001, the STATCOM stu-
dent volunteer base at Purdue has grown to over 55 students across several
departments. In addition to growing its volunteer base, STATCOM at Purdue
has developed new ways to serve the community, such as P-12 Outreach and
STATCOM Network components. This growth in student participation and
available services has required STATCOM at Purdue to develop a broader or-
ganizational infrastructure, adding the roles of Project Manager, Network
Outreach Coordinator, and P-12 Officer. This enhanced structure allows stu-
dents to develop strong leadership skills by serving in a variety of different
organizational roles.
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STATCOM at lowa State: Experiences and

Projects in the First Year

% David Rockoff, Iowa State University, 240 Raphael Ave. #19, Ames, IA
50014, drockoff@iastate.edu; Jennifer C. Huckett, Iowa State University;
Anna Peterson, Iowa State University; Jessica Chapman, Iowa State
University; Nicholas Beyler, Iowa State University; Jonathan Hobbs, Iowa
State University; Timothy Bancroft, lowa State University

Key Words: STATCOM network, statistical consulting, pro bono statistics

Statistics in the Community (STATCOM) at lowa State joined the STATCOM
Network in 2007. Graduate students involved in STATCOM volunteer their
time to provide pro bono statistical consulting to local nonprofit and gov-
ernment organizations in the community. Consultants work in teams to en-
able clients to address specific questions, enriching their organization and
the community. In addition to gaining experience in statistical consulting,
participation in STATCOM develops members’ skills in leadership, manage-
ment, and communication. Our current clients include the Volunteer Center
of Story County and the Retired Seniors Volunteer Program. We will present
details on two consulting projects and will be available to share our experi-
ences and challenges in launching STATCOM at Iowa State University.

STATCOM at the University of Washington:
Implementing a Peer Evaluation System for a

Local Fire Department

% David W. Lockhart, University of Washington, 325 Ninth Ave, Box
359931, Seattle, WA 98104, dwl@u.washington.edu; Julian Wolfson,
University of Washington; Annette Ghee, University of Washington; Rori
Rohlfs, University of Washington

Key Words: STATCOM network, statistical consulting, pro bono statistics,
survey methods, missing data, mixed effects model

Statistics in the Community (STATCOM) at the University of Washington
(UW) was founded in 2005. One of the largest and longest-running projects
we have participated in so far involves a local fire department serving a com-
munity of approximately 50,000 north of Seattle. After some initial experi-
ence developing a peer evaluation system, fire department representatives
approached UW STATCOM with questions about how to best analyze these
data and assess potential biasing effects. Ultimately, we became a partner in
refining the entire peer evaluation procedure. We have provided support on
questionnaire design including acceptability of the changes to the system,
sampling to select raters, and data analysis. In this poster, we provide an
overview of UW STATCOM activities and describe some of the more interest-
ing features of the fire department project.

STATCOM at University of Michigan: Making a
Michigan Difference - A Promising Beginning
% Maria Larkina, The University of Michigan, 1420 Washington Heights,
Biostatistics, Ann Arbor, MI 48109-2029, mlark@umich.edu

Key Words: STATCOM network, statistical consulting, pro bono statistics,
University of Michigan

STATCOM at the University of Michigan student group has been officially
recognized for just one year, here is a short overview of the hurdles a new
student group had to overcome in order to deliver free statistical services
to the community. From student recruitment to advertisement in the com-
munity, the effort to convince local organizations of how statistics can be
useful to them. Our first several projects have been slow to develop, and have
taught us valuable lessons in statistician/client interactions, the challenge
of communication with non-profits and government offices. We also had to
meet the demand of translating between statistical jargon and lay terms in
order to formulate projects into manageable problems for the students. This
poster is intended to share our enriching experience with other young stu-
dent groups providing statistical consulting to general population.
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Classroom Use of R: Coverage Probabilities of

Poisson Interval Estimates

% Lioudmila Belan, California State University, East Bay, 707 San Conrado Terr
#7, Sunnyvale, CA 94085, mila.belan@gmail.com; Bruce Trumbo, California State
University, East Bay; Eric Suess, California State University, East Bay

Key Words: Confidence interval, Bayesian probability interval, Poisson
mean, R/S-Plus, Pedagogy

True coverage probabilities of several nominal 95% and 99% interval esti-
mates for the Poisson mean are computed using elementary programs in R.
Among the intervals considered are frequentist confidence intervals based
on normal approximation and Bayesian posterior probability intervals re-
sulting from a noninformative prior.

Real Data with Real Questions: Computer Labs

for Infroductory and Intermediate Statistics

¥ Rosemary Roberts, Bowdoin College, Department of Mathematics, 8600
College Station, Brunswick, ME 04011-8486, rroberts@bowdoin.edu; Ann
Cannon, Cornell College

Key Words: computer labs, classroom activities, introductory statistics

We have developed a suite of five computer labs to enhance the teaching of
both the introductory statistics course and an intermediate statistics course.
Each of the labs is implemented for two or three moderate size data sets—one
on Savannah Sparrows, one on various species of Hawks and one investigating
the use of the pesticide fenthion on olive groves in Greece. Students are led,
step by step, through the analysis using DataDesk or Minitab. In addition, each
lab also has both an exploratory and a writing extension that the students can
be asked to complete outside of class. The labs, extensions, model solutions,
and data sets are freely available on the web.

Teaching Introductory Statistics with
Simulations in JMP Statistical Discovery

Software

* William M. Duckworth, Creighton University, 2500 California Plaza,
Omaha, NE 68178, wmdecreighton.edu; Amy Froelich, Iowa State
University; Mark Bailey, SAS Institute Inc.; Wayne Levin, Predictum
Management Sciences, Inc.

Key Words: classroom activities, applets, scripting, scripts

Simulation has become an important tool in teaching topics related to sam-
pling distributions and inference in the introductory statistics class. Many
of these simulations have been developed with Java applets and made
available on the web. While these applets are easy to use and readily avail-
able to statistics instructors, they may not match classroom, laboratory or
homework activities. As a result, students can struggle with the transition
between the classroom and the computer simulation activities. We will
showcase JMP scripts developed to take advantage of JMP’s powerful in-
terface features and to provide flexibility to match the simulation experi-
ence in JMP to classroom, laboratory or homework activities traditionally
used in introductory statistics courses.

Teaching Undergraduate Statistics as a

Capstone for Mathematics Majors
% Jeremy Nadolski, Benedictine University, 5700 College Rd, 126 Birck Hall,
Lisle, IL 60532, jnadolski@ben.edu

Key Words: education, capstone, undergraduate, statistics
In a classroom consisting of future high-school teachers, actuaries,

mathematics graduate students, and other math-related fields, the course
content must be a utility and resource for the varied student population. An
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undergraduate mathematics major at BU must take an upper level sequence
which involves one research project to serve as a capstone experience. During
the second semester Probability and Statistics course, students focus on
applying probability and statistical methods learned in the course to analyze
data. The analysis of data is covered in exams and the students’ research
project. Students are asked to provide analysis on data sets, formally write
up the analysis and orally present findings externally to peers and faculty.
This poster will discuss the purpose and how to allow the students to gain
hands-on experience as well as the benefit to the classroom.

A First Step to Understanding the Difficulty in
Teaching Sampling Distributions, Sampling
Error, and Statistical Inference

% S. David Kriska, The Ohio State University, 3758 Surrey Hill Place, Fisher
College of Business, Upper Arlington, OH 43220, davidkriska@sbcglobal.net;

Mark C. Fulcomer, Richard Stockton College of New Jersey; Marcia M. Sass,
University of Medicine and Dentistry of New Jersey (UMDNJ)

Key Words: Elementary statistics, sampling distributions, sampling error

Delmas, Garfield, Ooms, and Chance (2007) note that even after having
taken an introductory statistics class, many students continue to struggle
with the concepts of sampling distributions, sampling error, and statistical
inference. As a first step in identifying ways of more effectively approach-
ing these topics, the poster will examine methods currently used in popular
text books and propose an alternative based on using binomial and Poisson
distributions. The examination of textbooks will identify variability or lack
of variability in the approaches to teaching these topics with particular at-
tention being paid to the use of statistical language. The poster will also illus-
trate how software developed by Fulcomer (2007) can be used to formulate
interesting exercises useful in teaching the three topics of sampling distribu-
tions, sampling error, and statistical inference.

Teaching Statistical Consulting

¥ Lynn Eudey, California State University, East Bay, Department of
Statistics and Biostatistics, 25800 Carlos Bee Boulevard, Hayward, CA
94542, lynn.eudey@csueastbay.edu

Key Words: consulting, pedagogy

In most masters’ programs students are taught experimental design, the
mathematical foundations and applications of commonly used statistical
methods. Yet, the majority of professional positions requires effective con-
sulting practices. The new statistician is expected to communicate technical
concepts to audiences with varying statistical backgrounds. Many programs,
especially doctoral programs have a course in statistical consulting. This
poster will present an overview of the pedagogy used for training statistical
consulting in universities and colleges in the United States.

A Hunt for Better Features in Teaching an

Introductory Statistics Class

% Julia A. Norton, California State University, East Bay, 28022 El Portal
Drive, Hayward, CA 94542-2512, julia.norton@csueastbay.edu; Yan Yan Zhou,
California State University, East Bay; Farnaz Ganjeizadeh, California State
University, East Bay

Key Words: teaching, assessment, pedagogy

After many years of instruction and program assessment, it seemed time to
concentrate on individual courses. Teaming two faculty members in Statis-
tics and Engineering, we consider modifications including changes to reduce
incorrect items in student responses on quantitative tests, increased writing
to emphasize critical analysis, and increased personalized feedback. For sta-
tistics measurements compare testing early in the quarter versus later, item
analysis of missed questions and problems, study of mistakes on projects
and written assignments and relationships among these types of questions.
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In engineering the evaluation process of problem solving requires distin-
guishing “missing conceptions” evaluation of understanding the theories
and “misconceptions” (making mistakes when applying the concepts). Effec-
tive evaluation can provide feedback based on the students’ learning needs.

Your Next Teaching Vehicle May Be a Hybrid:
Getting More Mileage from the MBA Quant

Course

¥ Patrick S. Noonan, Emory University, 1300 Clifton Road NE, Goizueta
Business School, Atlanta, GA 30322, patrick_noonan@bus.emory.edu

Key Words: teaching, MBA, decision analysis, business statistics, statisti-
cal education

Among the many challenges faced by educators in our field is the shrinking
real estate in MBA programs. Never has it been more important for organiza-
tions to have leaders who can think clearly about risk and uncertainty, and
engage critically with vast amounts of available data. Likewise, never before
have nontechnical managers had such access to analytical tools for exploring
and modeling complex problems. However, at the same time we are presented
with this enormous opportunity to both shape the mental models and stock
the analytical toolkits of MBAs, we are being pressed, quite severely in some
cases, to reduce our footprints in MBA curricula. Some programs have ad-
dressed this compression by creating a single-semester “quant” course. One
approach to this is to create a “hybrid,” combining stats and OR/MS. But the
key to success is centering the course around decision analysis.

Using the GAISE Guidelines in a Graduate
Biomedical Statistical Methods Class

% Emily H. Sheldon, Virginia Commonwealth University, Biostatistics
980032, Richmond, VA 23298-0032, SheldonEH@vcu.edu; Jessica M.
Ketchum, Virginia Commonwealth University; Al M. Best, Virginia
Commonwealth University

Key Words: Statistical Methods, Teaching, Writing Intensive, Active Learning

The GAISE guidelines are recommended for teaching statistical literacy
within a college setting. The poster will describe how we have addressed each
of the GAISE guidelines in our graduate biostatistical methods class for bio-
medical researchers. In particular the course develops statistical thinking
and literacy through active learning strategies such as problem-based and
team-based learning. Homework and exams utilize real data and stress con-
ceptual understanding through in-depth writing exercises. JMP software
is used to provide students with a tool for calculation and allows focus to
remain on comprehension rather than tedious formulas. Students are given
feedback on their writing and opportunities to improve. In conclusion, as the
GAISE guidelines have been increasingly incorporated into the coursework
over the years students have demonstrated improved levels of learning.

A Visual Model for the Variance and Standard
Deviation

% James B. Orris, Butler University, College of Business Administration,
4600 Sunset Blvd., Indianapolis, IN 46208, orris@butler.edu

Key Words: standard deviaiton, variance, visual model, descrptive statistics

Allintroductory statistics courses discuss the variance and standard deviation;
however, in many cases students just calculate a number using a computation-
al equation but have little appreciation for what it represents. This approach
focuses on the definitional equation for the variance that is based on the sum
of squared deviations from the mean. It looks at each squared deviation as a
graphical object, i.e., a square. A series of displays show how the standard de-
viation is the size of the ‘average’ square. This model gives students a better
appreciation for the variance and standard deviation since they can visualize
it graphically. This model may also be expanded in the future to represent more
advanced concepts, perhaps a graphical analysis of variance.



A Themed Session

A Probabilistic Look at a Calculus Problem

* Lewis VanBrackle, Kennesaw State University, 1980 Towne Manor Drive,
Kennesaw, GA 30144, lvanbrac@kennesaw.edu

Key Words: Calculus, Random Variable, Simulation

The problem of finding the minimum length of the crease formed when fold-
ing a sheet of paper so that the bottom left corner touches the right edge of
the sheet appears in many calculus texts. When the sheet is folded so that
the bottom right corner touches the left edge at a random point, finding the
distribution of the length of the crease is an interesting probability prob-
lem. Solving this problem is a good exercise for students, requiring them to
use inverse functions, functions of a random variable and simulation. This
poster presents the steps involved in solving the problem and the results for
8.5 inch by 11 inch and 8.5 inch by 14 inch sheets of paper.

Two-Sample Considerations: From AP
Question to Student/Faculty Research

* Ken Constantine, Taylor University, Department of Mathematics,
Upland, IN 46989, knconstantine@tayloru.edu

Key Words: two-sample, AP Statistics, post-stratification

In this poster, we explore an Advanced Placement Statistics Problem (#4,
2006 free response exam) which is a classic two-sample comparison of
means. We briefly present the published solution and then critique the as-
sumptions on which it is built, especially the assumption that independent
random samples were taken. We use standard probability tools and simula-
tion work to address these questions about the independence assumption:
(i) Were the samples really independent? (ii) How does this assumption af-
fect the methods used to obtain the published solution? (iii) Were the sample
means uncorrelated? (iv) Are the results from the classical methods reliable?
This example offers multiple classroom activities for student exploration of:
sampling distributions, distinction between random variables which are in-
dependent and those which are uncorrelated, and simulation work.

Random Structures: A Course Bridging
Statistics and Mathematics Programs in the

Liberal Arts
¥ Brian D. Jones, Kenyon College, 303 Hayes Hall, Gambier, OH 43022,
jonesbd@kenyon.edu

Key Words: probability, education, random graph

The author has written a new course that serves both the statistics and math-
ematics programs at Kenyon College. This course explores the theory, appli-
cations, and interesting consequences when probability is introduced upon
various mathematical objects. Some of the core topics are random graphs,
random walks, and random permutations, as well as randomness applied to
polynomials, functions, integer partitions, groups, and codes. The focus of
the course is solving challenging problems and working on small projects.
In addition to studying the random structures themselves, a concurrent fo-
cus of the course is the development of mathematical tools to analyze them,
such as combinatorics, indicator variables, generating functions, laws of
large numbers, asymptotic theory, elementary linear algebra, and computer
simulation. The prerequisite for the course is only second-semester calculus.

Active Learning: Bayesian Statistics Modules
You Can Include in Your Frequentist First or

Second Statistics Course
* Linda B. Collins, The University of Chicago, Department of Statistics,
5734 S. University Ave., Chicago, IL 60637, collins@galton.uchicago.edu

Key Words: Bayesian statistics, active learning, introductory statistics,
projects
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Almost all colleges now offer a “Stat 101” course. Some even offer a “Stat 201"
data-based introduction for mathematically inclined students. In either
course, the material tends to be essentially frequentist: calculating p-values
and confidence intervals. We present active-learning-style modules intro-
ducing Bayesian statistics useful in any 2nd course with “Stat 101” as prereq-
uisite or as a final project in a “Stat 201” course. We begin with a guided walk
through a motivating Bayesian example, making comparisons to frequentist
methods students would already be familiar with (e.g., confidence vs. Bayes-
ian probability statements). After collecting and organizing data and using
Bayesian techniques for the analysis in the first module, a second module
has more examples, but is less prescribed and can take the form of a project
students could complete largely on their own.

Classroom lllustrations of the Construction of

Discrete Sampling Distributions

% Mark C. Fulcomer, Richard Stockton College of New Jersey, 48 Trainor
Circle, Bordentown, NJ 08505, mcfulcomer@aol.com; S. David Kriska,

The Ohio State University; Marcia M. Sass, University of Medicine and
Dentistry of New Jersey (UMDNJ) ; Maritza Jauregui, Richard Stockton
College of New Jersey

Key Words: teaching statistical concepts, sampling distributions, compu-
tational simplifications

Despite being an important concept in statistical theory, sampling distribu-
tions are difficult to convey in introductory courses. In part these difficulties
stem from preliminary topics (e.g., probability theory and statistical inde-
pendence) that must first be mastered. However, even with simple discrete
random variables, the rapid expansion of the calculations needed to visual-
ize results as sample sizes increase can quickly introduce not only obstacles
for student learning but also teaching challenges for instructors. Using read-
ily available software to overcome computational issues, this presentation
describes the construction of sampling distributions for two “competing”
discrete processes in forms suitable for a single lecture to illustrate key con-
cepts (e.g., unbiasedness). An example demonstrates an application involv-
ing small sample sizes (e.g., disease outbreak investigations).

Incorporating Medical Literature in the
Statistics Classroom: From Initial Idea to

Execution

¥ Kirk Anderson, Grand Valley State University, 1 Campus Drive, Allendale,
MI 49401, anderkir@gvsu.edu

Key Words: medical literature, health sciences, statistics education

If you are considering the use of medical literature in your classes, view
this poster with examples from my experience. Various approaches will
be explored from the initial thought, finding an appropriate paper, and
making use of it in class. [ am a statistics professor with experience teaching
introductory statistics to graduate students who are typically biologists,
nurses, occupational therapists, physical therapists, or physician assistants.

A Synergistic Effort To Recruit Future

Biostatisticians in Arkansas High Schools
% Songthip Ounpraseuth, University fo Arkansas for Medical Sciences, 4301
W. Markham St. Slot 781, Little Rock, AR 72205, stounpraseuth@uams.edu

Key Words: AP Statistics, High School, Education

The objectives of this project were to raise awareness of the discipline of bio-
statistics and career opportunities in biostatistics to central Arkansas high-
school students involved in the Advanced Placement (AP) Statistics program.
This was accomplished primarily by visiting several chosen central Arkansas
high schools and giving creative presentations about biostatistics to high
school students involved in the AP program. Additionally, the presentation
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slides and materials were composed into a teaching packet and distributed by
mail to all remaining Arkansas public schools offering AP Statistics courses.

Recruiting Undergraduate Statistics Majors

and Minors

% Phyllis J. Curtiss, Grand Valley State University, Department of Statistics,
1 Campus Drive, Allendale, MI 49401, curtissp@gvsu.edu; Paul Stephenson,
Grand Valley State University

Key Words: Recruitment, Statistics Majors, Curriculum

This poster session will give some ideas for recruiting undergraduate sta-
tistics majors and minors. We will discuss curriculum changes; as well as
ideas and activities we have used at Grand Valley State University in order
to recruit new majors and minors. GVSU is a division 2 school with a total
enrollment of 23, 464 students. The university has seen a 33% increase in
enrollment over the past ten years. Over this ten year period, the Statistics
Department has increased the number of majors from 16 to 60 and the num-
ber of minors from 19 to 62. We currently have 14 tenure track faculty mem-
bers in our department. We offer approximately 110 sections of introductory
applied statistics per year, with a cap of 31 students per section.

Analysis of Sampled Fishbone Diagrams for

Completeness and Size of a Second Stage

% Frank Matejcik, South Dakota School of Mines & Technology, 501 E Saint
Joseph St, Rapid City, SD 57701-3901, frank.matejcik@sdsmt.edu

Key Words: Fishbone, Ishikawa, capture, recapture

Procedures for creating a Fishbone diagram often assume all the possible
participants contribute. However, sampling among the participants may be
required. The sampled Fishbone diagrams are analyzed to estimate the por-
tion of the Fishbone diagram that is completed in the sample. Additionally,
recommendations for the size of a second sample to achieve a desired level of
completeness are computed. The estimates use existing software for capture-
recapture studies. Data was obtained in classroom activities. Additionally, a
follow up activity is described. Possible applications in education, business,
and government are presented, also.

114 JASA Theory and

Methods Invited Paper Session

JASA, Theory and Methods, Section on
Nonparametric Statistics, WNAR
Monday, August 4, 10:30 a.m.-12:20 p.m.

The Nested Dirichlet Process

% Alan Gelfand, Duke University, Institute of Statistics & Decision Scien,
Durham, NC 27708-0251, alan@stat.duke.edu; Abel Rodriguez, University of
California, Santa Clara; David Dunson, National Institute of Environmental
Health Science

Key Words: clustering, hierarchical model, nonparametric Bayes

In multicenter studies, subjects in different centers may have different
outcome distributions. We discuss nonparametric modeling of these
distributions, borrowing information across centers while also allowing
centers to be clustered. Starting with a stickbreaking representation of
the Dirichlet process (DP), we replace the random atoms with random
probability measures drawn from a DP. This results in a nested Dirichlet
process (NDP) prior, which can be placed on the collection of distributions
for the different centers, with centers drawn from the same DP component
automatically clustered. Theoretical properties are discussed. Additionally,
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an efficient MCMC algorithm is developed for computation. The methods is
illustrated using a simulation study and an application to quality of care in
U.S. hospitals.

115 Warranty and Other
Field Reliability Data @

Section on Physical and Engineering Sciences, Section
on Quality and Productivity, SSC
Monday, August 4, 10:30 a.m.-12:20 p.m.

Field Reliability Improvement Through
Analysis and Modeling of Sensor-Based Data:
Opportunities and Challenges

¥ Necip Doganaksoy, General Electric, GE GRC, 1 Research Circle,
K15A54A, Niskayuna, NY 12309, doganaksoy@research.ge.com

Key Words: Automated monitoring, Data-mining, Multivariate modeling,
Product reliability

The advances in sensor technologies have enabled manufacturers to track
their products remotely and gather useful information to assess their health.
The resulting data provides significant opportunities, as well as challenges,
to statisticians in automated monitoring to identify impending failures.
This is in sharp contrast to the recent past where field reliability data mainly
comprised of after the fact failure information. Owing to large size and high
dimension of sensor-based data, data-mining and multivariate statistical
methods are particularly well suited to tackle the technical challenges. This
presentation will focus on a recent application involving remote monitoring
of locomotives for early detection of impending failures.

Using Experts’ Knowledge To Forecast

Warranty Claims

% Marc Fredette, HEC Montreal, 3000 Cote-Sainte-Catherine, Montreal, QC
h3t 2a7 Canada, marc.fredette@hec.ca

Key Words: Warranty Claims, Prediction, Random Effects Models, Poisson
Processes, Prior Information

We discuss methods for predicting the eventual total number of warranty
claims in a large population of units manufactured and sold over a period of
time. As warranty claims data accumulate, methods based on Poisson process-
es with random effects often give appropriate frequentist prediction intervals.
However, these methods fail to provide adequate intervals when they are based
on early or limited data. Models’ extensions incorporating experts’ knowledge
and other types of prior information will be discussed, and an application to
the prediction of automobile warranty claims will be considered.

Warranty Analysis for Cost Reduction and

Customer Satisfaction
% Jeffrey A. Robinson, General Motors R&D Center, Mail Code 480-106-
256, Warren, MI 48090-9055, jeffrey.a.robinson@gm.com

Key Words: problem solving, repair effectiveness, bill of material

Warranties are agreements between customer and manufacturer, but they
are also product attributes to which customers assign value. Manufacturers
naturally want to keep their costs low and customer perceptions of value
high. Good basic engineering is obviously important in delivering first time
quality. But for items that do come in for service under warranty, good di-
agnostics and highly effective repairs minimize the number of comebacks.
Some automotive examples are presented in this talk to illustrate these is-
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sues. Some of the analysis methods include basic plotting and analysis of
warranty claims data, examining variation in search of best practices, and
primitive data mining to reveal patterns of repairs that might be useful in
improving diagnosis. In some cases the methods supporting the examples
are in routine use, while others are experimental.

Using Life Data To Assess the Risk of Product

Failure

¥ William Q. Meeker, lowa State University, 304C Snedecor Hall, Ames, IA
50011, wgmeeker@iastate.edu

Key Words: Censored data, Competing risk, Prediction

Unanticipated failure modes are the primary cause of serious product reli-
ability failures. After such a failure mode is discovered for a product that is al-
ready in the field, an immediate question that management needs to answer
is “what is the financial risk of failures of product already in the field?” Risks
can involve costs ranging to excessive warranty returns to loss of human life.
Limited failure data, often with complications, perhaps supplemented by en-
gineering information, are generally used to make the needed assessment.
In this talk, I will discuss some well-known and some not-so-well-known
examples of unanticipated failure modes and the risks involved. I will then
outline some details of the statistical methods of life data analysis that were
used to assess risk for one particular product.

116 Health/Biological

Imprint of Climate and
Atmospherics @

Section on Statistics and the Environment
Monday, August 4, 10:30 a.m.-12:20 p.m.

Spatio-Temporal Threshold Models for Relating
UV Exposures and Skin Cancer in the Central
United States

Laura A. Hatfield, The University of Minnesota; ¥ Bradley P. Carlin, The
University of Minnesota, Division of Biostatistics MMC 303, 420 Delaware
St. S.E., Minneapolis, MN 55455, brad@biostat.umn.edu

Key Words: areal data, continuous time data, CAR model, temporal gradient

The exact mechanisms relating exposure to ultraviolet (UV) radiation and
elevated risk of skin cancer remain the subject of debate. For example, there
is disagreement on whether the main risk factor is duration of the exposure,
its intensity, or some combination of both. There is also uncertainty regard-
ing the form of the dose-response curve, with many authors believing only
exposures exceeding a given (but unknown) threshold are important. In this
paper we estimate such thresholds using hierarchical spatial logistic models
based on a cohort of x-ray technologists for whom we have self-reports of
time spent in the sun and numbers of blistering sunburns in childhood. A
secondary goal is to explore the temporal pattern of UV exposure and its gra-
dient. Changes here would imply that identical exposure self-reports from
different calendar years may correspond to differing cancer risks.
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The Association Between Short-Term Exposure
to Ozone and Risk of Mortality in the United

States

% Michelle L. Bell, Yale University, 205 Prospect Ave., New Haven, CT
06511, michelle.bell@yale.edu; Roger D. Peng, Johns Hopkins Bloomberg
School of Public Health; Aidan McDermott, Johns Hopkins Bloomberg
School of Public Health; Scott L. Zeger, Johns Hopkins Bloomberg School
of Public Health; Jonathan M. Samet, Johns Hopkins Bloomberg School of
Public Health; Francesca Dominici, Johns Hopkins University

Key Words: air pollution, human health, Bayesian modeling, epidemiology,
mortality, ozone

We explored effects of ozone on mortality risk for 95 U.S. urban communities
for the period 1987-2000. We applied Bayesian hierarchical models that first
estimated associations within each community with single and distributed lag
Poisson models, adjusted for weather, day of the week, and seasonality and
long-term trend. In a second stage we combined community-specific estimates
to generate national effects, accounting for the within-county and between-
county statistical variances. Threshold effects were evaluated by estimating
the nonlinear exposure-response in multiple model forms. A 10 ppb increase
in the previous week’s 0zone was associated with a 0.52% (95% posterior inter-
val 0.27-0.77%) in mortality risk. Community-specific and national estimates
were robust to adjustment by PM10 and PM2.5. Results from threshold mod-
els consistently show that effects persist at low ozone levels.

Health Impacts Under Heat Waves

% Bo Li, National Center for Atmospheric Research, 1300 30th St. Apt.
B3-24, Boulder, CO 80303, boli@ucar.edu; Doug Nychka, National Center of
Atmospheric Research

It is well known that heat waves can cause a number of deaths and that it has
been predicted future heat waves in Europe and North America will become
more intense, more frequent, and longer-lasting in the second half of the
21st century. The deaths from past heat waves and the predicted growth of
future heat waves raise an urgent question: What is the association between
human health and heat waves? We tackle this question by studying the mor-
bidity and weather data in five major Wisconsin cities. A generalized additive
model (GAM) with space-time varying parameters is employed to analyze
the relationship between the morbidity (hospital and emergency room ad-
missions) and weather parameters in Wisconsin. This analysis is coupled
with additional information from air pollution monitoring stations and ad-
justed by various confounding variables.

Health Effects of Chemical Constituents and
Sources of Fine Particulate Matter

* Francesca Dominici, Johns Hopkins University, Department of Biostatistics,
615 N Wolfe Street, 21230, Baltimore, MD 21205, fdominic@jhsph.edu

Key Words: particulate matter, chemical mixture, Bayesian hierarchical
models

Optimal regulatory control of particulate matter (PM) is hindered by an insuf-
ficient understanding of the chemical characteristics of the PM mixture that
determine its toxicity. Approximately 50 correlated chemical components of
PM2.5 are monitored almost daily for several hundred monitoring stations in
the US. A critical question is whether a small subset of these chemical constit-
uents, alone or through their interactions, are responsible for the estimated
harmful effects of PM. To estimate the toxicity of the PM mixture we have
assembled a national data set on health outcomes, PM chemical constituents,
and all the important confounders. In this talk, we will present Bayesian hi-
erarchical regression models for analyses of these large and complex national
data sets. Our modeling approaches will have the ultimate goal of estimating
the health effects of PM size and chemical composition.
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117 Variable Selection with

High-Dimensional Data

WNAR, Section on Nonparametric Statistics, Section
on Physical and Engineering Sciences, Section on
Statistics in Epidemiology, IMS, Biometrics Section
Monday, August 4, 10:30 a.m.-12:20 p.m.

Challenge of Dimensionality in Model
Selection and Classification

% Jianqing Fan, Princeton University, Department of Operations Res and
Fin Eng., Princeton, NJ 08544, jqfan@princeton.edu; Yingying Fan, Harvard
University

Key Words: Classification, High-dimensionality, Variable Selection, FAIR

Model selection and classification using high-dimensional features arise in
many statistical studies. The impact of dimensionality on classifications is
poorly understood. We show that high-dimensional classification using all
features can be as bad as the random guess and that almost all linear discrim-
inants perform as bad as the random guess. Thus, it is important to select a
subset of important features for high-dimensional classification, resulting
in Features Annealed Independence Rules (FAIR). The connections with the
sure independent screening (SIS) and iterative SIS of Fan and Lv (2007) in
model selection will be elucidated and extended. The choice of the optimal
number of features is proposed based on an upper bound of the classification
error. Numerical studies support our theoretical results and demonstrate
convincingly the advantage of our new classification procedure.

Variable Inclusion and Shrinkage Algorithms
* Peter Radchenko, University of Southern California, Los Angeles, CA
90089, peter.radchenko@marshall.usc.edu; Gareth M. James, University of
Southern California

Key Words: Variable Selection, Shrinkage, Lasso, Dantzig Selector

The Lasso is a popular and computationally efficient procedure for automati-
cally performing both variable selection and coefficient shrinkage on lin-
ear regression models. One limitation of the Lasso is that the same tuning
parameter is used for both variable selection and shrinkage. As a result, it
typically ends up selecting a model with too many variables to prevent over
shrinkage of the regression coefficients. We suggest a new class of methods
called “Variable Inclusion and Shrinkage Algorithms” (VISA). Our approach
is capable of selecting sparse models while avoiding over shrinkage prob-
lems and uses a path algorithm so is also computationally efficient. We show
through extensive simulations that VISA significantly outperforms the Las-
so and also provides improvements over more recent procedures, such as the
Dantzig selector, Relaxed Lasso, and Adaptive Lasso.

Fast Regularization Paths
¥ Trevor Hastie, Stanford University, Statistics Department, Sequoia Hall,
Stanford, CA 94305, hastie@stanford.edu

Key Words: Lasso, Regularization Path, Coordinate Descent

The Lasso, Elastic Net and related techniques perform regularization and
variable selection simultaneously. They can be applied in a variety of set-
tings, such as the family of generalized linear models, multinomial regres-
sion and the Cox proportional hazards model. Typically we do not fit just
one model, but a series of models as we vary the tuning parameter, creating
a so-called regularization path. In this talk we discuss fast algorithms based
on coordinate descent for fitting such paths, and modifications that can deal
with very large sparse data sets.
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1 1 8 Bayesian Methods for

Diagnostic Test Meta-Analysis @

Section on Health Policy Statistics, Section on
Bayesian Statistical Science, Section on Statistics in
Epidemiology

Monday, August 4, 10:30 a.m.-12:20 p.m.

Bayesian Meta-Analysis of Diagnostic Test
Accuracy Studies: Recent Developments

Constantine Gatsonis, Brown University; ¥ Carolyn Rutter, Group Health
Cooperative, Center for Health Studies, 1730 Minor Ave., Ste 1600, Seattle,
WA 98101, rutter.c@ghc.org

Key Words: Hierarchical Summary ROC, diagnostic accuracy, meta-analy-
sis, hierarchical models, diagnostic tests

Interest in evidence-based diagnosis has grown rapidly in recent years and
has highlighted the need for systematic reviews in this area. We will discuss
statistical methods for diagnostic accuracy studies, with a focus on studies
reporting estimates of sensitivity and specificity. The need to account for be-
tween-study differences in the threshold for test positivity is a fundamental
aspect of systematic reviews of test accuracy has led to Summary Receiver
Operating Characteristic curve analysis. The reviews also need to account
for other sources of within- and between-study heterogeneity and to address
issues such as errors in the reference standard, the use of multiple cutpoints,
and verification bias. We will review and compare hierarchical and mixed
model methods and will conclude with a discussion of continuing challenges
in both statistical technique and reporting of results.

Bayesian Methods for Diagnostics: A Case

Study of a Registration Trial

* Scott M. Berry, Berry Consultants, 3145 Chaco Canyon Drive, College
Station, TX 77845, scott@berryconsultants.com; Donald A. Berry, M.D.
Anderson Cancer Center

A case study of a registration study for a diagnostic is presented. An adap-
tive sample size approach is used to monitor the sensitivity and specificity of
the diagnostic. Bayesian analyses of the “true” sensitivity and specificity are
discussed when the gold standard is measured with error.

Empirical Study of Bayesian Methods for Meta-
Analyses of Diagnostic Test Data Using a Large

Database of Studies in the Medical Literature

* Christopher H. Schmid, Tufts Medical Center, 800 Washington St.,
Boston, MA 02111, cschmid@tuftsmedicalcenter.org

Key Words: Meta-analysis, Diagnostic tests, Bayesian, Meta-regression,
ROC, Hierarchical model

Researchers apply a variety of statistical methods for meta-analysis of data
from diagnostic test studies. Typically, each study provides a 2x2 table of
true and false positives and negatives from which sensitivity and specific-
ity are derived. Because of the bivariate structure of the data and the typi-
cally substantial between-study heterogeneity, Bayesian bivariate models
are attractive. It has recently been shown that the bivariate normal model
is equivalent to a special case of the hierarchical summary ROC (HSROC)
model. We examine the performance of Bayesian forms of these models,
contrasting them with simpler models of diagnostic odds ratios and univari-
ate sensitivity and specificity in 265 meta-analyses of diagnostic tests from
the medical literature. Special attention focuses on the effect of covariates in
meta-regression models in attempting to understand the heterogeneity.
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119 Estimating the

Exposure to Risk @ A

Section on Risk Analysis, Section on Statisticians
in Defense and National Security, Section on
Health Policy Statistics, Section on Statistics in
Epidemiology

Monday, August 4, 10:30 a.m.-12:20 p.m.

A Perspective on Adversarial Risk Analysis

% Nozer Singpurwalla, The George Washington University, 2140 Penn.
Avenue, Washington, DC 20052, nozer@gwu.edu

Key Words: decision theory, game theory, decision trees

In classical risk analysis, one chooses actions that maximize ones expected
utility against the actions of a benevolent adversary, namely, nature. In ad-
versarial risk analysis, the adversary is an active opponent whose aim is to
deny the decision maker from taking actions that maximize the decision
maker’s expected utility. Game theory has been advocated as the appropri-
ate methodology for the treatment of adversarial risk. This point of view has
been challenged by some decision theorists who claim that the methods of
decision theory are adequate. In this expository talk, I highlight the issues
raised in the context of adversarial risk and point out the circumstances un-
der which decision theory and game theory are suitable methods.

Sampling Based on Two Types of Prior

% Michael E. Tarter, University of California, Berkeley, School of Public
Health, University Hall, University of California, Berkeley, CA 94720,
Tarter@berkeley.edu; Ai-Chu Wu, Consultant

Key Words: Efficiency, Inverse Cumulative Distribution Function, Nested
design, Numerical Integration, Orthogonal Polynomials, Robustness

According to Doull et al., a risk assessor often must know .”.. (a) the toxicity
profile of the agent of interest; (b) its interactions with living systems; and
(c) the known or projected exposure scenarios: to whom, how much, by which
route(s), and how often. In practice, however, complete information is sel-
dom available. Nonetheless, decisions still must be made.” Since information
sources a, b, and ¢ must often be combined, we studied sampling procedures
designed to optimize assessment accuracy by using multiple sources of prior
agricultural and environmental risk information. We combined systematic
sampling based on Gaussian-Jacobi quadrature, on the one hand, and ran-
dom sampling approaches that are often dealt with today by Neyman alloca-
tion strategies, on the other. In this way we utilized prior information about
some strata’s standard deviations, and some stratas’ ranked means.

Evaluating the Risk and Exposure of Adverse
Outcomes of Drug Products: Recent

Experiences and Lessons

% Mark Levenson, U.S. Food and Drug Administration, Bld. 22, Rm. 5245,
10903 New Hampshire Ave., Silver Spring, MD 20993, mark.levenson@fda.
hhs.gov

Key Words: pharmacoepidemiology, risk, meta-analysis, drug safety

The “gold standard” to evaluate the efficacy of a drug is the randomized
controlled trial. Trials provide valuable information on the safety as well.
However, if an adverse event is rare or has a high background rate in the
population, then a trial may not be adequate to evaluate the event risk. Addi-
tionally, safety issues may emerge after efficacy trials, and information may
not be collected to measure the adverse event accurately. To overcome these
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limitations and to supplement information from trials, other data sources
and approaches may be used. These include meta-analysis, observational
studies, and adverse-event spontaneous reporting systems. This talk will
review recent experiences with these approaches to evaluate drug risk, in-
cluding the association of suicidality and antidepressants and the adverse
outcomes associated with a cardiac-surgery anti-bleeding drug.

Exposure to Risk from Motor Vehicles and

Other Consumer Products
*¥ Duane Steffey, Exponent, Inc., 149 Commonwealth Drive, Menlo Park,
CA 94025, dsteffey@exponent.com

Key Words: design safety, injury data, field performance, recall

Estimating risk of injury from motor vehicles and other consumer products
requires not only data on the occurrence of injuries but also some measure
of the opportunity for injury (i.e., the exposure). Comparative assessments
of motor vehicle risk often depend greatly on the measure of exposure used.
Crash-based metrics more easily permit adjustment for confounding factors.
Exposure-based metrics reflect better the influence of driver and environ-
mental factors in accident scenarios. Data on exposure to general classes of
consumer products may be found in customer surveys sponsored by industry
groups or government agencies. For risk analyses of specific products, expo-
sure data (i.e., the number of units at risk of failure) are typically obtained
from a company’s production, shipping, or sales records.

1 2 O Planets Around

Other Suns: Inference and
Experimental Design for
Exoplanet Studies @A

IMS, Section on Physical and Engineering Sciences,
Section on Bayesian Statistical Science
Monday, August 4, 10:30 a.m.-12:20 p.m.

Detecting New Extrasolar Planets with a
Bayesian MCMC Kepler Periodogram

% Phil Gregory, University of British Columbia, Dept. of Physica &
Astronomy, 6224 Agricultural Road, Vancouver, BC V6T 1Z1 Canada,
gregory@physics.ubc.ca

Key Words: Extrasolar planets, Bayesian statistics, Markov chain Monte
Carlo, Periodogram, time series

Are we on the threshold of discovering life elsewhere in the universe? With
the mounting discoveries of extrasolar planets there is a sense that we are
well underway. Astronomers searching for the small signals induced by
planets inevitably face significant statistical challenges. This talk illustrates
how a Bayesian reanalysis of published radial velocity data sets is provid-
ing strong evidence for additional planetary candidates. The Bayesian infer-
ence is accomplished with a parallel tempering Markov chain Monte Carlo
(MCMQC) algorithm which acts as a powerful multi-planet Kepler periodo-
gram for both parameter estimation and model selection. The MCMC al-
gorithm is embedded in a unique two-stage adaptive control system that
automates the tuning of the proposal distribution parameters through an
annealing operation.
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Posterior-Guided Importance Sampling
for Calculating Marginal Likelihoods, with

Application to Bayesian Exoplanet Searches
% Jim Crooks, Duke University, Dept. of Statistical Science, Box 90251,
Durham, NC 27708-0251, bigjim@samsi.info

Key Words: Astronomy, extrasolar planets, Bayesian statistics, Importance
sampling, Markov chain Monte Carlo, Experimental design

This talk presents a novel method of high-dimensional stochastic integra-
tion for calculating marginal likelihoods when a posterior MCMC sample
is available. The accuracy and efficiency of importance sampling depends
strongly on the importance function having approximately the same shape
as the target function. In high dimensions, such importance functions can
be extremely hard to build. However, in the Bayesian context, the target is
proportional to the posterior, so a posterior MCMC sample can be used to
guide the choice of importance function. We do this by centering multivari-
ate student distributions around some of the MCMC points and then adapt-
ing their parameters to minimize the variance in the importance weights.
Our work is done in the context of exoplanet detection, first in determining
how many planets are present, and second in scheduling telescope time.

121 Adaptive Designs:

Perspectives from Academiaq,
Industry, and Regulatory @ A

Biopharmaceutical Section, Biometrics Section
Monday, August 4, 10:30 a.m.-12:20 p.m.

Utility of Bayesian Methods in Early- and Late-

Phase Adaptive Design Clinical Trials

% Sue-Jane Wang, U.S. Food and Drug Administration, 10903 New
Hampshire Ave, MailStop WO22, Room 6105, CDER, Silver Spring, MD
20993, suejane.wangefda.hhs.gov

Key Words: A&WC, clinical trial, early adaptive trial design, type II error

The recent advances in adaptive design methodology for evaluation of an
experimental treatment extend from sample size re-estimation based on
accumulating interim data to mid-stream adaptation of primary efficacy
endpoint, treatment dose/schedule/duration, or responsive patient popula-
tion in either early and/or late phases controlled trials. There have been vari-
ous enthusiastic attempts to bring in Bayesian tools in the design stage, the
analysis stage, and the inference stage. In this paper presentation, the role
and utility of Bayesian methods for early phase drug development versus late
phase drug development will be elucidated using typical and novel scenarios.
The contrast between decision issues versus inference issues will be high-
lighted. Implementation issues related to practical usefulness and interpret-
ability will be discussed.

Population Enrichment Within a Group

Sequential Design

* Cyrus R. Mehta, Cytel Inc., 675 Massachusetts Avenue, Cambridge, MA
02139, mehta@cytel.com; Ping Gao, The Medicines Company; James Ware,
Harvard University

Key Words: Enrichment Design, Subgroup Selection, Adaptive Design, Car-
diology Trials, Group Sequential, Sample Size Increase

We present a method for combining group sequential stopping rules with
population enrichment within the framework of a confirmatory clinical
trial. The approach is motivated by the need for greater efficiency in large
cardiology trials where event rates are low and efficacy gains relative to the
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current standard of care are likely to be small. Since such trials typically
involve sample sizes in the thousands, group sequential designs with early
stopping for benefit or futility are commonly adopted. These designs can be
improved if patient eligibility is initially open to a broad population with
the option, at an interim analysis, to restrict future enrollment only to pre-
specified subgroups that appear to be benefiting from the new treatment,
possibly accompanied by a data dependent sample size increase.

Adaptive Designs: Why, How, and When?

* Christopher Jennison, University of Bath, Department of Mathematical
Sciences, Bath, International BA15 1EP United Kingdom, C.Jennison@bath.
ac.uk

Key Words: Clinical trials, Adaptive designs, Group sequential tests, Com-
bination tests, Seamless transition

The applications of adaptive design methodology are diverse and one should
not expect a simple answer to when it may be beneficial to use such a design.
We shall consider a range of application areas and offer conclusions for each.
Conventional group sequential tests are relevant to problems of sample size
reassessment. However, adaptive designs offer a flexible response to unex-
pected changes of intent or to rescue an inadequately planned trial. Com-
bination tests at the heart of many adaptive designs play a key role in two-
stage studies set up to include treatment selection, change of endpoint, or
change of focus to a subpopulation. Combining two of the traditional phases
of clinical testing with a “seamless transition” may have benefits of conti-
nuity and, ultimately, more rapid recognition of an effective treatment—as
long as logistical issues can be addressed.

122 The Role of Priors in

Bayesian Analysis of Complex,
Real-World Problems @ A

International Society of Bayesian Analysis, Section on
Bayesian Statistical Science, Section on Health Policy
Statistics

Monday, August 4, 10:30 a.m.-12:20 p.m.

Combining Experts in Prior Elicitation

% Judith Rousseau, University Paris Dauphine, Place du marechal deLattre
de Tassigny, Paris, International 75 016 France, rousseau@ceremade.
dauphine.fr; Guihenneuc Chantal, University Paris 5; Albert Isabelle, INRA;
Donnet Sophie, University Paris Dauphine; Mengersen Kerrie, Queensland
University of Technology; Lowchoy Samantha, Queensland University of
Technology

Key Words: Bayesian statistics, prior elicitation, hierarchical modelling

In many applications there is a need to use expert knowledge to construct
prior distributions in a Bayesian approach. There is a vast literature on the
elicitation of prior distributions using expert knowledge. However there re-
mains some open questions. In particular when more than one experts are
interviewed and we want to combine mathematically their opinions the ap-
proaches the are proposed in the literature are not entirely satisfactory since
they do not really take into account the possible dependence between the ex-
perts. In this paper we propose to use a hierarchical modeling to combine the
experts’ opinions into a single prior. We apply this method in two different
setups : a dose-response model as is typically used in food risk analysis and a
sociological model. A comparison is made with other methods.
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Bayesian Modeling of Neuron Death

Anthony Pettitt, Queensland Univeristy of Technology; % Gareth Ridall,
Lancaster University, Maths and Stats, Lancaster, LA1 4YW United
Kingdom, g.ridall@lancs.ac.uk

Key Words: neuron death, model choice, informative prior, Bayes factor,
motor neuron disease

Amyotrophic lateral sclerosis (ALS), a type of motor neuron disease, is a
degenerative neurological disease. Mathematical models have been put for-
ward to explain the death process for the numbers of surviving nerve cells.
For ALS Ridall et al (Appl Statistics, 2007) developed a Bayesian model to al-
low clinicians to assess disease progress by estimating a patient’s remaining
number of motor units by analyzing data measured from a given muscle in
response to electrical stimulation of a nerve. In that approach many infor-
mative priors were used but a flat prior was used for the number of units.
Data from previous studies carried out with the patient were considered
separately. We investigate the use of a two stage process to incorporate previ-
ous patient data. We use the Bayes factor to distinguish between competing
models of neuron death which have different biological interpretations.

Hierarchical Models for Combining Data from

Multiple Sources for Risk Assessment

Louise Ryan, Harvard School of Public Health; % Tianxi Cai, Harvard
University, Department of Biostatistics, 655 Huntington Ave., Boston, MA
02115, tcai@hsph.harvard.edu

Assessing the risk of rare adverse events associated with environmental or
pharmaceutical exposures generally encounters the challenge of dealing
with low-powered studies. Power to quantify such risks can be boosted by
synthesizing data from multiple studies. While Bayesian hierarchical mod-
els provide a natural tool in such settings, it can be a challenge to construct
appropriate prior distributions, and the results are often sensitive to the as-
sumptions being made. We present several case studies that illustrate these
challenges, along with effective solutions.

123 Helping Data Users

Better Understand the American
Community Survey @A

Section on Government Statistics, Social Statistics
Section
Monday, August 4, 10:30 a.m.-12:20 p.m.

Helping Data Users Better Understand the
American Community Survey

¥ Linda A. Jacobsen, Population Reference Bureau, 1875 Connecticut Ave.,
NW, Suite 520, Washington, DC 20009, ljacobsen@prb.org; % Peter Lobo,
NYC Department of City Planning, 22 Reade Street - 4W, New York, NY
10007-1216, plobo@planning.nyc.gov; % Ken Hodges, Claritas Inc., 53 Brown
Road, Ithaca, NY 14850, khodges@claritas.com; ¥ John Thompson, National
Opinion Research Center, Thompson-John@norc.org; % Joseph Salvo, NYC
Department of Planning; ¥ Kennon Copeland, National Opinion Research
Center

Asapart of the 2010 Census re-engineering, the ACS replaced the traditional
decennial census long form, allowing for up-to-date information every year,
rather than just once adecade. Beginningin 2006, the Census Bureaureleased
single-year estimates for the nation and for states, counties, and other
geographic areas with populations of 65,000 and greater. In 2008, the first
set of multiyear period estimates will be released for data collected between
2005 and 2007. These 3-year period estimates will include geographic
areas with populations of 20,000 and greater. To prepare for this release,
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the Census Bureau is working with a set of experts to develop training and
informational materials geared toward specific audiences. This session will
present the results of this effort and focus on the general public, state and
local government, the business community, and the advanced ACS user.

124 Directing a Biostatistics

Core in Biomedical Research @A

Council of Chapters, Biometrics Section,
Biopharmaceutical Section
Monday, August 4, 10:30 a.m.-12:20 p.m.

Directing a Biostatistics Core in Biomedical

% Michael Kutner, Emory University, Department of Biostatistics, Atlanta,
GA 30322, mkutner@sph.emory.edu; ¥ Karen Bandeen-Roche, Johns
Hopkins Bloomberg School of Public Health, Department of Biostatistics,
615 North Wolfe Street, Baltimore, MD 21205-2179, kbandeen@jhsph.

edu; ¥ Joseph Hogan, Brown University, Center for Statistical Sciences,
121 South Main Street, Box G-S121-7, Providence, RI 02912, jwh@brown.
edu; % KyungMann Kim, University of Wisconsin-Madison, Department of
Biostatistics & Medical Informatics, Madison, WI 53792, kmkim@biostat.
wisc.edu; ¥ Susan Ellenberg, University of Pennsylvania, Dept of Biostatistics
and Epidemiology, Philadelphia, PA , sellenbe@mail.med.upenn.edu

Key Words: Biostatistics, Consulting

A common challenge in the practice of biostatistics entails dealing with
broader scientific and operational issues. As such, the goal for this invited
panel session is to provide a venue for the exchange of ideas concerning the
challenges and solutions that arise in serving as director of either a biostatis-
tic core or biostatistics shared resource within a university-based research
center. The panel is composed of biostatisticians who have extensive experi-
ence serving in such a capacity. Both statistical and nonstatistical aspects of
core direction will be discussed.

1 2 5 Communicating

Statistics Through Collaborative
Problemsolving @ A

Section on Statistical Consulting, Committee on
Career Development, Biopharmaceutical Section,
Section on Quality and Productivity, Section on
Teaching Statistics in the Health Sciences
Monday, August 4, 10:30 a.m.-12:20 p.m.

Our Collaborative and Value-Creating

Problemsolving Process
* Arnold Goodman, Collaborative Data Solutions, 92861, thegoodmane
dslextreme.com

Key Words: problem solving, value creation, stakeholder orientation, col-
laboration

Since early 1900, there has been a continuing evolution in problems, data
sets, technology, and methodology, plus the number and perspective of
stakeholders. Significant problems today are highly complex in structure
and multidisciplinary in nature, with massive data sets. In response, we
developed a value-creating process to solve stakeholder problems, view of
collaboration’s success factors, and fabric of collaboration success factors
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woven into the process. It expands Fisher’s 3 problems in reducing data and
Mallow’s Oth problem. Five factors critical to collaboration are community
of collaborator relationships, commitment to community goals, communi-
cation in community language, change produced by contributions to com-
munity goals, and control from stakeholder evaluation. We know no other
process as problem and data driven, stakeholder focused, value-oriented, or
collaborative as ours.

Collaborative Problemsolving Case Studies
* Janet Myhre, Mathematical Analysis Research Corp., 4239 Via Padova,
Claremont, CA 91711, MARCmath@aol.com

Key Words: problem solving, value creation, stakeholder orientation, col-
laboration, illustrative case studies

This presentation complements “Our Collaborative and Value-Creating Prob-
lemsolving Process with Case Studies,” which illustrate its aspects. Case stud-
ies exemplify the importance of collaboratively: (1) defining the stakeholders’
actual problem needs, (2) specifying the data and theory resources required to
satisfy them, (3) designing the analysis and software tools to produce a prob-
lem solution, (4) building the problem solution, and finally (5) creating value
for the stakeholders from this solution. In addition, they will portray what col-
laboration is and how to do it successfully. Case studies include ‘Combination
of Data Sources for Estimation of Success or Failure,” ‘Pharmaceutical Product
Development Projections, ‘Development of Event Tree Software for Safety,
and ‘Forecast Models for the Salinity of the Salton Sea.’

Teaching Consulting and Collaboration Skills
in a Graduate Statistics Program

*¥ Daniel R. Jeske, University of California, Riverside, Department of
Statistics, Room 2605 STAT-COMP Building, Riverside, CA 92521, daniel.
jeske@ucr.edu

Key Words: Cat Food Recipes, Bradley-Terry Models, Statistical Consult-
ing, Graduate Student Education

It is shown how student participation in a real consulting project can be
leveraged to achieve the dual goals of (i) developing statistical consulting
skills in graduate students, and (ii) enhancing the instructional effective-
ness of statistical methodology. Achieving these goals is the primary mission
of the Statistical Consulting Collaboratory at the University of California,
Riverside. The paper gives a detailed illustration of the how the goals were
achieved by reporting on an interesting case study, with special emphasis
given to describing the involvement of students and the alternative ways
in which the project found its way into classrooms. (This is joint work with
Scott M. Lesch and Hongjie Deng.)

Human Challenges to the Collaborative and

Value-Creating Problemsolving Process
* Doug Zahn, Zahn and Associates, 249 Timberlane Road, Tallahassee, FL
32312, zahn@stat.fsu.edu

Key Words: relationship, wanted conversation, breakdown, meeting, atti-
tude, feelings

Many challenges to the collaborative and value-creating problem solving
process come from the fact that one is doing this activity with other hu-
mans: creating synergistic relationships; sorting out what is to be done—
rather than succumbing to the cry, “We have talked long enough! Let’s get to
work!”; recovering from the breakdowns that inevitably occur in the process;
and having effective meetings. I will explore strategies for sorting out these
challenges and dealing with them effectively.
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1 2 6 Integrating Statistics

and Bioinformatics Curricula @

Section on Teaching Statistics in the Health Sciences,
Biopharmaceutical Section, Section on Statistical
Education

Monday, August 4, 10:30 a.m.-12:20 p.m.

Applying the GAISE Framework to a

Bioinformatics Course

% Monnie McGee, Southern Methodist University, SMU P.O. Box 750332,
3225 Daniel Ave Room 144 Heroy, Dallas, TX 75275-0332, mmcgee@smu.edu

Key Words: GAISE Guidelines, Education, Bioinformatics, Classroom Tech-
nology, Software

The Guidelines for Assessment and Instruction in Statistics Education
(GAISE) Project was completed in 2005. The guidelines were meant specifi-
cally for introductory statistics courses, but they can apply to other courses,
also. Recommendations from this project include emphasize statistical liter-
acy and develop statistical thinking, use real data; stress conceptual under-
standing rather than mere knowledge of procedures, foster active learning in
the classroom, use technology for developing conceptual understanding and
analyzing data, and use assessments to improve and evaluate student learn-
ing. In my talk, I will discuss how each of these guidelines can be directly ap-
plied or modified to form the framework for a course in bioinformatics. I will
also discuss other guidelines that are applicable to bioinformatics courses.

Intfroducing Bioinformatics as Part of Statistics

Curriculum at Purdue
% Olga Vitek, Purdue University, IN 47906, ovitek@stat.purdue.edu

Key Words: bioinformatics, education, microarrays

Problems in molecular biology offer exciting opportunities in statistical re-
search, but require specialized interdisciplinary knowledge and skills. Statis-
tics students with little biology background are sometimes reluctant to enter
the field, but can be encouraged if they are exposed to it early in the program.
Our department offered an introductory course that can be taken during the
first two years in graduate school. The course focuses on the analysis of gene
expression microarrays, and builds upon a series of successful workshops
offered by the bioconductor community. The course emphasizes statistical
methods in the “large p small n” paradigm, inference in the context of bio-
logical knowledge and annotations, and computing with R and bioconductor.
We found that the course helped stimulate the interest in this area, and mo-
tivated a number of students to pursue research in this field.

Strategies for Integrating Biological,
Computer, and Statistical Knowledge in

Teaching Bioinformatics

% Paul Schliekelman, The University of Georgia, Department of Statistics,
204 Statistics Building, Athens, GA 30602-1952, pdschlie@stat.uga.edu

Key Words: bioinformatics, teaching, curriculum

One of the major challenges in teaching bioinformatics is the broad skill set
required of students. A successful bioinformaticist requires genuine bio-
logical knowledge, good programming skills, and strong math/statistical
skills. It is difficult to teach even introductory courses without some level of
knowledge in all three of these areas and very few students come adequately
prepared. I will discuss the evolution of my strategies in five years of teach-
ing a two semester statistical bioinformatics course. I will also discuss the
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approach to this issue in formulating a curriculum for a new PhD program
in bioinformatics at the University of Georgia and the results after one year
with our first batch of graduate students.

The Flip Side: Teaching Statistics to

Bioinformatics Students
¥ Mark Segal, University of California, San Francisco, 185 Berry Street,
Lobby 4, Suite 5700, San Francisco, CA 94107, mark@biostat.ucsf.edu

Key Words: Bioinformatics, Computational Biology, Case Studies, Doctoral
Program

At UCSF there is a doctoral program intBioinformatics but none in (bio)
statistics. Accordingly, faculty from the Division of Biostatisticstare in-
volved in teaching and mentoringtBioinformatics students in various
aspects of data analysis.tOne standing course offering consists of a “case
studies”t lecture series, wherein illustrative examples from the compu-
tational biology literature that showcasetapplications (both good and
bad)tof particulartstatistical methodologies are explained and dissected.
This format also allows faculty to introduce the own research, with the
goal of fostering dissertation and/or project collaborations. Strengths and
weaknesses observed to date are discussed.

127 Census Coverage

Measurement A

Section on Survey Research Methods, Section on
Government Statistics, Social Statistics Section
Monday, August 4, 10:30 a.m.-12:20 p.m.

Relaxing the Autonomous Independence
Assumption for Census Coverage

Measurement Dual System Estimates

% Richard A. Griffin, U.S. Census Bureau, 104 Arrowhead Circle, Lansdale,
PA 19446, richard.a.griffin@census.gov

Key Words: Dual System Estimation, Taylor Linearization, Sensitivity
Analysis

This paper develops expressions for the expected value and variance of the
dual system estimate relaxing the autonomous independence assumption.
The development assumes all members of the population are exposed to pos-
sible inclusion in both the coverage measurement survey and the census.
Taylor Linearization is used as in Wolter’s 1986 JASA paper; however, the
captures of persons in the same housing unit are no longer assumed to be
independent. A sensitivity analysis is done to analyze the effect on the bias
and multinomial model variance of the dual system estimate for varying
amounts of capture dependence. Data from the Census 2000 Accuracy and
Coverage Evaluation Survey is used to estimate potential levels of capture
dependence for persons in the same housing unit.

Using Continuous Variables as Modeling

Covariates for Net Coverage Estimation

% Vincent T. Mule, U.S. Census Bureau, 15007 Nebraska La, Bowie, MD
207186, vincent.t.mule.jr@census.gov; Don Malec, U.S. Census Bureau; Jerry
Maples, U.S. Census Bureau; Teresa Schellhamer, U.S. Census Bureau

Key Words: Dual System Estimation, Logistic Regression
The Census Bureau uses dual system estimation as one method to evaluate

the coverage of the decennial census. This estimation for previous censuses
has used post-stratification to minimize the impact of correlation bias on
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the population estimates. For 2010, we are planning on using logistic regres-
sion modeling instead of post-stratification cells. Logistic regression gives
us the option of using variables in the model as continuous variables instead
of having to form groupings. This research present our initial results of the
impact of using certain continuous variables in the model development and
the resulting population estimate.

Direct Estimates as a Diagnostic for Dual
System Estimators Based on Logistic

Regression

% Mary H. Mulry, U.S. Census Bureau, 2884 Manorwood Trail, Fort Worth,
TX 76109, mary.h.mulry@census.gov; Bruce D. Spencer, Northwestern
University; Tom Mule, U.S. Census Bureau; Nganha Nguyen, U.S. Census
Bureau; Eric Schindler, U.S. Census Bureau

Key Words: census, Accuracy and Coverage Evaluation Survey, 2010 Cen-
sus Coverage Measurement Program

The 2010 Census Coverage Measurement Program (CCM) is preparing to use
logistic regression modeling in the estimation of net census coverage error
rather than post-stratification, the approach used for previous censuses.
The most important objective for the CCM is to obtain separate estimates of
erroneous census inclusions and census omissions. The plan for estimating
census omissions is to sum estimates of net coverage error and erroneous
enumerations. The net error estimates will be based on dual system estima-
tion formed with separate logistic regression models for the correct enu-
meration rate and the match rate. Direct estimates at the block cluster level
aid in variable selection by comparing the accuracy of estimates based on
logistic regression models (or post-stratification designs) with and without a
variable for groups of the clusters with different characteristics.

Assessing Synthetic Error via Markov Chain

Monte Carlo Techniques

% Andrew Keller, U.S. Census Bureau, 4600 Silver Hill Rd., Room 4H260D,
Washington, DC 20233, andrew.d.keller@census.gov

Many small domain estimates require a precise, direct estimate of the within
domain variability as one component. However, due to small sample size, the
precision of within small domain direct variance estimates of census cover-
age is questionable. In this paper, Markov chain Monte Carlo (MCMC) tech-
niques are applied to develop a model-based estimate of the within domain
variability as part of the estimation process. For this particular application,
variability within state is modeled via a random effects model where the
census block is the replicate. Ultimately, this block-level model is applied to
evaluate synthetic error of the small domain.

Demographic Analysis in 2008 and Beyond

% Dean Judson, U.S. Census Bureau, 15000 Fort trail, Accokeek, MD
20607, dean.h.judson@census.gov; J. Gregory Robinson, U.S. Census Bureau;
Kirsten K. West, U.S. Census Bureau; Antonio Bruce, U.S. Census Bureauy;
Bashiruddin Ahmed, U.S. Census Bureau; Frederick W. Hollman, U.S.
Census Bureau

Key Words: coverage measurement, dual system, demographic analysis,
demographic benchmarks, decennial census

The role of Demographic Analysis (DA) is to provide a coverage measurement
estimate of decennial results independent from the (survey based) dual sys-
tem estimator. In 2000, demographic analysis proved its worth. However,
there are many improvements that should be considered. There are two major
foci of interest: Constructing national DA measures and subnational demo-
graphic “benchmarks,” and evaluating components of DA measures. These
research foci have proven important given the success of DA in 2000 and
the need for continual improvement. This paper will discuss the potential of
several new research topics in each focus area, and discuss their feasibility
within the operational limits of the 2008 dress rehearsal and Census 2010.
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1 2 8 Threshold Regression

and Alternative Time Scales

Biometrics Section, Section on Nonparametric
Statistics
Monday, August 4, 10:30 a.m.-12:20 p.m.

Analyzing Longitudinal Survival Data Using

Threshold Regression

¥ George A. Whitmore, McGill University, 184 Norwood Ave, Point Claire,
QC H9R1R4 Canada, george.whitmore@mcgill.ca; Mei-Ling T. Lee, The Ohio
State University

Key Words: non proportional hazards, proportional hazards, first hitting
time, longitudinal data, passage time, Wiener process

Longitudinal survival data pose an interesting challenge for statistical
modeling and inference, especially where the data also require a regression
structure. The methodology of threshold regression is based on the concept
that people’s health status follows a latent stochastic process and event oc-
curs when the health status process first reaches a threshold (a first hitting
time). Encounters with this type of data structure abound in practical sur-
vival settings and there is a pressing need for simple regression methods to
handle the longitudinal aspect and covariate data. This study looks at the
formal conditions that must hold for this so-called uncoupling procedure to
be valid. The conditions are examined in terms of both theory and practical
application. The uncoupling procedure modifies the time scale for the analy-
sis and can be used in conjunction with an operational time scale.

First-Hitting Time Models with Current Status

Data

% Xin He, The Ohio State University, B-116 Starling-Loving Hall, College
of Public Health, 320 West 10th Avenue, Columbus, OH 43210, xhe@cph.
osu.edu; Xingwei Tong, Beijing Normal University; Jianguo (Tony) Sun,
University of Missouri

Key Words: Bivariate Wiener process, Current status data, First hitting
time model, Joint analysis

We consider the analysis of failure time data where a failure is defined as
the time at which a particular latent process crosses a threshold level. Sev-
eral models, usually referred to as first-hitting time or threshold models, for
this type of data are available. In particular, Whitmore et al. (1998) proposed
such a model based on a bivariate Wiener process that models both the latent
process and a marker process that is related to the latent process jointly. One
advantage of the Wiener process model is that it can handle the situation
where the effect of the marker process on the latent process is not propor-
tional. We consider the analysis of this model when only current status data
are available and the maximum likelihood estimation approach is developed.
The approach is evaluated by simulation studies and applied to a motivating
example about liver tumors in mice.

A Regression-Spline-Based Threshold

Regression Model
% Zhangsheng Yu, The Ohio State Univesity, College of Public Health, OH
43210, zyu@cph.osu.edu; Mei-Ling T. Lee, The Ohio State University

Key Words: First hitting time model, survival analysis, cross validation
For censored survival data, we investigate a threshold regression model with

a semi-parametric covariate function. In estimating the nonparametric
covariate function, the regression spline method are discussed. A cross
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validation method is proposed for the selection of tuning parameters.
Simulation results show that the proposed estimates for both the
nonparametric function and parametric coefficients are close to true values.
The proposed variance estimates also perform very well. We apply regression
spline based procedure to the western Kenya parasitemia study data. The
proposed model provides a useful regression model for data sets where
proportional hazards assumption is not true.

Bayesian Random Effects Threshold Regression
with Application to Survival Data with

Nonproportional Hazards

% Michael Pennell, The Ohio State University, 320 West 10th Avenue,
Columbus, OH 43210, mpennell@cph.osu.edu; George A. Whitmore, McGill
University

Key Words: Bayesian methodology, Nonproportional hazards, Random ef-
fects, Survival analysis, Threshold regression, Wiener process

In biomedical studies, time to event data often violate the assumptions
of Cox regression due to the presence of time-dependent covariate effects
and unmeasured risk factors. An alternative approach is to model a sub-
ject’s health status as a latent stochastic process that fails when it reaches a
threshold value. Although these threshold regression models do not require
proportional hazards, existing methods do not accommodate unmeasured
covariates. To address this issue, we propose a Bayesian methodology which
models the latent health status of an individual as a Wiener diffusion process
with subject-specific initial state and drift. Posterior inference proceeds via
an MCMC methodology with data augmentation steps to sample the final
health status of censored observations. We demonstrate our method using
mortality data from melanoma patients with nonproportional hazards.

1 2 9 Time Series II: Model

Optimization and Evaluation

Business and Economics Statistics Section
Monday, August 4, 10:30 a.m.-12:20 p.m.

A Modification to Khandakar and Hyndman'’s
ARIMA Model Selection Algorithm Using an

Empirical Information Criterion
¥ Brian C. Monsell, U.S. Census Bureau, 4600 Silver Hill Road, Washington,
DC 20233, brian.c.monsell@census.gov

Key Words: Automatic ARIMA model selection, out-of-sample forecast er-
ror, outlier regressors, calendar regressors, history diagnostics

Khandakar and Hyndman (2007) propose an automatic ARIMA model selec-
tion algorithm based on the Linear Empirical Information Criterion (LEIC),
which penalizes the maximized log likelihood by a linear function of the
number of parameters in the model. A penalty term is derived using an out-
of-sample forecast performance criterion evaluated for a set of related time
series. A modification to this algorithm will be examined that (a) includes se-
lection of trading day, holiday and outlier regressors identified initially using
a default model, and (b) incorporates 12-step ahead out-of-sample forecast
performance. This modified algorithm will be applied to a set of Census Bu-
reau series examined in McDonald-Johnson, Hood, Monsell and Li (2007).
The model choices made by the algorithm will be compared to those made by
Version 0.3 of X-12-ARIMA.
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How Frequency of Measurement Affects

Petroleum Product Price Pass-Through Models
% Carol J. Blumberg, Energy Information Administration, 2035 Lyttonsville
Road, Silver Spring, MD 20910-2264, carol.blumberg@eia.doe.gov; John
Zyren, Energy Information Administration

Key Words: Petroleum, pass-through, asymmetry, time-series, temporal
disaggregation, quadratic matching

The Energy Information Administration (EIA) has access to spot prices of
conventional and reformulated gasoline (or RBOB), diesel fuel and other pe-
troleum products on a daily basis. EIA surveys retail prices for these products
on a weekly basis. Further, it collects data on volumes sold on a monthly ba-
sis. Since EIA reports prices by regions and formulation, when aggregated,
the prices must be volume-weighted to get regional prices that are useful
in modeling. Thus, when building models for predicting retail prices from
spot prices, data frequency becomes an issue. This paper studies the im-
pact of using different volume frequencies on the modeling of weekly price
pass-through. The use of (i) an average volume (i.e., constant weight), (ii) the
actual monthly reported volumes, and (iii) weekly estimates derived using
quadratic-matching will be compared and contrasted.

Theoretical and Real Trading-Day Frequencies
¥ Dominique Ladiray, INSEE, 18 boulevard Adolphe Pinard, Paris, 75014
France, dladiray@yahoo.fr

Key Words: Seasonal Adjustment, Tradin-Day Effect, X-12-ARIMA, Spec-
tral Analysis

Most of economic indicators are linked to a daily activity which is usually
summed up each month or each quarter. In this case, the number of working
days, which varies from one month to another in a quasi-predetermined way,
can explain some short-term movements in the time series. Due to the regu-
larity of the calendar, this Trading-Day effect (TD) corresponds to specific
frequencies and could be detected in the spectrum of the series. X-12-Arima
implements such a “visual spectral test.” In a first part, the “theoretical” TD
frequencies are derived from the spectrum of the Gregorian calendar. But
a real TD effect, a linear combination of these basic frequencies, can corre-
spond to different frequencies. In a second part, the study of several thou-
sands of real time series permits to exhibit the “real” TD frequencies, those
one should use in a spectral test to detect a trading-day effect.

The Influences of Bridging Days, School

Holidays, and Weather on German Time Series

¥ Robert Kirchner, Deutsche Bundesbank, Wilhelm-Epstein-Str. 14,
Frankfurt am Main, 60431 Germany, robert.kirchner@bundesbank.de

Key Words: seasonal adjustment, calendar adjustment, calendar variables

Traditionally, seasonal adjustment also involves the elimination of average
calendar influences. By contrast, no separate adjustment usually takes place
for bridging days, school holidays and weather-induced effects. These effects
are investigated in the paper based on RegARIMA models. It will be shown
that the three variables have a significant influence on the German produc-
tion index. However, problems are apparent, these being that the adjusted
results are not always plausible, the magnitude of the influences may depend
on the business cycle and catch-up effects are probable but impossible to
quantify. Hence, it is argued that the decision about which variables should
be used for the calendar adjustment of officially published data should take
into account more criteria than only statistical significance.
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Further Results on Seasonal Time Series

¥ David A. Dickey, North Carolina State University, Box 8203, NC State
University, Raleigh, NC 27695-8203, dickey@stat.ncsu.edu

Key Words: nonstationarity, unit roots, asymptotics

Seasonal differencing is often applied when reporting, for example, monthly
sales. new car sales are often reported as up or down from the same period
last year. We modify the seasonal tests of Dickey, Hasza, and Fuller (1984) to
investigate results for less typical, long period cases such as 1,440 minutes
per day, 52 weeks per year, 365 days per year and so forth, getting some nice
properties including a surprising effect of deterministic terms in the models.
Seasonal cointegration has grown in popularity as well over the last several
years and we compare several approaches to this kind of model for quarterly
data. we focus on results for various specific alternatives suggested by the
models in this class, comparing some standard models to one that is directed
against the specific alternative under study.

1 3 0 Complex Hierarchical

Bayesian Biostatistics @ A

Section on Bayesian Statistical Science
Monday, August 4, 10:30 a.m.-12:20 p.m.

Analyzing Phylogenetic Recombination Data

with Ancestral Recombination Graphs

% Erik W. Bloomquist, University of California, Los Angeles, UCLA School

of Public Health, Department of Biostatistics, Los Angeles, CA 90095,
bloomquist@gmail.com; Marc A. Suchard, University of California, Los Angeles

Key Words: Phylogenetics, Recombination, Ancestral Recombination
Graph, Coalescent, HIV

In the past ten years, advances in computing technology and Bayesian statis-
tics have revolutionized the field of statistical phylogenetics. By allowing for
more complex and realistic models, statistical phylogenetics can now more
adequately model and analyze genetic datasets. In particular, Bayesian phy-
logenetic models have better handled the problem of putative recombina-
tion inference and detection. In this talk, I will review some of our group’s
research on Bayesian phylogenetic models for recombination. Afterward, I
will discuss and present some of our current work regarding Ancestral Re-
combination Graphs.

Multivariate Bayesian Variable Selection and

Voxel Selection in fMRI

% Bradley McEvoy, University of California, Los Angeles, 1001 west stevens
avenue #415, Santa Ana, CA 92707, bmcevoy@ucla.edu; Rajesh Nandy,
University of California, Los Angeles

Key Words: fMRI, Bayesian, variable selection, multivariate

In fMRI, one would assume multivariate statistical techniques (e.g., mul-
tivariate regression) are more efficient than their univariate counterparts
in dealing with the complex spatial correlation structure. The experimental
paradigm’s effect can be assessed over numerous voxels and does not require
spatial smoothing of the data. However, multivariate methods suffer from
bleeding artifacts induced by the p-value assignment schemes that inflate
the size of the activated regions. In this talk,  adapt the multivariate Bayes-
ian variable selection technique to resolve this issue. Further, this frame-
work affords the following features; anatomical information, expert opinion
of where activation is likely to occur and a thresholding mechanism can en-
ter the statistical model.
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Hierarchical Dynamic Time-to-Event Models
for Post-Treatment Preventive Care Data on

Breast Cancer Survivors

% Freda Cooner, U.S. Food and Drug Administration, 1620 E JEFFERSON
ST, APT 10, Rockville, MD 20852, freda.cooner@fda.hhs.gov; Sudipto
Banerjee, The University of Minnesota

Key Words: Cure rate models, Dynamic survival models, Hierarchical mod-
els, Latent activation schemes, Markov chain Monte Carlo, Piecewise expo-
nential distribution

This article considers modeling data in post-treatment preventive care set-
tings, where cancer patients who have undergone the treatment discontinue
seeking preventive care services. Clinicians and public health researchers are
interested in explaining such behavioral patterns by modeling the time to
receiving care while accounting for several patient and treatment attributes.
Cure models are often preferred for data where a significant part of the popu-
lation never experienced the endpoint. Building upon recent work on hier-
archical cure model framework we propose modeling a sequence of latent
events with a piecewise exponential distribution that remedies oversmooth-
ing encountered in existing models with different latent distributions. We
investigate simultaneous regression on the cure fraction and the latent event
distribution and derive a flexible class of semiparametric cure models.

Bayesian Multivariate Longitudinal Models for

Self-Reported Sex Behavior Data

%k Lily Altstein, University of California, Los Angeles, Los Angeles, CA,
laltstein@ucla.edu; Robert E. Weiss, University of California, Los Angeles

Key Words: Bayesian Data Analysis, Random Effects Models, Multivariate
Categorical Data, HIV Transmission-Prevention

HIV researchers regularly elicit detailed information on sexual behaviors in
HIV+ and HIV-at-risk populations to assess counts of transmission behav-
iors. The CLEAR study randomized study participants either to an immedi-
ate else delayed counseling intervention to reduce their HIV transmission
behaviors. We develop a joint multivariate hierarchical longitudinal model
to study the interrelationships between the number of sexual partners and
disclosure of participant’s HIV-status to sex partners across several differ-
ent partner types. The model analyzes the correlation between outcomes
through both fixed and random effects and is a template for more complex
analyses that would include number of sexual acts and condom use.

Model Selection for Clustered Outcome
Common Predictor Effect Models

% Juan Jia, University of California, Los Angeles, Department of
Biostatistics, UCLA School of Public Health, Los Angeles, CA 90095,
jiajuan@ucla.edu; Robert E. Weiss, University of California, Los Angeles

Key Words: Multivariate longitudinal data, Common effects, Leaps and
bounds

Model selection is the problem of identifying the best models among a large
number of competing models. Many model selection studies focus on vari-
able selection. The Clustered Outcome common Predictor Effect (COPE)
model clusters outcomes that respond in like fashion to all predictors. As
the number of outcomes increases, the number of ways to cluster the out-
comes increases rapidly. A leaps and bounds style algorithm is developed to
efficiently seek a set of best COPE models. We apply the proposed method
to multivariate longitudinal data from children of HIV+ parents. We seek
the best ways to cluster nine psychometric sub-scales of the Basic Symptom
Inventory and we use age, time in study, gender, season and parental drug
use as predictors.
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1 3 1 Theory and Applications

of Curve Estimation @A

Section on Nonparametric Statistics, Section on
Physical and Engineering Sciences, IMS
Monday, August 4, 10:30 a.m.-12:20 p.m.

Nonparametric Methods in Gradual Change-

Point Detection

% Michael Baron, University of Texas at Dallas, Department of
Mathematical Sciences, Richardson, TX 75083-0688, mbaron@utdallas.edu

Key Words: change-point, detection, delay, false alarm, gradual change,
stopping time

Gradual change-point detection refers to the range of problems where the
distribution of data slowly moves away from its stable, control state. Gradual
disorders are difficult to detect immediately, however, it is often important
to act quickly on them. Such situations occur in quality control, economics,
epidemiology, public surveillance, and other types of process monitoring. In
this talk, we focus on new nonparametric algorithms for detecting gradual
changes. Unlike the traditional abrupt change-point problem, consistent es-
timators of the disorder time may be available. When little is known about
the pre-change and especially, the post-change distribution of data, existing
prior information on the potential disorder times cannot be neglected. Thus,
special attention is paid to the development of Bayesian methods.

A New Semiparametric Procedure for
Matched Case-Control Studies with Missing

Covariates

% Suojin Wang, Texas A&M University, Department of Statistics, Texas
A&M University, College Station, TX 77843, sjiwang@stat.tamu.edu; Samiran
Sinha, Texas A&M University

Key Words: Conditional logistic regression, Estimating equation, Kernel
regression, Missing at random

In this talk, we consider an easy-to-use semiparametric method for analyz-
ing matched case-control data when one of the covariates of interest is par-
tially missing. Missing covariate information in matched case-control study
may create bias and reduce efficiency of the parameter estimates. In order to
cope with this situation we propose a robust approach which is comprised
of estimating some functionals of the distribution of the partially missing
covariate using a kernel regression technique in a conditional likelihood
framework. The large sample properties of the proposed estimator are in-
vestigated and the asymptotic normality is obtained. A simulation study is
carried out to assess the performance of the proposed method in terms of
robustness and efficiency. The proposed method is also applied to a real data
set that motivates this work.

Confidence Bands Based on the Smoothing
Spline
* Vincent N. LaRiccia, University of Delaware, University of Delaware,

Depatment of Food and Resource Economics, Newark, DE 197186, lariccia@
udel.edu; Paul P.P. Eggermont, University of Delaware

Strong approximations by simple Gaussian Processes are established for the
smoothing spline estimator (minus it’s expectation). The result is shown to
hold for splines of arbitrary order, and for both deterministic and data driven
selections of the smoothing parameter. The result provides a simple method
for determining the asymptotic distribution of test statistics and pivot
variables, based on the spline estimator. This is illustrated by determining
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asymptotic confidence bands for the mean function. Also, a method of bias
correction and or undersmoothing is presented.

Sharp Nonparametric Estimation and

Bioapplications
% Sam Efromovich, University of Texas at Dallas, 4525 Saint James Dr,
Plano, TX 75024, efrom@utdallas.edu

Key Words: density, characteristic function, fMRI, microarray

Sharp nonparametric estimation is a topic devoted to finding best rates and
constants for estimation of nonparametric curves under minimax approach.
New theoretical results for the classical setting of the probability density and
characteristic function estimation are presented. The results include lower
bounds, upper bounds and oracle inequalities. Second part of the talk is de-
voted to some recent applications of nonparametric curve estimation meth-
ods, including wavelet estimates, in bioapplications.

Semi-Supervised Wavelet Thresholding and
Applications

Kichun S. Lee, Georgia Institute of Technology; % Brani Vidakovic, Georgia
Institute of Technology, Atlanta, GA 30332, brani@bme.gatech.edu

Key Words: semi-supervised, wavelet regression, denoising

Under the general regression setup, $y_i=f_i + \epsilon_i$, we are interested
in estimating a possibly multivariate regression function $f$. The wavelet
thresholding is a simple operation in the wavelet domain that selects the
subset of wavelet coefficients corresponding to an estimator of $f$ when
back-transformed. We propose selection of the subset in a semisupervised
fashion. A distance function appropriate for wavelet domains is proposed.
The “energetic” coefficients are not independent and fall on low dimensional
manifolds in the space of all wavelet coefficients. The decision to include a
coefficient in the model depends not only on its magnitude but also on the
distance from the coefficients labeled as “energetic” and “non-energetic.”
Method’s theoretical properties are discussed and its performance demon-
strated on simulations and real-life examples.

132 Importance of

Predictors in Statistical Models @

Section on Statistics and Marketing, Section on
Quality and Productivity
Monday, August 4, 10:30 a.m.-12:20 p.m.

Estimation of Predictor Shares via Multinomial
Parameterization: Application to Regression
Coefficients and to PCA and SVD Loadings

* Stan Lipovetsky, GfK Custom Research North America, 8401 Golden
Valley Rd, Minneapolis, MN 55427, stan.lipovetsky@gfk.com

Key Words: regression, predictors importance, multinomial parameteriza-
tion, PCA/SVD

Multiplelinear aggregates with special properties of their coefficients param-
eterized by exponent, logit, and multinomial functions are considered. To
obtain always positive coefficients of multiple regression, or coefficients with
the signs of pair correlations, the exponential parameterization is applied.
To attain the coefficients belonging to an assigned range the logistic param-
eterization is used. The coefficients equal the shares of influence themselves
can be obtained using the multinomial parameterization. The work also
considers multinomial logit parameterization of the eigenvectors’ elements
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that always yields nonnegative loadings of shares for variable aggregation in
principal component analysis and in the singular value decomposition.

Maximum Entropy Choice Probabilities vs.
Random Utility Choice Probabilities

¥ Robert Bordley, General Motors Research Labs, 30500 Mound Road,
Warren, MI 48090-9055, robert.bordley@gm.com; Ehsan Soofi, University of
Wisconsin

Key Words: maximum entropy, discrete choice, random utility, ideal point,
approximations

The widely used random utility model of discrete choice suffers from mak-
ing the widely rejected assumption of customers being rational. Maximum
entropy models do not make this assumption. Both maximum entropy and
random utility theory lead to the logit choice model in the simplest case. But
they differ in how they generalize that logit model. Since the logit model
typically must be generalized to be realistic, this paper derives the gener-
alization of the logit model suggested by maximum entropy theory. It has
two advantages over the random utility models: (1) It’s interpretability as
an ideal-point (or anti-ideal-point model); (2) It’s ease of estimation; (3) It’s
ability to closely approximate the most popular random utility model other
than the logit (i.e., the mixed logit model).

Information Importance of Predictors:
Concept, Measures, Bayesian Inference, and
Applications

% Ehsan Soofi, University of Wisconsin, Business Administration Building
S479, Madison, WI 53201, esoofi@uwm.edu; Joseph Retzer, Maritz Research;
Refik Soyer, The George Washington University

Key Words: Contingency table, Exponential family regression, Invariance,
Mutual Information, Linear regression, Logit

Importance of predictors is characterized by the extent to which their use
reduces uncertainty about predicting the response variable, namely their
information importance. Uncertainty associated with a probability distri-
bution is a concave function of the density such that its global maximum
is a uniform distribution reflecting the most difficult prediction situation.
Shannon entropy is used to operationalize the concept. For nonstochastic
predictors, maximum entropy characterization of probability distributions
provides measures of information importance. For stochastic predictors,
the expected entropy difference gives measures of information importance.
Applications to various data types lead to familiar statistical quantities for
various models, yet with the unified interpretation of uncertainty reduction.
Bayesian inference and examples will be presented.

Importance of a Predictor When the Predictor

Is Also the Dependent Variable of Interest

% Alaattin Erkanli, Duke University, 905 West Main Street Suite 22,
Brightleaf Sqaure, Durham, NC 27701, aerkanli@psych.duhs.duke.edu

Key Words: Markov Process, Markov Chain Monte Carlo, Latent Transi-
tion/Hidden Markov Models, Bayesian Inference

We discuss a class of transition models where the predictors are the past
outcomes. Both latent (hidden) or observable variables are considered. We
specifically developed Bayesian methods to estimate the order of transi-
tions when the transitions are governed by a generalized Markov/Semi-
Markov process and the number of states vary over time, using variable
selection algorithms. Both simulated and real world examples are provided
to illustrate these models.
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1 3 3 Teaching Through

Service Learning: Getting
Statistics Out of the Classroom
While Enhancing Learning @ A

Section on Statistical Education
Monday, August 4, 10:30 a.m.-12:20 p.m.

Teaching Through Service Learning (SL):
Getting Statistics out of the Classroom While

Enhancing Learning

% Amy L. Phelps, Duquesne University, 600 Forbes Ave, 830 Rockwell
Hall, Pittsburgh, PA 15282, phelpsa@dugq.edu; % Norean R. Sharpe, Babson
College, 314 Babson Hall, Babson Park, MA 02457, sharpen@babson.edu;
% Paul J. Roback, St. Olaf College, 206 Old Music Hall, St. Olaf College,
Northfield, MN 55057, roback@stolaf.edu; ¥ Beth Walters, Loyola College
in Maryland, Department of Mathematical Sciences, 4501 N. Charles St,
Baltimore, MD 21210, ewalters@loyola.edu

Key Words: Service Learning, Consulting Projects, Classroom Pedagogy

“Service learning refers to a method under which students apply particular
concepts to real-life situations” (Furco 2003). It is a classroom pedagogy
that integrates community service and reflective thinking to enhance stu-
dent learning and social responsibility while providing a needed service to
a community partner. The purpose of this session is to present examples of
SL consulting projects and pedagogy which can be used in an introductory
nonmajor or a statistics major course. Topics include finding projects, stu-
dent meetings and work with projects, classroom requirements, instructor
involvement, project results, and student and project feedback. The use of
student reflections will be introduced to show how this aspect of SL enhanc-
es learning while giving the student a sense of community involvement and
personal development. Ideas will be shared in a breakout session format.

1 34 Inference Issues in

Biometric Data

Biometrics Section
Monday, August 4, 10:30 a.m.-12:20 p.m.

A New Confidence Interval for a Simple Effect
in a 2-by-2 Factorial Experiment Utilizing
Uncertain Prior Information That the Two-Factor

Interaction Is Zero

% Paul Kabaila, La Trobe University, Department of Mathematics and
Statistics,, La Trobe University, Victoria 3086, Australia, Melbourne,
International 3086 Australia, PKabaila@latrobe.edu.au; Khageswor Giri, La
Trobe University

Key Words: confidence interval, prior information, 2-by-2 factorial experi-
ment, frequentist, two-factor interaction

Consider a 2-by-2 factorial experiment with more than onereplicate. Suppose
that the parameter of interest theta is a specified simple effect and that we
have uncertain prior information that the two-factor interaction is zero. We
describe a new frequentist 1-alpha confidence interval for theta that utilizes
this prior information. This interval has expected length that (a) is relatively
small when the two-factor interaction is zero and (b) has maximum value
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thatis not too large. This interval also has the following desirable properties.
Its endpoints are continuous functions of the data and it coincides with the
standard 1-alpha confidence interval when the data strongly contradicts the
prior information.

Testing for Group Effectin a 2 x k
Heteroscedastic ANOVA Model

% James E. Troendle, National Institute of Child Health and Human
Development, NIH, Bld 6100, Room 7B05, Bethesda, MD 20892, jt3t@nih.gov

Key Words: empirical likelihood, likelihood ratio test, power, simulation

An approximate empirical likelihood ratio test (AELRT) is derived for the
test of group main effect in a 2 x k heteroscedastic ANOVA model. To approx-
imate the distribution of the test statistic under the null hypothesis, simu-
lation from the approximate empirical maximum likelihood estimate (AE-
MLE) restricted by the null hypothesis is used. The homoscedastic ANOVA
E-test and a Box-type approximation to the distribution of the heteroscedas-
tic ANOVA F-test are compared to the AELRT in level and power. The AELRT
procedure is shown by simulation to have appropriate type I error control
(although possibly conservative) when the distribution of the test statistics
are approximated by simulation from the constrained AEMLE. The method-
ology is motivated and illustrated by an analysis of folate levels in the blood
among two alcohol intake groups while accounting for gender.

Tolerance Limits for a Ratio of Two Normal

Random Variables

*¥ Lanju Zhang, MedImmune, Inc., One MedImmune Way, Gaithersburg,
MD 20878, zhangla@medimmune.com; Thomas Mathew, University

of Maryland Baltimore County; Harry Yang, MedImmune, Inc.; K.
Krishnamoorthy, University of Louisiana at Lafayette; Iksung Cho,
MedImmune, Inc.

Key Words: Bioassay;, Generalized confidence interval, upper tolerance
limit

The problem of deriving an upper tolerance limit for a ratio of normal random
variables is addressed, when the random variables follow a bivariate normal
distribution, or when they are independent. The derivation uses the fact that
an upper tolerance limit for a random variable can be derived from a lower con-
fidence limit for the cdf of the random variable. The concept of a generalized
confidence interval is used to derive the required lower confidence limit. In the
bivariate normal case, a suitable representation of the cdf of the ratio of the
marginal normal random variables is also used, coupled with the generalized
confidence interval idea. In addition, a simplified derivation is presented in the
situation when one of the random variables has a small coefficient of variation.
The problem is motivated by an application from bioassay.

Longitudinal Assessment of Hearing Toxicity
in a Phase lll Clinical Trial for Reduction of
Sporadic Adenomas

* Christine E. McLaren, University of California, Irvine, Department
of Epidemiology, 224 Irvine Hall, Irvine, CA 92697-7550, cmclaren@uci.
edu; Wen-Pin Chen, Chao Family Comprehensive Cancer Center; Sharon
Fujikawa-Brooks, Chao Family Comprehensive Cancer Center; Frank L.
Meyskens, Chao Family Comprehensive Cancer Center

Key Words: Clinikcal Trials, Repeated measures, GEE, Toxicity, Data and
Safety Monitoring

A DSMB recommended early termination of a Phase III trial in favor of ef-
ficacy and requested methodology to assess hearing toxicity. By initial crite-
ria, there were 25 of 136 (18.4%) in the treatment group and 12 of 123 (9.8%)
taking placebo who experienced hearingloss (RR, 1.88;95% CI, 0.99 to 3.59).
Treatment groups were similar with regard to time between randomization
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and the outcome audiogram. Lowess-smoothed profiles showed comparable
hearing changes over time. GEE methodology was applied with subjects as
clusters and pure tone threshold measured at the end of the therapy as the
outcome variable, showing an average of < 2 dB difference in thresholds for
the two groups, below the limits of testing accuracy. For assessment of longi-
tudinal toxicity in clinical trials, appropriate methods are necessary to esti-
mate and compare the degree of difference between groups.

Statistical Methods for Active Extension Trials
* Zonghui Hu, National Institutes of Health, 6700 A Rockledge Dr,
Bethesda, MD 20817, huzo@niaid.nih.gov; Dean Follmann, National
Institutes of Health

Key Words: ANCOVA, change score, pretest-posttest design

We develop analysis method for active extension trials. Under this design,
patients are randomized to treatment or placebo for a period of time (pe-
riod 1), then all patients receive treatment for an additional period of time
(period 2). We assume a continuous outcome is measured at baseline and at
the end of the two consecutive periods. If only period 1 data is available, the
treatment effect estimators include the change score, ANCOVA, and maxi-
mum likelihood. We show how to extend these estimators by incorporating
period 2 data. Under the assumption that the mean responses for treatment
and placebo arms are the same at the end of period 2, the new estimators
are unbiased and more efficient. Otherwise, the period 2 estimators may be
biased. We propose the period 2 estimator as an efficient supplement but not
a replacement of the classic estimators.

A Transformation Binormal Model To Estimate

the ROC Curve of a Continuous Biomarker

% Danping Liu, University of Washington, F-600 Health Sciences Building,
1705 NE Pacific Street, Seattle, WA 98195-7232, dpliu@u.washington.edu;
Andrew Zhou, University of Washington

Key Words: ROC curve, Binormal model, Local polynomial, Transforma-
tion model

Binormal models are widely used to estimate the ROC curve of a continuous
biomarker, assuming the marker values for cases and controls both follow
normal distributions with different location and scale parameters. We relax
this assumption and set up a transformation binormal model (i.e., the nor-
mality of the marker values is achieved by an unknown monotone transfor-
mation). A local polynomial framework is adopted to estimate the transfor-
mation function. The individual covariates could be adjusted by considering
some profile kernel estimating equations. Simulation studies are conducted
to examine the performance of our estimate. The proposed method is applied
to a real data set arising from the Alzheimer’s disease research.

Testing for Heterogeneity Among the

Components of a Binary Composite Outcome
% Janice Pogue, McMaster University, PHRI- HGH, 237 Barton Street East,
Hamilton, ON L8L 2X2 Canada, janice@phri.ca; Lehana Thabane, McMaster
University

Key Words: composite outcomes, heterogeneity, clinical trials, correlated
binary outcomes

Clinical trials use composite outcomes to overcome many statistical issues, in-
cluding power and inflation of type I error. However, there are problems with
the interpretation of composite outcomes, in terms of possible heterogeneity
of treatment effect on the components of these composites. If significant het-
erogeneity is found the composite outcome may be invalidated/inappropriate
for use. However, tests for heterogeneity are known to lack power. The purpose
of this paper is to compare the power of different tests to detect heterogene-
ity of treatment effect across components of composite binary outcomes. We
conducted a simulation for a typical trial in cardiovascular disease to test the
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power of 5 different models detect treatment heterogeneity among compo-
nents of a composite. Power is shown for variations in heterogeneity degree,
component numbers/balance, correlation, and sample size.

13 5 Rethinking Established

Practice A

Social Statistics Section, Section on Government
Statistics
Monday, August 4, 10:30 a.m.-12:20 p.m.

Effects of Dependence on Meta-Analytic Tests
% Kevin Henning, Texas Tech University, Rawls College of Business, Rawls
College of Business, Area of ISQS, Lubbock, TX 79409-2101, kevin.henninge
ttu.edu

Key Words: Meta-analysis, Hypothesis testing, dependence structures,
Monte Carlo, Type I errors

Researchers frequently are interested in “analyzing the analyses” conducted
by others in a particular field. Known as meta-analysis, the results of such
investigations often lend credence to a particular theory or important find-
ing. Several meta-analytic tests have been proposed in the literature, most
notably the Liptak, Fisher, Sidak, and Simes combination tests. A important
assumption underlying these tests is that p-values, when the result of prop-
erly conducted hypothesis tests, are i.i.d. uniform(0,1). In this paper I exam-
ine through Monte Carlo simulation the effects on the nominal Type I error
rates of these tests under two types of dependence structures that could eas-
ily arise in practice: compound symmetry and AR(1) dependencies. I provide
relevant discussion and suggestions for future research.

Classification Rules for Repeated Measures

Data from Multiple Sources

% Anuradha Roy, The University of Texas at San Antonio, Department of
Management Science and Statistics, One UTSA Circle, San Antonio, TX
78249, aroy@utsa.edu; Ricardo Leiva, Universidad Nacional de Cuyo

Key Words: classification rules, jointly equicorrelated covariance struc-
ture, maximum likelihood estimates, separable means

Under the assumption of multivariate normality we study new classification
rules for multiple m-variate observations over u-sites and over v-time points.
We assume that the m-variate observations have “jointly equicorrelated co-
variance” structure and a separable mean vector. The new classification rules
are very efficient in discriminating individuals when the number of observa-
tions is very small, and thus unable to estimate the unknown variance-cova-
riance matrix. We present computation algorithms for maximum likelihood
estimates of the unknown population parameters. We demonstrate the clas-
sification rules on a real data set. Our result shows that our new classifica-
tion rules are far better than the traditional classification rules for small to
moderate sample sizes. These classification rules have applications in bio-
medical, medical, pharmaceutical and many other research areas.
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New Modified Chi-Squared Goodness-of-Fit
Tests and Their Application in Particle Physics

and Political Science
% Vassilly Voinov, KIMEP, 2 Abai Av., Almaty, 050010 Kazakhstan, voinovve
kimep.kz

Key Words: Poisson distribution, Binomial distribution, Feller’s distribu-
tion, modified chi-squared tests, US Supreme Court, Rutherford’s experiment

Modified chi-squared tests for Poisson, binomial, and approximated Feller’s
distributions are discussed. A reanalysis of the classical Rutherford’s experi-
mental data on alpha decay is done. Previous analyses of the data were not
correct from the point of view of the theory of statistical testing. Suggested
tests show that the data contradict to both Poisson and binomial distribu-
tion and do not contradict to a precise “binomial” approximation of Feller’s
distribution, which accurately takes into account a counter’s dead time. This
gives a plausible statistically correct confirmation of the well-established ex-
ponential law of radioactive decay. An application of the suggested tests for
the analysis of the number of US Supreme Court justices’ appointments from
1789 up to date shows that the binomial process has the same right to exist
as the Poisson one under use.

Statistical and Physical Models in Social

Sciences: A New Reconciliation
* Igor Mandel, Advanced Marketing Models, 3-58 26th street, Fair Lawn,
NJ 07410, igor.mandel@gmail.com

Key Words: statistics, sociophysics, econophysics, mediaphysics, model-
ing, social sciences

More and more physicists apply different types of models borrowed from
statistical physics or specifically designed for concrete purposes in social
sphere. A history of relations between physics, statistics and social sciences
is quite long, although it is not fully comprehended yet. It gives a spectacular
picture, when basic physical and statistical concepts, that seem very remote
now, were considered at some point of time in much more integrated way.
However, in the last decade there are more and more evidences of the new
reconciliation of two sciences. This paper outlines the main features of this
process. It shows the difference between physical and statistical models and
shortly describes the approach which could bridge these two paradigms—
mediaphysics.

Who (Really) Are the First Boomers?

% Howard Hogan, U.S. Census Bureau, 695 Woodland Way, Owings, MD
20736, hhogan@census.gov; Debbie Perez, U.S. Census Bureau; William R.
Bell, U.S. Census Bureau

Key Words: births, time series

The press made a big deal when the “first person” born in 1946 applied for
social security. On the other hand, many “generational analysis” guru’s call
everyone born in the 1940s the Boomer Generation. Since World War II did
not end until August 15, 1945, one might think that the “post war” baby
boom could not start much before nine months later, or mid May 1945. This
paper looks at the monthly time series of births to determine the start of the
Baby Boom. It uses modern series techniques to determine when there was a
“break in series” that would constitute the beginning of a boom. It also will
examine other data to put the beginning of the boom in context.

A Trigger for Further Auditing After a Post-

Election Audit for Winner Verification

* Vittorio Addona, Macalester College, 1600 Grand Avenue, Saint Paul, MN
55105, addona@macalester.edu; Katherine Lim, Macalester College

Key Words: post-election audit, winner verification, power, trigger
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Post-election audits to verify electronic vote counts have received growing
attention. Previous research focused on shortcomings of fixed, or tiered, per-
centage audits and on the development of a method to determine the audit
sample size based on power. A power-based method ensures a high probabil-
ity of detecting a miscounted precinct if enough exist to have altered the
election outcome. If an audit reveals no miscounted precincts it is complete.
The procedure to follow, however, when miscounts are found remains un-
clear. The detection of miscounts may not require further auditing to verify
the winner. We propose a trigger for additional auditing that is based on a
modified Hoeffding bound. This trigger is compared, through simulations, to
one based on a bootstrap confidence interval estimate of the net gain in votes
that the reported loser would obtain should a 100% audit be conducted.

A Study on Tests of Symmetry with Ordered
Alternatives in Higher-Dimensional

Contingency Tables

* Ping Ye, Southern Illinois University, 1961 Evergreen Terrace Dr. w Apt
5, Carbondale, IL 62901, pingye@siu.edu; Bhaskar Bhattacharya, Southern
linois University Carbondale

For a two-dimensional contingency table of probabilities, the concept of
symmetry around the main diagonal is well defined. Statistical hypothesis
test of symmetry versus positive bias have also been explored. For tables of
higher (three or more) dimensions, however, different concepts of symmetry
are available. In this study, we consider statistical inference procedures of
symmetry in partial tables versus various biases in three-dimensional ta-
bles. We find the maximum likelihood estimates of the cell probabilities and
the asymptotic distribution of the likelihood ratio test statistic in each case.
Simulation studies are used to investigate the sizes and powers of the tests.
The methodologies developed are applied on real data sets.

1 3 6 Genetic Association
Studies @

Section on Statistics in Epidemiology,
Biopharmaceutical Section, Biometrics Section
Monday, August 4, 10:30 a.m.-12:20 p.m.

Incorporating Heterogeneity of Maternal Effects

for Precisely Detecting Parent-of-Origin Effect
% Jingyuan Yang, The Ohio State University, 404 Cockins Hall, 1958 Neil
Ave., Columbus, OH 43210, yj@stat.osu.edu

Key Words: parent-of-origin effect, maternal effect, heterogeneity, genom-
ic imprinting, microchimerism, association

Once association is detected between a marker and a disease locus, research-
ers may further investigate the existence of maternal and parent-of-origin
(POO) effects. Maternal effect is conventionally modeled as a fixed effect,
assuming that maternal variant allele(s) has (have) identical effect on any
offspring. The presence within a person of maternal substances, passed from
his or her mother during pregnancy, is referred to as maternal microchime-
rism (MMoc). Recent studies reported that levels of MMc vary dramatically
from person to person, which could result in heterogeneity of maternal ef-
fects. In this report, several methods of detecting POO effect are compared
under different scenarios of maternal effects, and a generalized linear model
is proposed to incorporate heterogeneous maternal effects in detecting POO
effect. The proposed model is evaluated using simulated data.
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Information Geomeitry, Gene-Gene, Gene-
Environment Interaction, and Pathway

Association

% Momiao Xiong, The University of Texas School of Public Health, 1200
Herman Pressler, Houston, TX 77030, Momiao.Xiong@uth.tmc.edu; Li
Luo, The University of Texas School of Public Health; Gang Peng, Fudan
University

Key Words: Gene-gene interaction, Gene-environment interaction, Infor-
mation theory, Genetic networks, pathway, genome-wide association studies

Despite current enthusiasm for investigation of gene-gene, and gene-envi-
ronment interactions, and pathway association, the essential issue of how
to detect gene-environment interaction and identify pathway association re-
mains unresolved. In this report, we use concept in information geometry to
measure and develop novel tests for gene-environment interaction and path-
way association. We validate the null distribution and calculate type 1 error
rates of developed statistics using extensive simulation studies. We found
that the new test statistics were much more powerful than other traditional
statistics under several disease models. Finally, the developed statistics were
applied to a number of real examples. The results showed that P-values of
the information geometry-based statistics were much smaller than that ob-
tained by other approaches.

Functional Genetic Models for Unraveling
Path from Genomic Information to Complex
Phenotypes

% Li Luo, The University of Texas School of Public Health, 1200 Herman
Pressler, Human Genetics Center, School of Public Health, Houston, TX
77030, Li.Luo@uth.tmc.edu; John Reveille, The University of Texas Medical
School; Momiao Xiong, The University of Texas School of Public Health

Key Words: functional genetic model, functional data analysis, quantita-
tive trait, genome-wide association studies, genetic epidemiology, complex
diseases

Traditional quantitative genetics has primarily studied traits as isolated and
static variables. Less attention is paid to dynamic behaviors of the traits.
However, in real biologic world, many quantities often change over time.
Great conceptual and statistical challenges are how to characterize and in-
vestigate not only steady-state, but also dynamic behaviors of the biological
processes. To meet these challenges, we propose to develop functional ge-
netic models which take traits as random functions and to address the issues
about how to develop functional genetic models that use longitudinal inter-
mediate traits as response and predictor variables? The proposed functional
genetic models were applied to genome-wide association studies of ankylos-
ing spondylitis (AS) which successfully leads to identification of SNPs, genes
and biological networks associated with AS.

Bayesian Mixture Models for Case-Control,

Genome-Wide Association Studies

* Lin Li, Cornell University, Ithaca, NY 14850, lI1323@cornell.edu; Andrew G.
Clark, Cornell University; Carlos D. Bustamante, Cornell University

Key Words: genome-wide association study, QTL mapping, dimension re-
duction, case-control study

In this paper, we develop Bayesian mixture models for dimension reduction
in case-control genome-wide association studies. The method proposes
incorporating the prior information that most genotypic markers have a
negligible probability of being quantitative trait loci (QTL). Both the logistic
model and the probit model are considered for multiple QTL effects on
disease susceptibility, and Markov chain Monte Carlo (MCMC) techniques
are developed for inference. A novel method called Score Averaging Method
(SAM) is also proposed for accelerating dimension reduction. The approaches
are applied to simulated data of case-control association studies from real-
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sk Presenter

life genotype data, and our results suggest that the method is nearly always
more powerful than single marker analyses in identifying multiple QTL.

A Multiple Testing Correction Method for
Genetic Association Studies Using Correlated
SNPs

¥ Xiaoyi Gao, Miami Institute for Human Genomics, 1120 NW 14th Street,
Miami, FL 33136, xgao@med.miami.edu; Joshua Starmer, The University of

North Carolina at Chapel Hill; Eden R. Martin, Miami Institute for Human
Genomics

Key Words: single nucleotide polymorphism, composite linkage disequilib-
rium, multiple testing correction, eigenvalues, principal component analysis

Correcting for multiple testing is a challenging and critical issue in genetic
association studies using large numbers of single nucleotide polymorphisms
(SNPs), many of which exhibit linkage disequilibrium (LD). The Bonferroni
method is well known to be conservative in the presence of LD. Permutation-
based corrections can correctly account for LD among SNPs, but are computa-
tionally intensive. In this work, we propose a new multiple testing correction
method for association studies using principal components of SNP markers.
We show that it is simple, fast and is comparable to permutation-based cor-
rections using both simulated and real data. We also demonstrate how it can
be used in whole-genome association studies to control type I error. The ef-
ficiency and accuracy of the proposed method make it an attractive choice for
multiple testing of SNPs in LD with each other.

A Novel Nonparametric Test for Admixture
Mapping in Unrelated Individuals Based on

Functional Principal Component Analysis

% Kun Chen, University of California, Davis, One Shields Avenue,
Department of Statistics, Davis, CA 95616, kunchen@ucdavis.edu; Jane-Ling
Wang, University of California, Davis

Key Words: Admixture mapping, Ancestry Proportion, Functional Princi-
pal Component Analysis

Admixture mapping is a method that aims to detect the location of a disease
which has different risks across the ancestry populations that are mixed
recently. Existing methods that test for ancestry association with the disease
phenotype are either model based (McKeigue,2004) or bootstrapping a
summary statistic (Pritchard, 2004). We propose a flexible model, yet
preserving most information in the distribution. We model the ancestry
proportion density function for each marker locus by Functional Principal
Component Analysis (FPCA) model, and test the deviation of each density
function from the null distribution, estimated by combining information
from genome-wide loci. Simulations show that the proposed method reduces
the false positive rate while attaining desirable power compared to the
existing methods.

Ancestral Haplotype Inference Based
on Conditional Randoms Fields and lts
Application to Disease Association Test

¥ Xiaolin Yin, Case Western Reserve University, Electrical Engineering and
Computer Science Department, 10900 Euclid Ave, Cleveland, OH 44106,
xiao.yin@case.edu

Key Words: Conditional Random Fields, Ancestral Haplotype, Disease As-
sociation Test

We propose a statistical model for inferring the ancestral haplotype of unre-
lated individuals. Our model is based on the framework of Conditional Ran-
dom Fields for the observed genotype data. We propose a method to incorpo-
rate the genotype data in defining the transition feature and also investigate
the parameter estimation for our proposed model. We conduct the disease
association study based on the inferred ancestral haplotype.
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1 3 7 Spatial Statistics: Theory

Section on Statistics and the Environment, IMS
Monday, August 4, 10:30 a.m.-12:20 p.m.

Large-Scale Structure in Multiparameter
Markov Random Field Models

% Jonathan Hobbs, Iowa State University, 2804 Stange Rd #8, Ames, IA
50010, jonhobbs@iastate.edu

Key Words: Markov Random Fields, Spatial Statistics, Meteorology

Markov random field (MRF) models continue to see extensive use in spatial
and spatio-temporal settings. Recent developments include parameteriza-
tions for non-Gaussian natural exponential family distributions that in-
corporate large-scale or covariate information in a fashion that generally
maintains the interpretability of parameters and marginal expectations
of models with no dependence. We extend this decomposition approach to
MRF models to the multiparameter exponential family case and illustrate
with parameterizations for models with beta conditionals. A particular chal-
lenge is devising a parameterization that ensures the desired local depen-
dence, but the multiparameter case offers some flexibility in other aspects.
We demonstrate general strategies for estimation and compare the approach
to some competing models using a meteorological data set.

On the Codispersion Coefficient for Spatial
Sequences

¥ Ronny O. Vallejos, Universidad de Valparaiso, Avenida Gran Bretafia
1091, Playa Ancha, Valparaiso, International V Chile, ronny.vallejos@deuv.cl

Key Words: Codispersion coefficient, Spatial autoregressive models, cor-
relation coefficient

In this talk some properties of the sample codispersion coefficient for spatial
and temporal sequences are discussed. The consistency and asymptotic nor-
mality are established for any error distribution admitting finite fourth mo-
ment. The performance of the codispersion coefficient is examined by Monte
Carlo simulation. Approximate confidence intervals and a test of indepen-
dence are addressed. To illustrate the applicability of the coefficient, areal data
example is presented in the context of flammability properties of polymers.

Estimation with Extended CAR Models for

Large Lattices
% Ernst Linder, University of New Hampshire, Dept. of Math. & Statistics,
Kingsbury Hall, Durham, NH 03824, elinder@unh.edu

Key Words: Gaussian random fields, spatio-temporal analysis, large data,
approximate inference, regional climate models

We propose an extension of the usual CAR model for spatial lattice data. The
extension incorporates a second spatial parameter that governs smooth-
ness of the underlying spatial field. This model is defined via the spectral
decomposition of the precision matrix of the data. For regular rectangular
lattices, assuming a circulant structure, the spectral decomposition is the
Fast Fourier transform (FFT) and thus provides a computationally feasible
method for very large data. We consider strategies to applying this model for
a variety of space - time regression and functional ANOVA type models. We
provide an implementation within a hierarchical Bayesian estimation frame-
work applied to regional climate model output data over alarge grid covering
North America.
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Space-Time Models: A Spatially Dependent
Filtering Approach

¥ Peter F. Craigmile, The Ohio State University, Department of Statistics,
404 Cockins Hall, 1958 Neil Avenue, Columbus, OH 43210, pfc@stat.osu.edu

Key Words: geostatistical processes, discrete-time time series, nonstation-
arity, prediction

Many phenomena in nature are measured across space and through time. In-
vestigating possible space-time interactions, in the presence of uncertainty,
is key to understanding the science. In this talk we propose models that are
defined as spatially dependent filterings of space-time innovation processes
that are realizations of geostatistical processes. These models include the
usual class of linear time series models, as well as standard geostatistical
models, both Gaussian and non-Gaussian. The processes do not need to be
stationary in time or in space, and build on the growing literature concern-
ing nonstationary models. Leveraging both the innovations, as well as the
filtering operations used to define these space-time processes, we use ideas
from spatial statistics and time series to develop methods for inference and
prediction in a space-time context.

Thinning and Augmenting of Point Process
Patterns for Model Assessment Using Ripley’s

K-Function
% Alejandro Veen, IBM T. J. Watson Research Center, 1101 Kitchawan Road,
Route 134, Yorktown Heights, NY 10598, av7000@gmail.com

Key Words: point process models, K-function, thinning, geographic point
pattern

This work discusses how thinning and augmenting point patterns can be used
to asses the goodness-of-fit of point process models. After presenting the dis-
tributional properties of Ripley’s K-function and some of its variants, thinning
and augmenting will be applied to point patterns representing the geographic
locations of villages in order to select a model that best fits the data.

A Penalized Likelihood Approach to Modeling
Spatial Counts and Mapping Indices of
Aggregation

* Nels Grevstad, Metropolitan State College of Denver, Dept of
Mathematics, denver, CO 80217-3362, ngrevsta@mscd.edu

Key Words: penalized likelihood regression, spatial aggregation, negative
binomial distribution, ecological data

A model for counts data on a spatial domain is presented. The counts are as-
sumed to follow the negative binomial distribution, with both the mean and
dispersion parameter allowed to vary spatially. The mean is estimated via
semiparametric penalized likelihood regression. The dispersion parameter
is assumed to follow a parametric model whose parameters are estimated
through minimization of the generalized approximate cross validation score
of Xiang and Wahba (1996), which is simultaneously used to estimate the
smoothing parameter associated with estimation of the mean. The increased
flexibility permitted by allowing the dispersion parameter to vary spatially
is illustrated through spatial maps of certain ecological indices of aggrega-
tion that are based on the mean and variance, such as Morisita’s index of
dispersion and Lloyd’s index of patchiness, using real and simulated data.
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The Generadlized Linear Model with Spatial

Variation and Multiple Covariates
% J. Aleong, University of Vermont, Dept of Mathematics and Statistics, 24
Hills, Burlington, VT 05405, jaleong@uvm.edu

Key Words: Hierarchical generalized linear model, Spatial statistics, Longi-
tudinal Study, Correlation, Model Checking.

The generalized linear models (GLM) and quasi-likelihood give a flexible
framework for analyzing data generated from an exponential family of dis-
tributions which includes non-normal data with many types of correlation
structures. This theory includes the analysis of discrete and categorical spa-
tial data. Treatment effects in a designed experiment involving continuous
and discrete spatial responses with covariates can be estimated and tested.
Universal kriging and indicator kriging are discussed as special cases. Test-
ing model assumptions to discriminate between correlation structures will
be demonstrated. Examples are given, on comparing treatments in a de-
signed experiment in which spatial correlation is present.

1 3 8 Graphical Displays,

Maps, and Active Learning

Section on Statistical Education, Section on
Statistical Graphics
Monday, August 4, 10:30 a.m.-12:20 p.m.

What's Wrong with This Picture?

¥ Robert Easterling, Itinerant Visiting Professor, 51 Avenida del Sol, Cedar
Crest, NM 87008, rgeaste@comcast.net

Key Words: Introductory Statistics, Graphical Methods

Introductory statistics classes and texts frequently start with graphical
methods. In teaching students why and how to produce and interpret graphi-
cal displays, care is needed to assure that the displays do not distort or omit
important information. For example, a histogram display of time series data
loses the sequential nature of the data. We should avoid asking students to
do such plots just to practice making histograms. I present some examples
that illustrate this concern and suggest some principles to teach students
along with the mechanics of creating data displays.

Why Introductory Statistics Courses Should Not
Be Mapless

% Mary Richardson, Grand Valley State University, Department of
Statistics, 1133 MAK, 1 Campus Drive, Allendale, MI 49401, richamare@
gvsu.edu; Paul Stephenson, Grand Valley State University

Key Words: statistical map, geographic information systems

Many governmental agencies and communication organizations use Geo-
graphic Information Systems (GIS) to accumulate and present data. Maps are
an excellent way of displaying statistical data that comes from a geographi-
cal frame. Maps are not only aesthetically appealing, but they make it easier
to identify geographic patterns in the data set. However, few introductory
statistical texts and courses present maps as a means for displaying data.
In this talk the authors will present a number of examples of different types
of statistical maps, and the authors will discuss why these statistical maps
should be included in introductory statistics courses.
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Graphical Exploration and Suggestions for the

Selection of a Regression Model Using Real Data
Irene Schiattino, Universidad de Chile; Claudio Silva, Universidad de Chile;
* Carmen Acuna, Bucknell University, Moore Avenue, Lewisburg, PA
17837, cacuna@bucknell.edu; Rosa Montafio, Universidad de Chile; Verénica
Iglesias, Universidad de Chile

Key Words: Least squares estimation, weighted least squares, maximum
likelihood

The wide availability of statistical software might lead us to rush into the
model fitting process and to bypass the use of efficient graphical representa-
tions of the data without taking the time to analyze the coherence and the
logic of the strategies employed. Both, the modeling process and the graphi-
cal representation should consider the context induced by the statistical
theory and the area of application. In this work we discuss, from an educa-
tional perspective, several approaches for fitting a regression model when
heteroscedasticity is present. The work emphasizes the use of regression
graphics (scatterplots, residual plots, scatterplot matrix, three-dimensional
plots, smooth curves, etc.), and compares different model fitting methods.
Data from two Chilean research projects are used.

Visualization of Probability Distributions

Betul Atalay, Saint Joseph’s University; Agnes M. Rash, Saint Joseph’s
University; Deborah Lurie, Saint Joseph’s University; % Susanna Wei, Saint
Joseph’s University, 5600 City Avenue, Philadelphia, PA 19131-1395, swei@
sju.edu

Key Words: data visualization, probability distribution, interactive graph-
ics, probability model, statistical inference, mathematical statistics

We are developing a collection of interactive probability modules to be used
in calculus-based courses in probability and mathematical statistics. Each of
these modules focuses on a probability distribution function or statistical
concept and contains interactive graphics, data sets and suggested activities.
These modules can enhance student learning by allowing students to visual-
ize the behavior of a probability distribution function when the values of
its parameters are changing. We also include many real-world data sets en-
abling students to explore and enhance their understanding of the relation-
ship between theory and applications. The inclusion of suggested activities
allows the student to delve deeper into the underlying concepts. The soft-
ware is implemented by using JAVA. It’s user-friendly and menu-driven, and
it requires no programming knowledge from the user.

The Importance of a Checkpoint: Designing

Active Learning Labs
% Leigh V. Slauson, Otterbein College, 2170 Hutchman Dr., Hilliard, OH
43026, Islauson@otterbein.edu

Key Words: Variability, Active Learning, Conceptual Change

This talk will review what I learned about designing active learning labs dur-
ing my research on student’s conceptual understanding of variability. I took
previous research on conceptual change in introductory statistics and ap-
plieditin a course that only had access to calculator technology for data anal-
ysis. Students were asked to use their prior knowledge to make predictions,
collect and analyze data to test their predictions, and then evaluate their pre-
dictions in light of their results. Conceptual knowledge was assessed by lab
questions and a CAOS pretest/posttest. I found evidence that the feedback
portion of labs, where students were forced to check their reasoning with the
instructor, was the most important feature of the conceptual change frame-
work and greatly influenced student learning. I have since tried to incorpo-
rate this feature into other labs.
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Project ‘Project’: Developing a Cumulative

Group Activity for a Basic Statistics Course

% Christopher E. Barat, Villa Julie College, 1525 Greenspring Valley Rd,
Stevenson, MD 21153, f-barat@mail.vjc.edu; Vallory A. Shearer, Villa Julie
College

Key Words: group project, basic statistics, PowerPoint presentation

As part of a restructuring of Villa Julie’s Basic Statistics course, which is pri-
marily taken by first-year students in nursing, education, and the social sci-
ences, a semester-long group project incorporating all aspects of the course
material was instituted in the Fall of 2007. The project requires student
groups to gather real data, analyze it using both descriptive and inferential
techniques, and summarize the results in a PowerPoint presentation at the
end of the semester. Students are strongly encouraged to work with data re-
lated in some way to their potential major. The format of the project has al-
ready undergone considerable revision as we attempt to make this activity a
worthwhile and meaningful culmination of our students’ course experience.
We will discuss our progress to date and also offer some thoughts on how
such a cumulative project might be meaningfully evaluated.

Teaching with Chocolate Chip Cookies
¥ Herbert Lee, University of California, Santa Cruz, School of Engineering,
1156 High Street, Santa Cruz, CA 95064, herbie@ams.ucsc.edu

Key Words: variability, teaching statistics, active learning

Getting and retaining the attention of students in an introductory statistics
course can be a challenge, and poor motivation or outright fear of mathemat-
ical concepts can hinder learning. By using an example as familiar and com-
forting as chocolate chip cookies, the instructor can make a variety of statis-
tical concepts come to life for the students, greatly enhancing learning.

1 3 9 Diagnostics and

Goodness-of-Fit

Section on Statistical Computing
Monday, August 4, 10:30 a.m.-12:20 p.m.

Numerator-Denominator Plots

¥ William D. Heavlin, Google, Inc, 1600 Amphitheatre Parkway, Mountain
View, CA 94043, bheavlin@google.com; Judith Koslov, Sun Microsystems, Inc.

Key Words: change points, goodness of fit, logistic regression, Mantel-
Haenszel test, randomization tests, regression diagnostics

Consider estimators that are ratios of two sums, each of n terms. Examples
include proportions, regression and partial regression coefficients, and
Mantel-Haenszel odds ratio estimators. Such estimators share a diagnostic
plot, the N-D plot, which plots the cumulative sums of the numerator terms
against their respective denominator sums. The application of N-D plots
depends critically on the order in which the terms are sorted and summed.
This work develops the distributional properties and generalizes N-D plots
to multiply-indexed sort orders. We illustrate with a diverse range of applica-
tions: empirical segmentations over a continuous scale, goodness-of-fit as-
sessment for black box and layered models, the concurrent validity of newly
proposed metrics, and the identification of rare-event risk factors.
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Outlier Detection Using the Smallest Kernel
Principal Components with Radial Basis
Function Kernel

Yan Shen, Temple University; % Alan J. Izenman, Temple University,
Department of Statistics, Speakman Hall (006-00), 1810 North 13th Street,
Philadelphia, PA 19122-6083, alan@temple.edu

Key Words: Kernel Method, Principal Component Analysis, Outlier Detection

The smallest principal components have not attracted much attention in
the statistics literature. This apparent lack of interest is due to the fact that,
compared with the largest principal components that contain most of the to-
tal variance in the data, the smallest principal components only contain the
noise of the data and, therefore, appear to contribute minimal information.
This article proposes a method for outlier detection using the smallest ker-
nel principal components in a feature space induced by radial basis function
kernel. We show that the eigenvectors corresponding to the smallest kernel
principal components can be viewed as that for which the residual sum of
squares is minimized, and we can use those components to identify outliers
with simple graphical techniques. Simulation studies show that under uni-
variate outlier situation, the proposed method is as good as others.

Fast Diagnostics
% Gentiane Haesbroeck, University of Liege, Grande traverse, 12, Liege,
International 4000 Belgium, g.haesbroeck@ulg.ac.be

Key Words: Combinatorial optimization, Outlier detection, Rayleigh test
of uniformity

A general problem arising in diagnostics is to identify subsamples of given
size whose deletion causes maximal changes in a statistic of interest as
measured by an appropriate target function. When the size of the subset is
equal to one, diagnostics are usually easily derived. However, this ‘delete-
one’ approach may suffer from the masking effect and should be completed
with ‘delete-m’ diagnostics when necessary. However, due to the underlying
combinatorial problem (choose m out on n observations), the required task
becomes repetitive and highly time-consuming. The aim of the talkis to pres-
ent an algorithmic way to speed up the process when the target function can
be expressed in terms of probability vectors. Several applications are illus-
trated: outlier detection in multivariate data, detection of influential points
for the Rayleigh test of uniformity.

Far Casting Cross Validation

¥ Patrick Carmack, The University of Texas Southwestern Medical Center,
5323 Harry Hines Blvd., Dallas,, TX 75390-8896, Patrick.Carmacke
UTSouthwestern.edu; Jeffrey Spence, The University of Texas Southwestern
Medical Center; Qihua Lin, The University of Texas Southwestern Medical
Center; William R. Schucany, Southern Methodist University; Richard
Gunst, Southern Methodist University

Key Words: model selection, correlated data, extrapolation

Cross validation haslong been used for choosing tuning parameters and oth-
er model selection tasks. It generally performs well provided the data are in-
dependent, or nearly so. Improvements have been suggested which address
ordinary cross validations (OCV) shortcomings in correlated data. While
these techniques have merit, they can still lead to poor model selection in
correlated data or are not readily generalizable to high dimensional data.
The proposed solution, far casting cross validation (FCCV), addresses these
problems. FCCV withholds correlated neighbors during cross validation, but
uses the full data set once a model is selected. The result is a technique that
stresses a fitted model’s ability to extrapolate rather than interpolate. This
generally leads to better model selection in correlated data sets.
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Judging a Model of an Experiment

¥ Robert Blodgett, U.S. Food and Drug Administration, 5100 Paint Branch
Parkway, College Park, MD 20740, Robert.Blodgett@FDA.HHS.GOV

Key Words: Goodness of fit, imporb, rarity measure, order statistics

Unexpected and unplanned events like lab errors can occur during scientific
experiments of measurements. When they occur, a model ignoring them can
be very inaccurate. Two diagnostic tools are compared. One is improb which
equals the sum of probabilities of all outcomes as likely as or less likely than
the actual outcome. The second is a rarity measure which equals the probability
of the actual outcome divided by the probability of the most likely outcome.

Mixed Model Selection Criteria Based on
Statistical Computation and Leave-One-Out
Method

% Junfeng Shang, Bowling Green State University, 450 Math Science
Building, Bowling Green State Univeristy, Bowling Green, OH 43403,
jshang@bgsu.edu

Key Words: Akaike information criterion, predictive divergence criterion,
Kullback-Leibler discrepancy, improved Akaike information criterion

In the mixed modeling framework, statistical computation and leave-one-
out method are employed to develop an improved Akaike information crite-
rion and the predictive divergence criterion for model selection, respectively.
The selection and the estimation performance of the criteria is investigated
in a simulation study. The simulation results demonstrate that the predic-
tive divergence criterion outperforms the improved Akaike information cri-
terion in choosing an appropriate mixed model, and the improved Akaike
information criterion is less biased than the predictive divergence criterion
in estimating the Kullback-Leibler discrepancy between the true model and
a fitted candidate model.

Extending the Range of Application for

Generalized Goodness-of-Fit Statistics

% Leah Jager, United States Naval Academy, Department of Mathematics,
USNA, 572C Holloway Road, Chauvenet Hall, Annapolis, MD 21402, jagere
usna.edu

Key Words: goodness-of-fit, multiple testing, recursive methods, finite
sample calculations

Jager and Wellner (2007) introduce a generalized family of statistics for
the classical goodness-of-fit problem. The asymptotic null distribution of
these statistics is derived, but is not accurate for samples sizes smaller than
1,000,000. Owen (1995) developed a method for calculating exact null quan-
tiles of the Berk-Jones statistic in samples sizes smaller than 1,000. This
method can be extended to the generalized statistics, but still leaves a range
of sample sizes where the statistics cannot be accurately applied. Applica-
tions of these statistics to large-scale multiple testing problems found in ge-
netics and genomics typically involve sample sizes in this problematic range.
We discuss extension of Owen’s method to the generalized statistics and to
sample sizes up to 10,000. These exact results are used to form approxima-
tions in the range between the exact and asymptotic methods.
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140 Advances in

Experimental Design @

Section on Physical and Engineering Sciences, Section
on Quality and Productivity
Monday, August 4, 10:30 a.m.-12:20 p.m.

Optimal Two-Level Fractional Factorial Designs
for Location Main Effects with Dispersion

Factors

% Chao-Ping Ting, National Cheng-Chi University, Department of
Statistics, No. 64, Sec. 2, Chih-Nan Road, Wenshan District, Taipei, 11605
Taiwan, cpting@nccu.edu.tw; Fu-Kai Chang, National Taiwan University

Key Words: Generator, Defining relation, Dispersion effect, Location effect

In two-level fractional factorial designs, homogeneous variance is a com-
monly made assumption in analysis of variance. When the variance of the
response variable changes when a factor changes from one level to another,
we call that factor the dispersion factor. The problem of finding optimal de-
sign when dispersion factors present is relatively unexplored, however. In
this article, we focus on finding optimal designs for the estimation of all lo-
cation main effects when there are one or two dispersion factors present,
in the class of regular unreplicated two-level fractional factorial designs of
resolution IIT and higher. We show that by an appropriate choice of the defin-
ing contrasts, A-optimal and D-optimal designs can be identified.

Whole-Plot Exchange Algorithms for

Constructing D-Optimal Multistratum Designs
% Christopher L. Vahl, North Dakota State University, P.O. Box 5575,
Waldron 201, Dept. of Statistics, North Dakota State University, Fargo, ND
58105, chris.vahl@ndsu.edu; George A. Milliken, Kansas State University

Key Words: multistratum design, optimal design, split-plot, exchange al-
gorithm

Multistratum experiments contain several different sizes of experimental
units. Examples include split-plot and strip-plot designs as well as random-
ized block designs. Here we propose to a strategy for constructing a D-opti-
mal multistratum design by improving a randomly generated starting design
through a sequence of whole-plot exchanges. This approach preserves the
design structure and simplifies updates to the information matrix. More-
over, it is applicable to any multistratum design where the largest-sized ex-
perimental unit is either a whole plot or a block. Three whole-plot exchange
algorithms will be described and the results of the application of these algo-
rithms to several design problems will be discussed.

On the Weighted Optimality of Incomplete

Block Designs
¥ Xiaowei Wang, Virginia Polytechnic Institute and State University, 1224
University City Blvd, D47, Blacksburg, VA 24060, xiwang3@vt.edu

Key Words: weighted optimality, block design, efficiency balance

For incomplete block designs, optimality has been intensively studied by re-
searchers, in terms of various criteria such as A, D, E and MV. The classic
formulation of design optimality is based on the idea that optimality func-
tions of the information matrix are invariant to treatment permutation for
every permutation matrix P. This implies equal interests in all treatments.
In practice, however, there are many experiments where not all treatments
are equally important. For these designs, it would be better to incorporate
weight factor in design optimality calculation. In this study, we justified
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weight E, A and MV optimality criteria, which are based on the weighted
information matrix we defined. Some sufficient conditions are derived for
incomplete block designs to be weighted E, A and MV-optimal for situations
where weights take only two values.

A Class of Saturated Square Designs

¥ Xianggui Qu, Oakland University, 2200 N Squirrel Road, Rochester, MI
48309, qu@oakland.edu; Theophilus Ogunyemi, Oakland University

Key Words: Binary designs, (m,s)-optimality, row-column designs, satu-
rated designs

A new class of square designs is proposed. These designs are saturated in
terms of eliminating two-way heterogeneity with an additive model. The
(m,s)-criterion is used to select optimal designs. It turns out that all (m,s)-
optimal designs are binary. All (m,s)-optimal designs constructed are treat-
ment-connected. Thus, treatment contrasts are estimable in spite of the row
and column effects.

A Class of Partially Replicated Two-Level
Fractional Factorial Designs

% Paul J. Lupinacci, Villanova University, Department of Mathematical
Sciences, 800 Lancaster Avenue, Villanova, PA 19085, paul.lupinacci@
villanova.edu; Joseph G. Pigeon, Villanova University

Key Words: Fractional Factorial Designs, G2-Aberration, Generalized Res-
olution, Uniformity, Hadamard Matrix

Resolution III fractional factorial designs permit the uncorrelated estima-
tion of all main effects under the assumption of no interactions among the
factors and are often used in the initial phases of an experimental program
to screen factors. Even in these experimental situations, it may be desirable
to include partial replication of the design, thereby allowing for the unbiased
estimation of the experimental error while maintaining orthogonality of the
main effects. A new class of partially replicated two-level fractional factorial
designs based on Hadamard matrices is proposed. A method of constructing
these designs is given and the relative performance of the designs is evalu-
ated by comparing them with competing fractional factorial designs using
generalized resolution, G2-aberration, and uniformity.

Nested Latin Hypercube Designs
* Zhiguang (Peter) Qian, University of Wisconsin-Madison, Department of
Statistics, 1300 University Ave, Madison, WI 53706, peterq@stat.wisc.edu

Key Words: design of experiments, space-filling designs, computer experi-
ments, industrial statistics, numerical integration, computational statistics

Computer experiments with different levels of accuracy have become preva-
lent in practice. In this talk, I will discuss a powerful yet simple approach
to the construction of a new type of design called nested Latin hypercube
designs for such experiments.

Equivalence of Symmetric Factorial
Experiments Having Both Qualitative and
Quantitative Factors

¥ Tena [. Katsaounis, The Ohio State University, Bromfield 117-3A, 1680

University Drive, Mansfield, OH 44906, katsaounis.1@osu.edu; Angela M.
Dean, The Ohio State University

Key Words: combinatorial equivalence, geometric equivalence, symmetric
factorial design, experimental design, design equivalence

The problem of equivalence of symmetric factorial designs with both quali-
tative and quantitative factors is considered. Two fractional factorial de-
signs with qualitative and quantitative factors are said to be equivalent if
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one can be obtained from the other by reordering the runs, relabeling the
factors of the same type, relabeling the levels of the qualitative factors and
reversing the levels of the quantitative factors. A necessary and sufficient
criterion for detecting equivalence or nonequivalence of such factorial
designs is described. Some screening criteria of nonequivalence are also
discussed. Results can be extended to designs with factors having different
number of levels.

141 Sign and Rank

Methods: New Applications and
Updated Perspectives @

Section on Nonparametric Statistics
Monday, August 4, 10:30 a.m.-12:20 p.m.

Nonparametric and Parametric Multivariate

Tests

* Arne Bathke, University of Kentucky, Department of Statistics, 875
Patterson Office Tower, Lexington, KY 40506-0027, arne@uky.edu; Solomon
W. Harrar, University of Montana

Key Words: Multivariate Data, Multiple Endpoints, Nonparametric Tests,
Rank Based Methods, High Dimension, Ordinal Data

Multivariate data appear naturally in the life sciences because usually more
than one response variable is of interest (“multiple endpoints”). We look at
different ways to analyze multivariate data, and at different asymptotic set-
tings: Large n (sample size), large k (number of samples), or large p (dimen-
sion). Methodological advancements in recent years have made it possible
to analyze many multivariate data sets using completely nonparametric
methods. We compare different inference methods, focusing on those that
are invariant under monotone transformations of the different variables,
and that can be used when the data have a mix of ordinal and quantitative
response variables.

Using Shrinkage in an Exact Test for Clustered

Binary Data with Small Numbers of Clusters

% Patrick Gerard, Clemson University, Dept of Applied Economics and
Statistics, 291 Barre Hall, Clemson, SC 29634, pgerardeclemson.edu; William
R. Schucany, Southern Methodist University

Key Words: sign test, bootstrap, permutation

The sign test is often employed with independent binary data. When binary
data are clustered, the same hypothesis may be of interest, but the standard
sign test performs poorly due to the dependence caused by clustering or
blocking. Gerard and Schucany (2007) investigated a new test incorporating
both permutation and an exact parametric bootstrap (EPB) to be used when
the numbers of clusters are small. In this study we modify the EPB test using
shrinkage of cluster level success probabilities. We compare the new test to
the EPB as well as a classic permutation test for numbers of clusters ranging
from 5 to 10 inclusive. We find that for most combinations of alternatives
and correlations the new shrinkage test is the most powerful.
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Wilcoxon-Mann-Whitney or T-Test? On
Assumptions for Hypothesis Tests and Multiple
Interpretations of Decision Rules

% Michael P. Fay, National Institute of Allergies and Infectious Diseases,
6700B Rockledge Dr. MSC 7609, Bethesda, MD 20892-7609, mfay@niaid.
nih.gov

Key Words: Hypothesis test, Wilcoxon rank sum test, Behrens-Fisher prob-
lem, Welch’s t-test, permutation test, Location shift

Traditionally, a decision rule is coupled with only one set of assumptions
which demarcates the null and alternative hypotheses. Here we associate
a single decision rule with several sets of assumptions, each of which can
define a valid or approximately valid test when associated with the deci-
sion rule. We call such a decision rule, a multiple perspective decision rule
(MPDR), with each perspective providing a different interpretation to the
same accept/reject decision. This allows the consumer of the decision rule
to try on several sets of assumptions depending on perspective, all without
recalculating the p-value associated with the decision rule. We explore this
idea by reviewing the many hypotheses that have been associated with the
two sample t-tests and the Wilcoxon-Mann-Whitney test, and show how the
MPDR outlook may be helpful in this situation.

Recent Advances in Informative One- and

Two-Sample Goodness-of-Fit Testing

% Olivier Thas, Ghent University, Coupure Links 653, Gent, 9000 Belgium,
olivier.thas@UGent.be; John Rayner, University of Newcastle, Australia;
Donald J. Best, University of Newcastle

Key Words: hypothesis testing, goodness-of-fit, semiparametric, Neyman
smooth test, nonparametric density estimation

Consider testing the one and two sample null hypothesis. A common criti-
cism to many tests is that at the rejection of the null, they do not give an
indication as to how the data deviates from the null hypothesis. With infor-
mative tests we mean tests that do tell in what direction the null hypothesis
is rejected (e.g., difference in mean, variance, skewness, ...). Components of
Neyman’s smooth tests are well known for their informative diagnostic na-
ture. For the one-sample problem their properties have been well studied in
a semiparametric framework, but the test statistics need rescaling. In this
paper we show how informative analyses can result from exploiting the rela-
tion between a data-driven smooth tests and nonparametric density esti-
mation, and this both for the one and the two sample problems. Finally we
illustrate these methods on some real data sets, using a new R package.

A Nonparametric Test of Independence
Between Response and Covariate Adjusted

for Treatment Effect

%k Siti Tolos, Kansas State University, Dickens 101, Kansas State University,
Manbhattan, KS 66506, stolos@ksu.edu; Haiyan Wang, Kansas State University

Key Words: Nonparametric covariate effects, Fully nonparametric model,
Nearest neighborhood, Fixed window size, Measure of dependency

Effective methods for detecting general dependency among variables are in
high demand, especially in high dimensional post genome data due to the
complex nature of the data. Existing methods mainly focused on testing for
mutual independence. In this paper, we will discuss a nonparametric test
of independence between response and covariates after adjusting for non-
parametric treatment effects. The test statistic is constructed using moment
methods with a fixed number of nearest neighbors as pseudo replicates. The
asymptotic distribution of the proposed test statistic will be presented, fol-
lowed by simulation studies. Potential applications in obtaining initial con-
nected graphs for constructing gene regulatory networks will be discussed.
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Heteroscedastic, Unbalanced, Two-
Fold, Nested Model When the Number of

Subclasses Is Large

% Shu-Min Liao, The Pennsylvania State University, 326 Thomas Building,
Department of Statistics, University Park, PA 16802, sxI340@psu.edu;
Michael G. Akritas, The Pennsylvania State University

Key Words: Nonparametric, Nested models, Heteroscedastic, Unbalanced
design, Subclass effects, Asymptotic theory

At 2007 JSM, we have showed that in the homoscedastic balanced two-fold
nested model, the classical normality-based F-test procedure for the sub-class
effect is asymptotically valid. This year, we are going to present our latest find-
ings about the two-fold nested model under heteroscedasticity and unbalanced
design. The testing of the subclass effects when the number of sub-classes goes
to infinity is still the core of our talk. We will show, via theoretical derivation
and numerical evidence, that the classical F-test procedure is very sensitive to
departures from homoscedasticity in both of balanced and unbalanced cases.
As a consequence, two new test statistics (unweighted and weighted) are pro-
posed for the heteroscedastic unbalanced cases, and their asymptotic distribu-
tions, both under the null and alternative hypotheses, are then established.

Ranking of Graph Data with Kernelized Spatial
Depth

* Cuilan Gao, University of Mississippi, Department of Mathematics,
Oxford, MS 38655, cgao@olemiss.edu; Xin Dang, University of Mississippi

Key Words: Hibert space reproducing kernel, Laplacian matrix, Rank, Spa-
tial depth, Spectral graph

In many areas of science, data are given in graphs, Where vertices correspond
to objects and edges encode similarity among objects. Ranking graph data has
been an important issue both theoretically and practically, driven by the de-
mand of fast and efficient information processing such as the search engine
in computer technology. In this talk, we propose a robust ranking method for
graph data based on the recently introduced kernelized spatial depth function
(Chen, Dang, Peng, Butler (2007)). KSD generalizes the spatial depth function
via a Hilbert space reproducing kernel. We compare the proposed KSD-based
ranking with other existing rankings. Ours demonstrates competitive perfor-
mance mainly because the KSD successfully captures global and local struc-
ture of a graph.

142 Bayesian Applications

in Social Sciences, Public Health,
and Sports

Section on Bayesian Statistical Science, Section on
Health Policy Statistics
Monday, August 4, 10:30 a.m.-12:20 p.m.

Rasch and Mixture of Generalized Linear
Mixed Models for Analysis of Aphasic Deficits
of Syntactic Comprehension

¥ Roee Gutman, Harvard University, Science Center, Statistics Department,
1 Oxford Street, Cambridge, MA 02138-2901, rgutman@fas.harvard.edu;
Gayle DeDe, Boston University; David Caplan, Massachusetts General
Hospital; Jun S. Liu, Harvard University

Key Words: Rasch Model, Mixture models, Generalized Linear Mixed Mod-
els, Bayesian Analysis
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Aphasia is a loss of the ability to produce and/or comprehend language, due
to injury to brain areas responsible for these functions. Performance of
aphasic patients in comprehension tests is traditionally related to personal
ability and to questions’ difficulty. Thus, the Rasch model should be adequate
to analyze these tests. We modeled the way aphasic patients process sentence
types, and their ability to accomplish tasks using Rasch model and Rasch
model that incorporates task and sentence grouping effect. These models
were examined using psychologically meaningful statistics and were found
to be inadequate. We propose a mixture of generalized linear mixed models
that cluster patients into similar response patterns and abilities. The mix-
ture model better describes the experimental results of the performance of
aphasic patients, and still incorporates the essence of the Rasch model.

Modeling Long-Run Macroeconomic Growth
with Gaussian Graphical Models

% Alex Lenkoski, University of Washington, lenkoski@stat.washington.
edu; Adrian Dobra, University of Washington; Theo Eicher, University of
Washington

Key Words: Model Selection, Graphical Models, Stochastic Search

We consider modeling determinants of long-run macroeconomic growth in a
Bayesian model averaging context. Historically, there have been a variety of
factors that have led to growth and the need to incorporate model uncertainty
hasbeen recognized by Sala-i-Matin (1997), Fernandez et al. (2001) and Eicher
et al. (2007). We build on these results by considering growth from the view-
point of graphical models, which introduce greater parsimony in model choice
than regression models. Model search is significantly harder in this context
and we review the use of the stochastic search algorithm MOSS, as developed
by Dobra and Massam (2008) and Lenkoski et al. (2008). We then extend the
analysis considerably by showing that the technique of instrumental variables
can naturally be incorporated into graphical model search, thereby confront-
ing endogeneity and model uncertainty simultaneously.

A Bayesian Time Series Model for Death
Penalty Public Opinion

% Kenneth E. Shirley, Columbia University, Applied Statistics Center, 2700
Broadway Apt 4N, New York, NY 10025, ks2632@columbia.edu; Andrew
Gelman, Columbia University

Key Words: Multilevel models, Death penalty, Bayesian computing, Sample
survey, Time series models

Since 1974, the General Social Survey, given annually, has asked respondents
whether they support the death penalty. We model 20+ years of these in-
dividual-level binary outcomes using a multilevel logistic regression model.
The model includes explanatory variables like demographic information on
individuals, as well as indicators of which state the respondent lives in. We
are primarily interested in modeling trends within and between states across
time; to do so, we explore a variety of autoregressive models. The statistical
challenges in this problem include how to model the time series component
of public opinion, how to incorporate a large number of high-level interac-
tions without overfitting, and how to perform the Bayesian computation to
fit a complicated model to a large data set.

Probabilistic Projections of Fertility Using a

Bayesian Hierarchical Model

¥ Leontine Alkema, University of Washington, Statistics Department,
alkema@u.washington.edu; Adrian E. Raftery, University of Washington;
Patrick Gerland, United Nations Population Division; Samuel Clark,
University of Washington; Francois Pelletier, United Nations Population
Division

The United Nations Population Division produces estimates and projections
of the total fertility rate for all countries in the world every two years. For
countries with fertility above replacement level, future levels are projected
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based on a parametric function. We develop a Bayesian hierarchical model
for producing probabilistic projections of fertility and give results for a num-
ber of Asian and African countries.

Joint Modeling of Birth Weight and
Gestational Age

% Scott L. Schwartz, Duke University, Department of Statistical Science,
Box 90251, 214 Old Chemistry Building, Durham, NC 27708-0251, scott.
schwartz@stat.duke.edu; Alan Gelfand, Duke University

Key Words: Mixture Model, Bivariate Mixture Model, Interval Censoring,
Bayesian Modeling, Birthweight, Gestational Age

Customary modeling for birth weight (BW) is conditional on gestational age
(GA). However, joint modeling of GA and BW offers increased flexibility and
interpretation in studying relevant birth outcomes (e.g., small for GA). First,
we model the bivariate distribution of BW and GA using mixtures of bivari-
ate normals. Second, due to the interval censoring associated with GA, we
introduce this mixture model as a latent specification. Finally, we introduce
well-established risk factors in the form of a bivariate regression to facilitate
interpretation of the joint model. The mixture modeling enables us to cap-
ture the clearly non-Gaussian distributional shapes observed in histograms.
The model is applied to a portion of the 1990-2006 NC Detailed Birth Record
(N=1862405) through CEHI at Duke University and is fitted using Bayesian
methodology and MCMC approaches.

Improved Mixing with Simulated Annealing in

Bimodal Footrace Finishing Times

% Matthew S. Shotwell, Medical University of South Carolina, 135 Cannon
Street, Suite 303, Charleston, SC 29425-8350, shotwelm@musc.edu; Paul

J. Nietert, Medical University of South Carolina; Elizabeth Slate, Medical
University of South Carolina

Key Words: Bayesian, Mixture Model, Simulated Annealing, Cooper River
Bridge Run, 10k Race

The Cooper River Bridge Run is the third largest 10k foot race in the south-
eastern US. In 2007, there were more than 28,000 finishers. The distribution
of finishing times (2007) is bimodal and varies with the participants’ age
and gender. The two modes are presumably due to finishing times for walk-
ers and runners respectively. A mixture distribution is used to model these
data and their covariate dependence. The typical mixture parameterization
assigns a discrete latent variable to each observation which is treated as an
unknown parameter. For large data sets, the size of the latent variable space
restricts mixing in Gibbs sampling. A method derived from the concept of
simulated annealing is used to promote early mixing of the latent variables.
The effectiveness of this methodology is assessed. Finishing time statistics
are summarized in light of the model.

Reweighting the Bowl Championship Series

% Susan Buchman, Carnegie Mellon University, 5000 Forbes Avenue, Baker
Hall 132, Pittsburgh, PA 15213, shuchman@stat.cmu.edu; Joseph B. Kadane,
Carnegie Mellon University

Key Words: football, MCMC, weighting expert opinion

The majority of statistical work on college football’s Bowl Championship Se-
ries (BCS) has involved proposing or categorizing computer ratings of teams.
Computer algorithms, a coaches’ poll, and a media poll make up the three
ratings systems that are currently equally weighted to produce an overall
BCS rating, which ultimately determines which schools will compete in lu-
crative post-season BCS bowls. We focus on investigating the performance
of the BCS as implemented for the 2004, 2005, and 2006 seasons to deter-
mine whether equal weights are appropriate. Our Bayesian analysis shows
that while the posterior mode places more than half the weight on the media
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poll, the 95% HPD credible interval contains the equally weighted scheme.
We relate our work to the ongoing controversies over the BCS.

143 Methods in Linear and

Generalized Linear Models ®

ENAR, Biometrics Section
Monday, August 4, 10:30 a.m.-12:20 p.m.

Tuning Parameter Selections for Penalized

Likelihood Functions

¥ Yiyun Zhang, The Pennsylvania State University, 331A Thomas Building,
University Park, PA 16802, yiyun@psu.edu; Runze Li, The Pennsylvania State
University; Chih-Ling Tsai, University of California, Davis

Key Words: AIC, BIC, GIC, LASSO, Nonconcave penalized likelihood,
SCAD

We apply the nonconcave penalized likelihood approach to obtain variable
selections as well as shrinkage estimators. This approach relies heavily on
the choice of regularization parameter, which controls the model complexity.
We propose employing the generalized information criterion, encompassing
the commonly used AIC and BIC, for selecting the regularization parameter.
Our proposal makes a connection between the classical variable selection
criteria and the regularization parameter selections for the nonconcave pe-
nalized likelihood. We show that the BIC-type selectors enable identification
of the true model consistently, and the resulting estimator possesses the
oracle property in the terminology of Fan and Li (2001). In contrast, the AIC-
type selectors are asymptotic loss efficient under some mild conditions. Our
simulation results confirm these theoretical findings.

Cumulative Logit—Poisson and Cumulative
Logit—Negative Binomial Compound

Regression Models for Count Data

% Mark VanRaden, National Institutes of Health, 6700B Rockledge Dr.,
MSC 7609, Bethesda, MD 20892, mvanraden@niaid.nih.gov; John M. Lachin,
The George Washington University

Key Words: count data, poisson, regression, hurdle, negative binomial, or-
dinal regression

Count data are often analyzed by Poisson regression, generalized to nega-
tive binomial (NB) models in overdispersed cases. When zeroes are much
too frequent or infrequent, hurdle models use a binary model to predict 0
vs. >0 and a count model (e.g. conditional Poisson or NB) for the exact posi-
tive count. Model departures might still occur for very low counts. Thus we
extend the binary part to a cumulative logit (CL) ordinal regression model,
the conditional count model predicting exact counts within the CL’s highest
category, say count>L where L>0 (case L=0 is a hurdle model). Exposure time
is incorporated. Parameters estimates by ML are asymptotically normal. A
simple type of effect sharing between the two parts can reduce dimension.
An individual Pearson type statistic crudely assesses fit. A proper, catego-
rized chi square fit test is possible. Models were readily fit in application.

Comparison of Designs for Correlated Response

Models with an Unknown Dispersion Matrix

% Sourish Saha, GlaxoSmithKline, Collegeville, PA , sourish.c.saha@gsk.com;
Andre Khuri, University of Florida

Key Words: correlated response models, dispersion matrix, power of mul-
tivariate tests, quantile dispersion graphs

@ Applied Session

sk Presenter

This talk deals with the comparison of designs for correlated response mod-
els with an unknown variance-covariance matrix. The novelty of the pro-
posed approach lies in combining the “Quantile Dispersion Graphs (QDGs)”
technique with the power of the multivariate test for the equality of param-
eters from such models. The approach is based on considering the quantiles
of a certain criterion function (namely, power of three multivariate tests)
on concentric surfaces within a particular region of the so-called alterna-
tive space. The dependence of these quantiles on the unknown values of the
variances and covariances obtained from the variance-covariance matrix, is
depicted by plotting the so-called QDGs of the criterion function. These plots
provide a clear assessment of the magnitude of the power value associated
with a given design. A numerical example is presented for illustration.

Demonstration of User-Written Software in
Stata, R, and Matlab for Analysis of a Familial
Correlation Structure in a Quasi-Least Squares
Analysis of Weight Loss in the SHARE Study

¥ Xiaoying Wu, University of Pennsylvania, 501 Blockley Hall, SOM CCEB,
423 Guardian Drive, Philadelphia, PA 19104, xwu2@mail. med.upenn.

edu; Jichun Xie, University of Pennsylvania; Sarah Ratcliffe, University

of Pennsylvania; Shiriki Kumanyika, University of Pennsylvania; Justine
Shults, University of Pennsylvania

Key Words: quasi-least squares, longitudinal data, correlation structure,
familial structure, intervention analysis

The SHARE study was designed to facilitate weight loss in African American
men and women. In this presentation I describe a quasi-least squares (QLS)
analysis with a familial correlation structure to describe the pattern of as-
sociation among the repeated measurements on participants in SHARE. Ap-
plication of the familial structure improves our ability to understand the role
that social support plays in weight loss. My is to describe implementation
of our user written software in Stata, R, and Matlab for implementation of
the familial correlation structure in QLS. I will describe where to obtain our
software and how to apply it in analysis of longitudinal data that previously
might have been analyzed using generalized estimating equations (GEE)
with one of the simpler correlation structures that is available for GEE.

Variable Selection in Models with Block

Structures

*¥ Dongyu Lin, University of Pennsylvania, 3730 Walnut Street, 400 Jon M
Huntsman Hall, Philadelphia, PA 19104, dongyu.lin@gmail.com; Dean Foster,
University of Pennsylvania

Key Words: Data Mining, Variable Selection, Block Structure, GEE, Tukey’s
approach

Many variable selection algorithms include variable ranking as a principle
because of its scalability and efficiency in data mining. Most of the rank-
ing methods, however, are derived from an independence assumption of the
observations, which is not necessarily true in reality, and may cause some
misleading results by reason of the misspecified models. But some times ob-
servations can be grouped into blocks, each block of which is independent of
the other blocks. We will look into two approaches to analyze such data: the
sandwich covariance matrix estimator, which works well for linear models;
and a method of Tukey, which is easier and possibly more general. Here we
assume the design matrix is stochastic and blocks independently follow the
same distribution, under which we provide extended interpretations and as-
ymptotical equivalence of the two approaches.
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Symbolic Data Analysis: Interval-Valued Data

Regression
% Wei Xu, The University of Georgia, Dept of Statistics, 300 Rogers RD APT
R302, Athens, GA 30605, xuwei@uga.edu

Key Words: symbolic data, interval-valued, linear regression

In statistics, usually data are formatted as single values. However, what if
the data are rather represented by lists, intervals, histograms or even dis-
tributions? Symbolic data analysis was introduced to deal with these kinds
of data. Among symbolic data, interval-valued data are the most commonly
seen in application. Recently, different approaches have been introduced to
analyze interval-valued data, including linear regression, principal compo-
nent analysis and clustering, etc. My research focuses on interval-valued
data regression. The study begins with the concept of symbolic data, defini-
tion of symbolic interval-valued data, its descriptive statistics and current
linear regression approaches. It then seeks to introduce a symbolic covari-
ance method. By utilizing a symbolic covariance function, outlier identifica-
tion, model diagnosis and confidence interval methods are also discussed.

144 Econometric Modeling,

Robustness, and Heavy Tails

Business and Economics Statistics Section, Section on
Nonparametric Statistics
Monday, August 4, 10:30 a.m.-12:20 p.m.

Small Sample Performance of Instrumental
Variables Probit Estimators: A Monte Carlo

Investigation
% Lee C. Adkins, Oklahoma State University, 303 Department of
Economics, College of Business, Stillwater, OK 74074, lee.adkins@okstate.edu

Key Words: binary choice, Instrumental variables, probit

The statistical properties of several commonly used estimators of an endog-
enous probit model are studied using Monte Carlo simulation. Bias, standard
error, and the properties of significance test are examined. Various dimen-
sions that affect the performance of estimators of this model are examined,
including sample size, proportion of observations where y=1, correlation
between instruments and the endogenous variable, the correlation between
the endogenous variable and the equation’s error, and the relative variability
of the endogenous regressor(s) and the equation’s error. The estimators are
used in an example that examines the effect of managerial incentives on the
use of foreign-exchange derivatives by bank-holding companies.

Use of Optimal Instrument Variables for
Estimating Spatial Modeling Parameters with
Application to Crime Survey Data

% Krista Collins, Statistics Canada, 100 Tunney’s Pasture Drive, Ottawa,
ON K1A 0T6 Canada, krista.collins@statcan.ca; Avinash C. Singh, Statistics
Canada

Key Words: spatial autocorrelation, spatial lag model, estimating func-
tions, instrument variables, crime data

The problem of using instrument variables in estimating regression and cor-
relation parameters arises in the context of spatial modeling under a quasi-
likelihood framework. The reason for this is that in the joint modeling of
spatial lag dependence and regression, the dependent variables also appear
as regressors in the model. Existing solutions to this problem do not use op-
timal instrument variables. The main purpose of this paper is to show how
optimal instruments can be defined using estimating functions (Singh and
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Rao 1997) and to examine what gains in efficiency are obtained with this
approach. The methodology is illustrated using simulations as well as by ap-
plication to an analysis of urban neighborhood crime rates in the Canadian
cities of Montreal and Edmonton.

A Robust LOESS Smooth Approach to Problem

Bank Identification

Randall Kimmel, Kent State University; % David Booth, Kent State
University, Dept. of Mngmt & IS, Kent, OH 44242, dbooth@kent.edu;
Stephane Booth, Kent State University

Key Words: robust, loess, problem bank, smoothing, outlier

Continuing bank failures point to the need for early warning problem bank
identification models to guide the actions of regulators and investors. Sev-
eral models have been shown to work well, but most require extensive data
preparation/manipulation and custom computer programs to analyze the
data, which hinders widespread adoption. In this paper, we show that Ro-
bust LOESS (Locally Weighted Scatter Plot Smooth, a type of Local Regres-
sion Smoothing), which requires minimal data preparation and can be run
in many off the shelf statistical packages such as SAS or SPSS, can be just as
effective an early warning system.

Finite Sample Tests for the Composite
Hypothesis of Stable Law

% Thomas R. Willemain, Rensselaer Polytechnic Institute, 110 EIghth
Street, CII-5015, Troy, NY 12180, willet@rpi.edu; Albert S. Paulson,
Rensselaer Polytechnic Institute; Xin R. Zhong,

Key Words: stable law, finance, mixture model, characteristic function

Let a random variable be putatively from a stable law. Since sums of stable
variates with index alpha are again stable with index alpha, information con-
cerning sums of sample values is captured in powers of the empirical charac-
teristic function (ecf). Scale invariant and nuisance free estimates of alpha
are obtained via an application of the Paulson and Delehanty estimation pro-
cedure. Excessive differences between the original sample estimate of alpha
and the estimates of alpha based on the ecf of sums of values imply rejection
of the null hypothesis. We used extensive simulation to produce percentage
points of the test for sums of 3 and 10 values and sample sizes 50, 100, 200,
400, 1000. Simulation shows that the test has remarkable power, especially
against finite variance alternatives. Financial applications are provided.

Bootstrap Prediction Intervals for Large
Financial Data Sets

¥ William L. Seaver, The University of Tennessee, Statistics, Operations, &
Mgt. Sci., College of Business Administration, Knoxville, TN 37996-0532,
wseaver@utk.edu; Donglin Wang, The University of Tennessee

Key Words: bootsrapping, large data sets, financial data, modeling predic-
tion intervals

In the mortgage lending industry, analysts and consultants frequently use
the prediction intervals in assessing note rates or annual percent rates
charged on a loan. The size of the populations can be in the millions. As a
rule, prediction intervals for individual borrowers have been computed by
classical multiple regression methods. However, these prediction intervals
have tended to be incorrect since the residuals are not usually normal. On
the other hand, to bootstrap the prediction intervals for such large popula-
tions or samples is not practical or feasible. The intent of this research is to
look at the differences between the classical and the bootstrapped prediction
intervals and to suggest a way to model the prediction intervals for large
data sets when normality of residuals is questionable.
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What Has Been the Government’s Role in the

Erosion of Auto Sales by U.S. Firms?
* Ronald Tracy, Oakland University, tracy@oakland.edu

Key Words: CAFE standards, gas tax, econometric model, gas mileage, en-
ergy policy, auto sales

Unlike other major industrialized countries the US has used legislation
(through the CAF... standards) to improve domestic fuel economy rather than
a gas tax. This means that foreign automakers and US automakers respond to
different market signals. When real gasoline prices hit all-time lows in the late
1990’s, the US consumer wanted fast, large cars, and US auto sales boomed.
However, when gasoline prices started to increase in the early 2000’s US auto
sales began to suffer. This study models the affect CAF... standards have had
on both domestic and foreign automobile sales in the US. It shows that while
the US’s approach was beneficial to domestic companies when gasoline prices
were low, it now disadvantages domestic auto companies. The model shows,
that although the domestic companies have played a role in getting them-
selves in their current situation, so has US energy policy.

Competitiveness of Different Groups of
ltalian Enterprises Detected Using Robust

Classification Methods

Luigi Biggeri, Italian National Institute of Statistics; % Matilde Bini,
University of Florence, Viale Morgagni, 59, Department of Statistics,
Florence, 50134 Italy, bini@ds.unifi.it; Filippo Oropallo, Italian National
Institute of Statistics

Key Words: Competitiveness, efficiency, performance measures, produc-
tivity, robust cluster methods

In the recent years there as been a reduction of the competitiveness of the
Italian industrial system. The main problem is the insufficient development
of the total factor productivity related to the low investment in innovation of
processes, products and organizational structure of the enterprises. The aim
of this paper is to analyze the competitiveness for different groups or clus-
ters of enterprises detected using adequate indicators of market and prod-
uct specialization, efficiency and opening to the international markets. The
clusters of enterprises are identified by a robust classification analysis. The
results obtained using recent data supplied by the Italian National Institute
of Statistics are presented.

145 Causal Inference A

Biometrics Section, Biopharmaceutical Section,
Section on Health Policy Statistics, Section on
Statistics in Epidemiology

Monday, August 4, 10:30 a.m.-12:20 p.m.

General Theory for Sufficient Cause

Interactions

% Tyler VanderWeele, The University of Chicago, Department of Health
Studies, 5841 S. Maryland Ave., MC 2007, Chicago, IL 60637, vanderweele@
uchicago.edu

Key Words: Causal inference, Interaction, Sufficient cause, Counterfactu-
als, Potential outcomes, Synergism

The sufficient-component cause framework makes reference to the actual
causal mechanisms, referred to as sufficient causes, involved in bringing about
an outcome. When two or more binary causes participate in the same causal
mechanism, synergism is said to be present. Synergism sometimes cannot be
identified from data; in cases in which data do imply that synergism is pres-
ent, a sufficient cause interaction is said to be present. It is shown that any
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set of potential outcomes can, within the sufficient-component cause frame-
work, be replicated by a set of sufficient causes. Empirical and counterfactual
conditions are given which imply the presence of an n-way sufficient cause
interaction both with and without assumptions of monotonicity. The theory
and methods developed in this paper constitute empirical tests for the joint
presence of two or more causes in a single causal mechanism.

Improving the Efficiency and Robustness

of Doubly Robust Estimator for Estimation of
Population Mean Response in the Presence of
Incomplete Data

% Weihua Cao, North Carolina State University, Department of Statistics,
North Carolina State University, Raleigh, NC 27695-8203, wcao5@ncsu.edu;
Anastasios Tsiatis, North Carolina State University; Marie Davidian, North
Carolina State University

Key Words: causal inference, doubly robust estimator, enhanced propen-
sity score model, outcome regression, weighted least square

Considerable recent interest has focused on doubly robust (DR) estimators
for a population mean response in the presence of incomplete data. DR es-
timators require modeling both the propensity score (PS) and the outcome
regression (OR). The usual DR estimator may yield severely biased inferences
if neither the PS model nor the OR model is correctly specified, and this bias
is exacerbated if estimated PSs are close to zero for some observations. For
arbitrary nonlinear OR models, we propose an efficient DR estimator that
takes into account estimation of the PS model parameters. We also propose
use of an alternative, “enhanced” PS model. We demonstrate that the result-
ing DR estimators yield comparable or improved performance relative to ex-
isting DR estimators, even with estimated PSs close to zero.

Semiparametric Estimation of Treatment
Effects on an Outcome Measured After a
Post-Randomization Event, with Missing
Outcome Data

¥ Yuying Jin, University of Washington, Department of Biostatistics,
Seattle, WA 981009, jinyu@u.washington.edu; Peter B. Gilbert, Fred
Hutchinson Cancer Research Center

Key Words: Causal Inference, Missing at Random, Principal Stratification,
Post-treatment Selection Bias

In randomized placebo-controlled HIV vaccine trials, it is of interest to
evaluate the effect of vaccination on HIV viral load or on other outcomes
measured after HIV infection. Principal stratification methods can assess
the average causal effect (ACE) in subjects that would be infected regardless
of assigned treatment. However, the always-infected stratum is unknown.
Available sensitivity analysis approaches for estimating the ACE depend on
a missing completely at random mechanism, which is often untenable. To
accommodate missing at random data, we integrate the previous methods
with the robust likelihood-based method of Little and An (2004), which uses
penalized splines of the propensity score. The new method does not require
the monotonicity assumption of “no vaccine harm.” It is evaluated in simula-
tions and applied to analyze an HIV vaccine trial.

Denver, Colorado 121



A Themed Session

Average Causal Effect Estimation Allowing

Covariate Measurement Error

*Yi Huang, University of Maryland, Baltimore County, Dept. of
Mathematics and Statistics, 1000 Hilltop Circle, Baltimore, MD 21250,
yihuang@umbc.edu; Karen Bandeen-Roche, Johns Hopkins Bloomberg
School of Public Health; Constantine E. Frangakis, Johns Hopkins
University

Key Words: Causal Inference, Finite Mixture Model, Nondifferential Mea-
surement Error, Propensity Score Subclassification, Balancing Criterion, Ob-
servational Study

In many applications of the propensity score subclassification approach, the
underlying true covariates, which might confound the average causal effect
(ACE) assessment of a binary treatment on health outcomes, are not directly
observable, but rather are measured with error. A naive approach is to use
the observed covariates to estimate propensity scores and then use these to
subclassify and estimate ACEs. The work we report introduces appropriate
causal assumptions for applications with errors-in-covariates and demon-
strates that the naive approach for ACE estimation typically produces biased
results. We also propose a flexible finite mixture framework for ACE esti-
mation reflecting a covariate-balancing criterion in a joint likelihood, which
unifies subgroup membership assessment and subgroup-specific treatment
effect evaluation allowing for measurement error in the covariates.

Sensitivity Analysis of the Effect of Treatment

Received in a Principal Siratification Framework
* Corwin Zigler, University of California- Los Angeles, 628 N. Vista St., Los
Angeles, CA 90036, zigler@ucla.edu; Tom Belin, University of California, Los
Angeles

Key Words: Principal stratification, Noncompliance, CACE, Causal infer-
ence, Sensitivity analysis

Potential-outcomes methods such as principal stratification have gained
widespread use in settings susceptible to post-treatment selection bias. In
a context where treatment received can differ from treatment assigned in
a manner that may depend on a key covariate, we present a method for es-
timating the complier average causal effect (CACE) using a Gibbs sampler
for computation. We apply this method in a motivating example comparing
treatments for mandible fractures in which surgeons’ ability to “overrule”
random assignment may have landed more severely injured patients in the
more invasive treatment arm. To obtain the CACE, we model the mechanism
giving rise to treatment received as possibly depending on injury severity.
Varying this dependence across a feasible range produces a useful sensitivity
analysis of the role of injury severity in estimation of treatment effects.

Assessing the Surrogate and Predictive Value
of a Biomarker Measured After Randomization

* Julian Wolfson, University of Washington, julianw@u.washington.edu;
Peter B. Gilbert, Fred Hutchinson Cancer Research Center

Key Words: surrogate evaluation, principal stratification, causal inference,
sensitivity analysis, vaccine trial

Surrogate assessment is complicated in the vaccine trial context by the fact
that biomarkers (usually immune responses) are measured some time T after
randomization to vaccine or placebo. Previous work on this problem has gen-
erally assumed no effect of the vaccine on the clinical outcome prior to T. We
propose a principal stratification-based approach to quantify the surrogate
and predictive value of a biomarker that relaxes this assumption. We show
that the logical estimand for assessing surrogate value in this framework is a
function of three non-identifiable terms. We also define a closely-related es-
timand which summarizes the predictive value of a biomarker and is identi-
fiable from the observed data. A sensitivity analysis approach to estimation
is taken employing the augmented trial design of Follmann, wherein both
baseline predictors and close-out placebo vaccination are used.
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Potential Outcomes Applied to an Intentional
Weight Loss Application

% Thidaporn Supapakorn, Kansas State University, Department of
Statistics, Dickens Hall, Manhattan, KS 66506, mmeeii@ksu.edu; Gary L.
Gadbury, Kansas State University; Christopher S. Coffey, The University
of Alabama at Birmingham; Scott W. Keith, The University of Alabama at
Birmingham; David B. Allison, The University of Alabama at Birmingham

Key Words: causality, obesity, latent variable, matched-pairs

Studies that explore the link between weight loss among obese individuals
and mortality have met with mixed results. One possible explanation is that
total weight loss may have contributions from intentional weight loss (IWL)
and unintentional weight loss (UWL). These contributions may be in opposite
directions from one another, yet UWL and IWL are not separately observable
for subjects intending to lose weight. We focus on IWL as an unobservable
latent variable. Potential outcomes are used to bound parameters associated
with the distribution of IWL under an assumption of random assignment to
intention. These bounds help to separate effects of IWL from UWL in a mice
data example using a two sample completely randomized design. A particu-
lar matched-pairs design is also illustrated that yields additional informa-
tion about variance of IWL in a population.

146 Multivariate Methods

for Analysis of Genetic Data

Biometrics Section, Section on Nonparametric
Statistics, Biopharmaceutical Section, IMS
Monday, August 4, 10:30 a.m.-12:20 p.m.

Inference on Low-Rank Data Matrices with

Applications to Microarray Data

¥ Xingdong Feng, University of Illinois at Urbana-Champaign, 725, South
Wright Street, Department of Statistics, Champaign, IL 61820,
xfeng2@uiuc.edu

Key Words: Microarray, Hypothesis Test

Probe-level microarray data are usually stored in matrices, where the row
and column correspond to array and probe, respectively. Scientists routine-
ly summarize each array by a single index as the expression level of each
probe-set (gene). We examine the adequacy of a uni-dimensional summary
for characterizing the data matrix of each probe-set. To do so, we propose a
low-rank matrix model for the probe-level intensities, and develop a useful
framework for testing the adequacy of uni-dimensionality against targeted
alternatives. This is an interesting statistical problem where inference has
to be made based on one data matrix. Applications of the proposed tests to
GeneChip data show that evidence against a uni-dimensional model is of-
ten indicative of practically relevant features of a probe-set. The work is per-
formed under the direction of Professor Xuming He.

Application of Multiple Correspondence
Analysis and Cluster Analysis in Phenotypically
Subtyping Medical and Psychiatric Disorders

* Grace Chan, University of Connecticut, 263 Farmington Avenue,
Farmington, CT 06030-2103, chan@psychiatry.uchc.edu

Key Words: Phenotype, Multiple Correspondence Analysis, Cluster Analy-
sis, Medical and Psychiatric Disorder Subtype

In this talk, a procedure that employs both multiple correspondence and
cluster analyses to classify finer subtypes of medical and psychiatric disor-
ders, will be described. This kind of subtyping is valuable in both medical
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researches and clinical practices. For example, in genetic studies, it enables
researchers to identify genetic heterogeneity in complex disorders prior to
linkage analysis. Also, it enables physicians and psychiatrists to prescribe
treatment targeting specific subtype of certain disorder. This talk will in-
clude an application of this procedure to opioid dependence disorder.

An FDR-Controlling Procedure for Analyzing
Replicated Microarray Time Course Data with

the Multivariate Empirical Bayes Statistic

% Nancy N. Wang, University of California, Berkeley, Division of
Biostatistics, 367 Evans Hall #3860, Berkeley, CA 94720-3860, ncwange
stat.berkeley.edu; Terence P. Speed, University of California, Berkeley

Key Words: gene expression, longitudinal data, Hotelling T2, moderation,
shrinkage

A multivariate empirical Bayes statistic proposed by Tai and Speed has been
shown useful for ranking genes based on differential expression in replicat-
ed microarray time course experiments. This is known as the MB-statistic,
or the moderated Hotelling T2 statistic when all genes share a common
sample size. We propose an FDR-controlling procedure for this statistic. A
null distribution is obtained using the parametric bootstrap. Critical values
are determined according to the empirical Bayes FDR procedure. We com-
pared this method, through simulations, to the frequentist FDR procedure,
which requires a theoretical null distribution for calculating the nominal p-
values. Although our method is slightly anti-conservative; it is more robust
to the variability in the estimates of the hyper-parameters, when the degree
of moderation is small.

Outliers When Clustering Microarray Data

% Johanna Hardin, Pomona College, 610 N. College ave., Dept of
Mathematics, Claremont, CA 91711, jo.hardin@pomona.edu

Key Words: clustering, outlier detection, microarray, distance metric

Microarray data are well known to be noisy and rife with outliers. The outli-
ers are sometimes interesting in their own right, but often they are simply
poor quality measurements that should be removed from the analysis. Un-
like many other statistical techniques, clustering methods will always give
cluster outputs regardless of the structure of the data. Though clustering
results can be enormously informative, the results can also be misleading if
the data have outlying values. In particular, when clustering genes with only
tens of samples, a few outlying values can easily change the direction of the
relationship between a pair of genes. We propose a robust clustering tech-
nique that captures relationships between genes that are co-regulated while
down-weighting relationships that are primarily due to outliers.

Reproducibility of Classification Rules Based

on a Bootsirap Resampling Approach

% Chin-Yuan Liang, The Ohio State University, Department of Statistics,
Cockins Hall, Room 404, 1958 Neil Avenue, Columbus, OH 43210,
liang.88@osu.edu

Key Words: reproducible, K-TSP, classification, Microarray, algorithm

With the advent of Microarray data, numerous methods for classification of
biological samples have been proposed. However, reproducibility, or consis-
tency of rules used in classifying observations in different samples is sel-
dom achieved. In this paper, we propose a bootstrap resampling method to
achieve a set of reproducible rules. More specifically, as an example, we first
utilize the K-Top Score Pairs algorithm (K-TSP) to construct classification
rules. Then, with the help of a proper rank aggregation method, we obtain
rules that are deemed to be more producible. Further, because of comparabil-
ity of ranks, our method can be applicable to data from different platforms.
We illustrate our approach using three lung cancer data from two different

@ Applied Session

sk Presenter

platforms. Finally, it is worth noting that although our illustration is based
on K-TSP, other classification methods can be utilized as well.

Sliced Inverse Factor Analysis

% Ronghua Luo, Peking University, Changchunxinyuan 2-365, Peking
University, Beijing, P.R.China, International 100871 PR. China,
luoronghua@gsm.pku.edu.cn; Hansheng Wang, Peking University; Chih-Ling
Tsai, University of California, Davis

Key Words: BIC, Factor analysis, Sliced inverse regression

We employ the sliced inverse approach in conjunction with the factor analy-
sis model to obtain a sufficient dimension reduction method, named sliced
inverse factor analysis (SIFA). This method is particularly useful when the
number of predictors is substantially larger than the sample size. We show
theoretically that SIFA is able to recover the latent factor accurately. In ad-
dition, a consistent BIC-type selection criterion is developed to select the
structure dimension. Both simulations and a microarray example are pre-
sented to illustrate the usefulness of the new method.

A Novel Multistage Approach To Classify
Samples Across Multiple Gene Expression

Experiments

¥ Heather A. Adams, University of [llinois at Urbana-Champaign, 1207
West Gregory Drive, Urbana, IL 61801, hadamsl@uiuc.edu; Sandra L.
Rodriguez-Zas, University of Illinois at Urbana-Champaign; Bruce Southey,
University of Illinois at Urbana-Champaign

Key Words: classification, discrimination, mixed model, gene expression
experiments

A two-stage method to identify genes that classify samples across microar-
ray experiments is presented. In the first stage, a non-linear model is used
to identify associations between genes and classes within experiment. Three
variations of the second stage were used to classify samples into two behaviors
across experiments. The MARG approach analyzed association estimates (re-
gression coefficient) between the expression of individual genes and odds ra-
tio of behavior. The COND approach analyzed association estimates between
individual genes and odds ratio of behavior, conditional on other genes. The
JOIN approach analyzed the difference between predicted probabilities of be-
havior based on multiple genes. The JOIN approach identified more classifier
genes, followed by COND and MARG. The two-stage approach is a valuable
alternative to identify genes that consistently classify samples.

147 Statistical Inference in

Biopharmaceutical Research @

Biopharmaceutical Section, Biometrics Section
Monday, August 4, 10:30 a.m.-12:20 p.m.

Cochran-Mantel-Haenszel Weighted Miettinen
and Nurminen Method for Confidence
Intervals of the Difference in Binomial
Proportions from Stratified 2x2 Samples

% Kaifeng Lu, Merck & Co., Inc., Piscataway, NJ 08854, kaifeng Iu@merck.com

Key Words: Cochran-Mantel-Haenszel weights, Score method for variance
The Miettinen & Nurminen (1985) method is often used for constructing
confidence intervals of the difference in binomial proportions from strati-

fied 2x2 samples. However, the weighting strategy proposed in the their
paper requires an iterative procedure to implement, which is nested within
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another iterative procedure for finding the confidence limits. This paper ex-
amines the Cochran-Mantel-Haenszel (CMH) weighting strategy that does
not require an iterative procedure to implement. Compared to the weighting
strategy proposed in their original paper, the new weighting strategy does
not affect the performance of the resulting confidence intervals while sig-
nificantly reducing the computational time.

A Nonparametric Method for Group
Comparison Using Data from Two Sequential
Assays with Different Lower Limits of
Quantification (LLOQ)

% Lixin Han, Wyeth, 02140, hanl2@wyeth.com; Jared Christensen, Wyeth;
Fred Immermann, Wyeth; Ron Menton, Wyeth

Key Words: assay, preclinical, nonparametric, messy data

A problem arises from a bioassay that has a very narrow range of quantifica-
tion. For assay values of different subjects to be comparable, the amount of
tissue used for the assay must be the same for all subjects. This results in
some subjects having assay values below the LLOQ of the assay. However,
if the amount of tissue is increased to rerun the assay for subjects who have
values lower than LLOQ in the first assay, the assay values are usually within
the limits of quantification of the second assay. Because the assay values
from the second assay cannot be easily converted to the scale of the first
assay, a nonparametric method is developed to use data of both assays to
compare treatment groups. The advantage of this method is demonstrated in
simulation by comparisons to the left-censoring method and the method of
substituting the LLOQ values by a fixed value such as LLOQ/2.

Direct Approaches to Shelf Life Estimation

* Michelle Quinlan, University of Nebraska-Lincoln, mquinlan22@yahoo.
com; Walter Stroup, University of Nebraska-Lincoln; James Schwenke,
Boehringer Ingelheim Pharmaceuticals, Inc.

Key Words: calibration, quantile regression, shelf life, out-of-specification,
random effect

The goal of shelf life estimation is to determine the time when the probabil-
ity of an out-of-specification product exceeds a. Current practices approach
this indirectly via interval estimation of the mean. It is unclear if this ap-
proach captures the target probability. Alternatively, one might consider di-
rect methods. Two methods considered are calibration and quantile regres-
sion. Calibration uses a model Y=f(time) and focuses on the interval on the
time axis where the predicted Y intersects the specification limit. Quantile
regression changes the model’s focus from the expected value to the ath per-
centile. Thus, the estimated shelf life is the time when the estimated quan-
tile intersects the specification limit. Calibration and quantile regression
are presented for estimating shelf life from multi-batch stability data where
batch effects may be random.

The Tau-Path Test for Detecting Subpopulation

Association

* Li Yu, The Ohio State University, 404 Cockins Hall, Department of
Statistics, 1958 Neil Avenue, Columbus, OH 43210-1247, liyu@stat.osu.edu;
Joseph Verducci, The Ohio State University

Key Words: subpopulation monotone association, Kendall’s tau decompo-
sition, tau-path test, partial association

The “tau-path” test method, which is sensitive to association in an unknown
subpopulation, is introduced. It is based on a decomposition of Kendall’s co-
efficient of monotone association that sequentially identifies the strongest
associations among increasing subsets of observations. The test statistic is
derived from a semiparametric model for the sampling distribution of the
empirical copula. A computationally efficient procedure, the component
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sums algorithm, is used to calculate the test statistic. Simulation studies with
multivariate normal mixtures show that the proposed test is more powerful
than the Mann-Kendall test against alternatives where high association is
limited to a subpopulation; moreover it automatically finds the likely associ-
ated subsets. We apply the test to the NCI-60 database to discover associa-
tions between micro-RNA expression and sensitivity to drug compounds.

Differential Expression Analysis with Missing
Data: Application in Two-Dimensional Gel

Electrophoresis (2DGE) Analysis

% Dan Li, University of California, Davis, 6600 Orchard Park Cir. Apt 6024,
Graduate Group of Applied Mathematics, Davis, CA 95616, dali@ucdavis.
edu; Susanne R. Berglund, University of California Davis Cancer Center;
Alison Santana, University of California Davis Cancer Center; Zelanna
Goldberg, University of California Davis Cancer Center; David M. Rocke,
University of California, Davis

Key Words: Missing Data, Differential Expression, EM Algorithm, Two-
Dimensional Gel Electrophoresis

The objective of proteomics analysis is to identify differentially expressed
proteins across different experimental conditions. Often this must be done
where a significant proportion of data is missing. An example of such a chal-
lenge is the missing data problem of 2DGE. The missing values can be either
generated by random experimental variations or as a result of being below
the limit of detection and it is not always possible to say which one is the
cause of missing data. We develop a novel statistical technique that uses the
Expectation-Maximization (EM) based parameter estimates and the F-test
to identify the differential expression in the presence of missing data. Simu-
lation studies reveal that our approach has the better performance compared
with two other ordinary treatments of missing data problem, discarding
missing data and filling in the missing values by the detection limit.

Statistical Models and Testing Methods in
Clinical Trials for the Prevention of Type
2-Diabetes Mellitus

¥ Xiaodan Wei, sanofi-aventis, BX2-416B, 200 Crossing Blvd, Bridgewater,

NJ 08807, xiaodan.wei@sanofi-aventis.com; Peng-liang Zhao, sanofi-aventis;
Ji Zhang, sanofi-aventis

Key Words: Diabetes prevention, Clinical trial, Impaired glucose tolerance,
Hypothesis

Currently, many clinical trials are conducted in patients with impaired glu-
cose tolerance or impaired fasting glucose to establish the prevention effect
of the drug on the onset of type 2 diabetes. To clearly evaluate the prevention
effect of the study medication, such trials have a washout period after the pa-
tients stop the study medication. The estimation of prevention effect would
be biased if one simply compares the event rates of the two groups during the
washout period due to the different dropout rates. In this paper, we first set
up a hypothesis to test the prevention effect, and then provide test statistics.
We also build the patient recruiting and drop out in the model so that it can
be applied to both fixed study duration design and fixed stopping time de-
sign. The testing performance will be evaluated by simulation results.

A Latent Normal Approach for Equivalence
Trials with Ordinal Responses Using Pairwise
Likelihood

% Juanmei Liu, University of California, Los Angeles/Kaiser Permanente,
jlivuanmeucla.edu

Key Words: pairwise likelihood, latent trait

Equivalence/non-inferiority trials, which attempt to demonstrate that
the responses from two treatments differ by an amount that is clinically
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insignificant, has become an essential part in drug/treatment assessment.
In many situations, the responses of interest are usually recorded in ordinal
scales. This paper demonstrates a latent variable approach with pairwise
likelihood in the presence of ordered categorical data. The proposed
methodology was based on the assumption that the observed ordinal
variable has an underlying normally distributed trait. A real medical example
is presented and compared with current results.

148 Early Human Trials and

Crossover Designs @ A

Biopharmaceutical Section, Biometrics Section
Monday, August 4, 10:30 a.m.-12:20 p.m.

Statistical Issues for First-in-Human Designs

¥ Xiaoni Liu, Bristol-Myers Squibb Company, Route 206 & Province Line
Road, Princeton, NJ 08543, xiaoni.liu@bms.com; Robert Smith, Bristol-
Myers Squibb Company

Key Words: First-in-Human (FiH) study, Alternating Panel Crossover
Design, Parallel Design, Sequential Panel Crossover Design, Adverse Event
Rate

The main objective of Phase I First-in-Human study is to evaluate the safety
and tolerability of single doses of a new drug. As a simple and safe design, the
parallel design is applied in FiH studies more widely than other possible de-
signs. On the other hand, crossover designs are superior to parallel designs
in assessing the PK and PD properties of the new drug. The bias in estimat-
ing AE rates due to dropouts is the biggest concern of the crossover designs.
Some simulations were applied to quantitatively measure and compare the
bias of the estimated AE rates from the dropouts among the five possible FiH
designs. The simulation results suggest any bias in estimating AE rates for
mild and moderate dropout rates seems to be small and not to differ among
these five possible FiH designs.

Linear Models for the Analysis of Alternating
Panel Rising Dose Designs
Bo Jin, Merck & Co., Inc.; ¥ Peng Sun, Merck & Co., Inc., peng_sun@merck.com

Key Words: alternating panel, rising dose, first-in-man, design

An alternating panel rising dose design (APRDD) is often used in the phar-
maceutical industry in a first-in-man (FIM) clinical trial with a new drug.
This paper addresses the problem of the choice of statistical models for ana-
lyzing data from alternating panel rising dose designs. Two new models are
presented for pharmacodynamics (PD) data and pharmacokinetics (PK) data
respectively. Comparing to a previously proposed model, the new models are
shown to better reflect the study design and estimable functions.

Statistical Analysis Methods and Clinical
Pharmacology Understanding on
Bioavailability Comparison in Complete and
Incomplete Crossover Design and Parallel
Design Studies

* Yonghua Wang, Bristol-Myers Squibb Company, yonghua.wang@bms.com

Key Words: crossover, study design, statistical methods, bioavailability

Crossover study design is commonly used in bioavailability and
bioequivalent studies. The statistical methods were advanced since
the FDA’s guideline. But the new methods for the mixed effect models
are constantly misunderstood and/or misused in the pharmaceutical
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industry. There is also misunderstanding among clinical pharmacology
scientists about the bioavailability comparison in crossover study designs.
The purpose of this presentation is to explain the differences among the
statistical methods used in bioavailability comparisons for different kind
of study designs including complete crossover designs and incomplete
crossover designs as well as parallel designs and historic comparison.
Challenges on explanation of adjusted geometric means which reverses the
relationship of the pure geometric means from the analysis of incomplete
crossover data will be explored.

The Influence of Time on Individual Response
Variability in a Two-Treatment, Three-Periods

Crossover Design

% Edwin Ndum, Kansas State University, 1701 Hillcrest Dr, Apt W10,
Manhattan, KS 66502, ndum@ksu.edu; Gary L. Gadbury, Kansas State
University

In medical studies, treatment main effect is often expressed as “average dif-
ference.” Based on this, a superior treatment effect may not be overall when
there is substantial “subject-treatment interaction.” A parameter quantify-
ing subject-treatment interaction is inestimable in two sample completely
randomized designs. Cross-over designs have been proposed as solution.
However, observed individual variability may include individual treatment
variability plus inherent variability over time. We propose a variable that de-
fines a true individual effect of treatment in a three-period design and show
it is not directly observable. The design compares two treatments with an
estimable mean treatment effect but with a variance of individual treatment
effects that is “time-biased.” Certain design considerations will bound these
time effects, separating the time from treatment variability.

Use of Baseline Measurements in the 2 X 2

Crossover Trial
% Lingling Han, Merck & Co., Inc., 351 N. Sumneytown Pike, North Wales,
PA 19454, lingling_han@merck.com; John Stufken, The University of Georgia

Key Words: crossover, baseline, repeated measurements

Crossover designs have been applied extensively in pharmaceutical indus-
trial. It is not uncommon that measurements are available at the beginning
of each period, how to incorporate the baseline measurements appropriately
in the analysis under different scenarios is the question we intend to answer
in this talk. Four different methods are considered in the 2 x 2 crossover de-
sign for both single measurements and repeated measurements. Analytical
expressions of variances of the estimators of the treatment contrast from
those methods are derived and compared under different scenarios. Simula-
tion studies are conducted to evaluate the performance of each method. For
the case of repeated measurements, different types of baselines and differ-
ent assumptions for the random error terms are also considered. The meth-
ods are applied to real data analysis.
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ASA Committee Web Sites
% Alan R. Tupek, Arbitron Inc., 9705 Patuxent Woods Dr, Columbia, MD

21046, alan.tupek@arbitron.com; Chet Bowie, National Opinion Research
Center

Key Words: Committees, Website, stakeholders, survey

In 2007, the ASA Committee on Committees formed a subcommittee to re-
view the functionality of the ASA committee web sites. This poster session
describes the process used by subcommittee. Stakeholders were identified.
An assessment was made of current usage of committee web sites. A survey
of a sample of committee chairs was conducted. The findings from the stud-
ies along with recommendations to improve the web site will be included in
the poster session.

Application of Confirmatory Factor Analysis
To Establish the Validity of a Practice-Analysis

Survey

% Heibatollah Baghi, George Mason University, 4400 University Drive, MS
5B7, Fairfax, VA 22030, hbaghi@gmu.edu; Teresa Panniers, George Mason
University; Mary Smolenski, American Nurses Credentialing Center

Key Words: Pracitce analysis survey, Empirical job analysis, Factor analy-
sis, Ambulatory care certification, LISREL

This study explicates practice analysis methods using ambulatory care nurs-
ing as an exemplar. Data derived from a focus group technique were used
to develop a survey that was completed by 499 ambulatory care nurses. The
construct validity of the survey instrument was assessed using confirmatory
factor analysis with LISREL. The focus group developed a questionnaire that
produced 34 knowledge statements delineating ambulatory care nursing
practice. The previous study produced five factors as initial patient assess-
ment, professional nursing issues and standards, client care management
skills, technical/clinical skills, and system administrative operations. To as-
sess the adequacy of the factors, we conducted confirmatory factor analyses
on a five-factor model (Joreskog and Sorbom, 1992). Fit indices suggested
that the five-factor model provided a satisfactory fit for the data.

Testing the Proportional Odds Assumption for

Complex Data
% George G. Brown, RTI International, 3040 Cornwallis Road, Research
Triangle Park, NC 27709, ggbrownerti.org

Key Words: Proportional Odds Assumption, Multinomial Logit Models,
correlated data, survey data, SUDAAN

Modeling an ordinal categorical response variable is often performed using
a cumulative logit link function. The proportional odds assumption (McCul-
lagh, 1980) is key to the usage of this model. A likelihood-based version of
this test is available in many statistical software packages. However, these
available tests are not capable of taking into account a complex design that
can include stratification, clustering, without replacement sampling and
weighting or conducting the test when inference is based on replicate meth-
ods, such as Replicate Weight Jackknife and Balanced Repeated Replication.
SUDAAN Release 10 will be capable of performing the test for proportional
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odds when any of the previously mentioned aspects are present in the data.
This talk will discuss the theoretical implications of performing the propor-
tional odds test and will demonstrate this test using survey data.

Fast Record Linkage of Very Large Files in
Support of Decennial and Administrative

Records Projects

¥ William E. Yancey, U.S. Census Bureau, 4600 Silver Hill Road,
Washington, DC 20233, william.e.yancey@census.gov; William E. Winkler,
U.S. Census Bureau; Edward H. Porter, U.S. Census Bureau

Key Words: entity resolution, approximate string search, classification

In this era of increased computing power, there is an increased need to find
duplicates in very large files. This paper details the current version of Big-
match software (Yancey and Winkler 2007) that is sufficiently fast for pro-
cessing 10717 (=300 million x 300 million pairs) for the U.S. Decennial Cen-
sus and even larger administrative-record situations with billions of records.
The software, via a nontrivial application of a set of blocking strategies, is
known to find more than 99.5% of true matches with very small error of less
than 0.5% (Winkler 2004, 1995). The software is approximately 80 times as
fast as commercial Vality suite software from IBM. It is 40-50 times as fast
asrecent parallel software (Kim and Lee 2007; Kawai, Garcia-Molina, Benjel-
loun, Menestrina, Whang and Gong 2006).

Bid Design and lIts Influence on Stated
Willingness To Pay and Participation in a
Deposit Refund Program in a Survey of
Nonrefillable Plastic Pesticide Users

% Danna L. Moore, Washinton State University, Social & Economic Sciences
Research Center, Washington State University, Room 133 Wilson Hall,
Pullman, WA 99164-4014, moored@wsu.edu

Key Words: Survey, Willingness to pay, contingent valuation, recycling,
environment, bias

Currently there are no federal level rules or mandates addressing or regulat-
ing the removal of plastic from the environment as a bi-product of global
pesticide manufacturers releasing non-refillable plastic containers into U.S.
agriculture. Degradation of the environment from non-refillable plastic pes-
ticide containers could have a lasting affect on agricultural land and the eco-
nomic sectors that rely on healthy land for the production of food and fiber
for their income generation. Adding to the complexity of recycling plastic
is also the need for controlling that the plastic that is recycled is clean an
free of toxic pesticide residuals in containers. Contingent Valuation (CV) is
used to estimate the monetary value of a proposed change to the provision
of products to pesticide licensees.

Imputation Methods for Missing Data in a
Longitudinal Family Study

% Michael D. Larsen, lowa State University, 220 Snedecor Hall, Department
of Statistics, Ames, IA 50011, larsen@iastate.edu; Frederick O. Lorenz, lowa
State University

Key Words: Fractional imputation, Multiple imputation, Social statistics,
Structural equation models, Panel study, Psychology

Missing data are a serious problem for research in the behavioral, biologi-
cal, economic, health, and social sciences. When respondents do not provide
the desired data, subsequent analyses can be biased and less precise. Ignor-
ing the fact that some observations are missing and reporting results based
on those that are observed, although expedient, is not a recommended pro-
cedure. In longitudinal studies in which data are collected on subjects over
time, the loss of statistical power due to missing information can become
severe. Methods of multiple imputation are explored for use with the Iowa
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Family Transitions Study. The study is a multi-year multi-informant data col-
lection effort concerned with financial hardship, emotional well-being, and
martial and other relationships. Effective methods for missing data are criti-
cal for maintaining statistical power and effective sample size.

Imputation for Missing Physiological and
Health Measurement Data: Tests and
Applications

¥ Matt Jans, The University of Michigan, Michigan Program in Survey
Methodology, Institute for Social Research, 426 Thomps Street, RM 4050,
Ann Arbor, MI 48104, mattjans@isr.umich.edu; Steven G. Heeringa, Institute
for Social Research

Key Words: health surveys, missing data, imputation, biological measures

We address alternative approaches to imputation for univariate estimates
and multivariate regression analyses involving physiological and health
measurements. From the National Health and Nutrition Examination Sur-
vey (NHANES) 2003-2004 data file we selected 5041 respondents age 20+
who have questionnaire or MEC data. Following the work of Schafer and oth-
ers on NHANES III, several outcome measures were chosen for imputation
(blood pressure, cholesterol, weight, general health condition, and income)
We examine the results of various imputation methods for imputing these
values for all cases (including MEC nonrespondents) and for item nonre-
sponse given MEC response. Missing data rates for our variables range from
7-13% and different rates are seen across sex and age subclasses. Results
from single, hot deck, regression, and multiple imputation will be compared
and implications discussed.

Model-Assisted Hot-Deck Imputation

Hongjian Yu, University of California, Los Angeles; % Winnie Huang,
University of California, Los Angeles, Center for Health Policy Research,
10960 Wilshire Blvd, #1550, Los Angeles, CA 90024, yiichieh@ucla.edu;
Jenny Chia, University of California, Los Angeles; Sunghee Lee, University
of California, Los Angeles

Key Words: Imputation, Model Assist, propensity score

We compare soft-boundary hot-deck (SBHD) imputation with model-assist
hot-deck (MAHD) using simulation method. In SBHD, donors and receivers
are matched in cells defined by a list of variables. There is no control on the
number of observations in each cell and the number of the variables used to
define the cells is limited. If at least one cell runs out donors, the last variable
on the list will be dropped to order to enlarge the donor pool. In MAHD, the
donor-receiver grouping is defined through the intervals and percentiles of
predicted values by a model. It greatly reduces or eliminates those limita-
tions of SBHD. Therefore it provides flexibility to optimize the procedure and
possibility to produce better results. We also study grouping which utilizing
propensity score of missing.

Imputing and Jackknifing Scrambled

Responses

¥ Inderjit S. Grewal, Punjab Agricultural University, Department of
Mathematics, Statistics and Physics,, Ludhiana (PUNJAB), International
141004 India, isg1 96 9@yahoo.com; Jong M. Kim, University of Minnesota,
Morris; Sarjinder Singh, The University of Texas at Brownsville and Texas
Southmost College

Key Words: Estimation of mean, Estimation of variance, Jackknifing, Sen-
sitive variables

“Scrambled data are as good as scrambled eggs.” In the present investigation,
it has been shown that scrambled responses on sensitive variables such as
income, drugs used, induced abortions, etc. can also be imputed by following
Singh, Joarder and King (1996) and can be jackknifed to estimate the vari-
ance of the resultant ratio type estimator by following Rao and Sitter (1995).
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Results have been simulated under different levels of untruthful reporting
by following Singh, Joarder, and King (1996) and are compared with those
from Rao and Sitter (1995) study.

A New Approach to Estimation of Response
Probabilities When Missing Data Are Not

Missing at Random

¥ Michael Sverchkov, BAE Systems IT/Bureau of Labor Statistics, 2
Massachusetts Aveneu NE, Suite 1950, OSMR, Washington, DC 20212,
Sverchkov.Michael@bls.gov

Key Words: sample distribution, complement-sample distribution, predic-
tion under informative sampling or non-response, estimating equations,
missing information principle

Often the probability of responding depends directly on the outcome value.
This case can be treated by postulating a parametric model for the distribu-
tion of the outcomes before nonresponse and a model for the response mech-
anism. The two models define a parametric model for the joint distribution of
the outcomes and response indicators, and therefore the parameters of these
models can be estimated by maximization of the likelihood corresponding to
this distribution. Modeling the distribution of the outcomes before nonre-
sponse, however, can be problematic since no data is available from this dis-
tribution. We propose an alternative approach that allows estimation of the
parameters of the response model by first estimating the outcomes distribu-
tion of the respondents, and then solving an estimating equation defined by
the census likelihood of the response indicators.

Handling Atirition Bias on Longitudinal Studies
of Mental Health Within Older Adults

% Moh Yin Chang, University of Nebraska-Lincoln, Gallup Research Center,
200 North 11th Street, Lincoln, NE 68508, mohyin@gmail.com

Key Words: attrition bias, mental health, aging, sensitivity analysis, toler-
ence model

Attrition bias is a problematic issue longitudinal study of older adults. Attri-
tion of the sick, impaired, and depressed respondents undermines the value
of the study. Researchers attempt to adjust for health-related factors in the
analysis in order to account for health-related attrition bias. Nevertheless, it
is important to perform sensitivity analysis to examine the randomness of
attrition given the observed information. Repeated cross-sectional studies
are useful for external evaluation of the reliability of the longitudinal infer-
ences. This study compares sensitivity analyses using selection and pattern-
mixture models, and proposes methods for adjusting the attrition bias. The
methods are demonstrated on a study of the impact of subjective health,
chronic condition, and impairment on mental health, using data from the
Health and Retirement Study.

Analysis of Using the SERVQUAL Model for

Student Faculty Course Evaluations

* Dennis FX. Mathaisel, Babson College, Babson Hall, Babson Park, MA
02457-0310, Mathaisel@Babson.edu

Key Words: SERVQUAL, Student Survey

The purpose of the research was to ascertain the effectiveness of using the
SERVQUAL Model (Parasuraman et al 1988) to assess the differences be-
tween college student expectations going into a course at the beginning of
the semester and their final perceptions at the end of the semester. Based
on past research in employing the SERVQUAL Model in other service indus-
tries, such as banking, a “gap” usually occurs because expectations generally
exceed perceptions (Schneider and Bowen 1985). The author will also exam-
ine the advantages and disadvantages of the SERVQUAL technique and offer
suggestions on how to improve the technique’s effectiveness.
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A Quality-Control Approach for Statistical

Computer Programs

¥ Darryl V. Creel, RTI International, 6110 Executive Blvd., Suite 902,
Rockville, MD 20852, dcreel@rti.org

Key Words: Statistical Programming, Quality

There are documents that provide very good high-level guidance for different
aspects of the survey process. This high-level guidance is typically implement-
ed by computer programs. This poster provides a quality approach of how to
translate high-level guidance into well-documented and understandable sta-
tistical computer programs. The quality approach consists of three interrelated
documents: (1) a text file that contains the executive summary of the program
and a detailed section for each of the major steps of the program; (2) a flow
chart containing the major steps and how they are related; and (3) computer
programming techniques to facilitate the understanding and quality control
(e.g., variable naming conventions, commenting, and program structure that
results in a self-documenting statistical computer program).

Measurement of Perceived Health Status:
Respondent and Mode Effects in a National
Health Survey

% Steven R. Machlin, Agency for Healthcare Research and Quality, 540
Gaither Road, Rockville, MD 20850, steve.machlin@ahrq.gov; Karen
Beauregard, Agency for Healthcare Research and Quality; William Yu,
Agency for Healthcare Research and Quality

Key Words: health status, proxy effect, mode effect, MEPS

Health surveys often contain a questionnaire item on whether sample persons’
general health is excellent, very good, good, fair, or poor. The Medical Expendi-
ture Panel Survey (MEPS) includes this type of question at each of 5 separate
interview rounds. The MEPS is conducted via CAPI and one adult responds
for all members in the household. The MEPS also includes a self administered
questionnaire (SAQ) which is completed by sample adults around the time of
the 2nd and 4th household interviews; it includes the same health status ques-
tion as in the CAPI. In this paper, we assess the extent that type of respondent
(self versus other family member), questionnaire mode (in-person CAPI versus
self-administered paper), and characteristics of the respondent and sample
person affect responses to the perceived health status question.

Cluster Size in Multilevel Models: The Impact
of Sparse Data Structures on Point and Interval

Estimates in Two-Level Models

¥ Bethany A. Bell-Ellison, University of South Florida, Department of
Educational Measurement & Research, 4202 East Fowler Ave, EDU 162,
Tampa, FL 33620, bbell@coedu.usf.edu; John M. Ferron, University of South
Florida; Jeffrey D. Kromrey, University of South Florida

Key Words: multilevel modeling, sample size, survey research

Sample size at each level is important to consider when estimating multilevel
models. Although general sample size guidelines have been suggested, the
nature of social science survey research (e.g., large number of level-2 units
with few individuals per unit) often makes such recommendations difficult
to follow. This Monte Carlo study focuses on the consequences of level-2
sparseness on the estimation of fixed and random effects coefficients in
terms of model convergence and both point estimates and interval estimates
as a function of the level-1 sample size, number of level-2 units, proportion
of singletons (level-2 units with one observation), colinearity, intraclass cor-
relation, and model complexity. SAS IML was used to simulate 5,000 data
sets across 5,760 conditions. Results are presented in terms of statistical
bias, confidence interval coverage, and rates of model non-convergence.
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State and County Small-Area Estimation Using
the National Health Interview Survey (NHIS)
and Behavioral Risk Factors Surveillance
System (BRFSS)

% Van Parsons, National Center for Health Statistics, National Center
for Health Statistics, 3311 Toledo Rd, Rm 3219, Hyattsville, MD 20782,
vparsons@cdc.gov; Nathaniel Schenker, National Center for Health Statistics

Key Words: random-digit-dialing, R software, combine surveys

The NHIS, a national face-to-face household survey, and the BRFSS, a system of
state-based RDD surveys, provide a major source of health information needed
by policy makers. Estimation for small areas (e.g., for counties and states) has
become important, but the NHIS’ inadequate sample sizes for small areas and
the BRFSS’ telephone coverage bias along with high nonresponse rate make di-
rect estimates for small areas problematic. A Bayesian model-based approach,
suggested by Raghunathan et al., 2007, provided a method to combine the data
from both surveys and correct for the individual deficiencies. In this paper we
consider a more traditional approach of using linear mixed models to combine
data from the two surveys. We focus on models that can be applied to a wide
range of problems and be easily applied by data users. We provide evaluations
of the Bayesian and traditional models.

Variance of the With-Replacement Sample

Variance

* Eungchun Cho, Kentucky State University, 9676 Scotch Haven Drive,
Vienna, VA 22181, ecpcho@gmail.com; Moon J. Cho, Bureau of Labor Statistics

Key Words: Moments of finite population, Randomization variance, Sam-
ple variance, Sample with replacement

The variance of a sample taken from a finite population with replacement is an
unbiased estimator of the population variance. The variance of this variance
estimator can be represented as a linear combination of first four moments of
the population. This paper gives a formula of the variance of the sample vari-
ance in terms of the sample size and the second and fourth moments.

The Use of Paradata for Evaluating Interviewer

Training and Performance

% William P. Mockovak, Bureau of Labor Statistics, 2 Massachusetts Ave,
N.E., Rm 1950, Washington, DC 20212, mockovak_w@bls.gov; Randall
Powers, Bureau of Labor Statistics

Key Words: paradata, interviewer training, interviewer performance

Audit files produced by CAI software present a record of the actions and
entries made by interviewers as an interview is completed. These data provide
objective feedback on the interviewing process, which can lead to changes
in training or supervision. In this study, a software tool was developed that
searched for and provided frequency counts of text that described selected
interviewer actions. Survey production files were then analyzed to answer a
series of questions including how interviewers chose to enter data (keyboard
vs. mouse), when and how they navigated in a complex instrument, how
interviewers handled edit messages when they were triggered, and how more
complex sections of the instrument (e.g., tables) were handled. The advantages
and disadvantages of using paradata for these purposes are discussed.
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Which Incentives Work Best for Respondents in
Today’s RDD Surveys?

¥ Barbara L. Carlson, Mathematica Policy Research, Inc., PO. Box 2393,
Princeton, NJ 08543-2393, bearlson@mathematica-mpr.com; Karen CyBulski,
Mathematica Policy Research, Inc.; Tom Barton, Mathematica Policy
Research, Inc.

Key Words: response rates, incentives, RDD surveys

As has been widely reported in the literature, response rates for telephone
surveys—particularly RDD surveys—have been declining significantly in re-
cent years. Mathematica Policy Research (MPR) has conducted several rounds
of the Community Tracking Study Household Survey (CTS) for the Center for
Studying Health System Change since 1996, to inform health care decision
makers about changes in the U.S. health care system, and how such changes
affect people. Obtaining high response rates for the CTS has been increasingly
difficult each round, and round 5 (2007-08) posed the greatest challenges yet.
MPR implemented various incentive and other strategies, including varying
dollar amounts and the form and timing of payments. This paper shows how
these strategies, implemented within random sample replicates, affected re-
sponse rates and the effort needed to obtain completed interviews.

Year-to-Year Correlation in National Health

Interview Survey Estimates

% Chris Moriarity, National Center for Health Statistics, 3311 Toledo Road,
Hyattsville, MD 20782, cdm7@cdc.gov; Van Parsons, National Center for
Health Statistics

Key Words: complex sample, variance estimation, pooling survey data

The National Health Interview Survey (NHIS) is a multi-purpose health sur-
vey conducted by the National Center for Health Statistics (NCHS). Public-
use microdata files and complex sample design variance estimation struc-
tures are available at the NCHS Internet web site. In 2007, NCHS expanded
the variance estimation structures to cover all available years of public-use
microdata files, which enabled researchers to compute appropriate variance
estimates when conducting analyses of NHIS annual data pooled across
years. We present research findings about the level of correlation in NHIS
estimates from year-to-year, which provide insights in areas such as: 1) the
amount of error in variance estimates for pooled data within a sample design
period if the annual data are incorrectly assumed to be uncorrelated; 2) the
trend in correlation over a sample design period.

On Using Sample Survey Techniques To
Collect and Analyze Data Pertaining to
Vehicular Traffic and Parking Problems on a
University Campus

Ray Okafor, University of Lagos; % Ugochukwu Mbata, University of
Lagos, Department of Mathematics, Faculty of Science, Lagos, 9600001
Nigeria, okaforray@yahoo.com; Jeanvive Amaraegbu, University of Lagos;
Adebisi Fetuga, University of Lagos; Adebayo Jawando, University of Lagos;
Olabaode Fasuyi, University of Lagos; Ajayi Olalusi, University of Lagos;
Babalola Apara, University of Lagos; Jamaica Tamunotonye, University of
Lagos; Titilayo Smith, University

Key Words: Traffic and Parking Problems on university Campus, Sample
Surveys Conducted by Students, Results, Three in Ten Students used cars

In this article, we report the conduct, analysis and results of similar but inde-
pendent sample surveys conducted by a group of undergraduate students of
the University of Lagos (UNILAG, for short), Lagos, Nigeria. What motivated
this study is the very serious vehicular traffic and parking problems that
lately have become a feature of daily life on the main campus of UNILAG.
With so many vehicle entering UNILAG on a daily basis, the pertinent ques-
tion has been: where are these vehicles coming from? Which group among
the diverse groups constituting the UNILAG community has the largest
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number of vehicles? Finding answers to these and other related questions
was what spurred the referenced students to use the platform of their final-
year projects in 2006/2007 to apply sample survey techniques they studied
in class to tackle real-world problem that directly affected them.

Hardy-Weinberg Equilibrium for Unequal-
Probability Genotype Samples

% Thomas Lumley, University of Washington, Dept of Biostatistics, Box
357232, Seattle, WA 98195-7232, tlumley@u.washington.edu

Key Words: genomics, biased sampling, whole-genome association

Hardy-Weinberg equilibrium (HWE), which specifies the relationships be-
tween allele frequencies under random mating, has been central to genetics for
100 years. One important application in modern times is in quality control for
high-throughput genotyping, where departures from HWE are a valuable di-
agnostic. Some large cohort studies are conducting large-scale genotyping on
a subsample of their participants, to reduce costs. HWE will typically not hold
in the subsample, especially when participants experiencing medical events
are oversampled. [ will discuss HWE testing under subsampling, It is straight-
forward to develop a large-sample, design-based test, which I will present, but
large-sample tests for HWE have notoriously poor performance at practical
sample sizes and allele frequencies. I will also present a modification of Fisher’s
exact HWE test for unequal probability sampling.

Surveying Parts To Construct the Whole:
Sampling and Estimation Issues

% Eugene M. Burns, Energy Information Administration, Forrestal
Building, EI-63, 1000 Independence Ave, SW, Washington, DC 20585,
eugene.burns@eia.doe.gov; Jay Olsen, Energy Information Administration

Key Words: PPS systematic sampling, survey methodology, auxiliary infor-
mation, nonresponse

One challenge faced by the Commercial Buildings Energy Consumption Sur-
vey (CBECS) has been that of surveying strip shopping malls. These malls
consist of unrelated establishments sharing a common building. Respondents
knowledgeable about energy and related characteristics of the entire mall are
difficult to find. This presentation describes the multilevel data collection
strategy adopted by the 2007 CBECS. Interviewers compiled rosters of mall
tenants, which were used to draw a PPS systematic sample of establishments.
Interviews were conducted with the mall manager, as well as with the select-
ed establishments. Estimation involves developing a strategy for combining
these different pieces of information to reconstruct the single mall building.
Auxiliary information, from the roster and from other malls, assisted in the
reconstruction; inconsistency and nonresponse were problems.

Mobile Phone Survey Methodology in China

¥ Xiaoyin Sun, The University of Hong Kong, China, xysun@hku.hk; John
Bacon-Shone, The University of Hong Kong

Key Words: survey methodology, mobile phones, survey incentives, sam-
pling frames, crime victimization

Mobile phones penetration is increasing very fast in China, with more mo-
bile phones than the adult population in some big cities and rapidly expand-
ing even in rural areas with relatively low fixed line penetration. This trend
suggests mobile phones will soon play a critical role in survey based research
in China. This study focuses on the methodological questions that need to
be answered before using mobile phone surveys in China instead of fixed
line telephone surveys, including fieldwork organization, frame coverage,
response rates and the impact of incentives. It also yields cross city compari-
sons on crime victimization.
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Response Quality Among Reluctant

Respondents
% Olena Kaminska, University of Nebraska-Lincoln, 200 N. 11th Str.,, 4th
floor, Lincoln, NE 68508, kaminol@gmail.com

Key Words: reluctant respondents, converted refusals, response quality,
measurement error, European Social Survey

While increasing response rate by converting refusals aims to minimize
nonresponse error, it can possibly lead to higher measurement error if reluc-
tant respondents are less motivated to attend carefully to respondent tasks.
Using data from the second round of European Social Survey conducted in
2004/2005 in Netherlands, we investigate whether reluctant respondents
tend to provide lower data quality. Willing and reluctant respondents are
compared on measures of acquiescence, straight responses, don’t know re-
sponses, middle and extreme responses, random selection of response al-
ternatives (coin-flipping), as well as interviewer evaluation of respondent
effort. The implications of the study for the future waves of the European
Social Survey are discussed.

Cell Phone-Only Research at Arbitron:

Statistical Analyses
% Richard Griffiths, Arbitron Inc., 9705 Patuxent Woods Drive, Columbia,
MD 21045, richard.griffiths@arbitron.com

Key Words: Cell Phone Only, Noncoverage, Survey, Sampling, Weighting

As the size of the U.S. population that lives in households with no landline
telephones has burgeoned, Arbitron has undertaken a plan of study aimed at
finding methods to mitigate potential bias due to frame noncoverage of this
population in their radio audience measurement surveys. This plan of study
encompasses a number of different facets, including an examination of the
cost-effectiveness of sampling the cell-phone-only (CPO) population. This
paper reports the results of statistical analyses designed to study the charac-
teristics of the CPO population and how the information gleaned from these
analyses might be used to improve the quality of Arbitron’s audience mea-
surement estimates in the face of the CPO issue.

Controlling Effect of Sample Design on Principal
Components Analysis: A Simulation Study

% Francine Barrington, Macro International, francine.barrington@
macrointernational.com; Andrey Vinokurov, Macro International; Pedro J.
Saavedra, Macro International

Key Words: cluster sampling, eigenvalues, factor analysis, stratified sam-
ple, unequal weights, intraclass correlation

Principal Components Analyses are typically conducted without taking into
account the sampling design. Controlling for variables that are part of the
sample design may affect the interrelationship of variables in a manner that
is difficult to interpret. Controlling for clusters, strata or probabilities of se-
lection may affect the substance or the stability of the results. In order to
examine this issue, a data base of ZIP code areas was stratified and clustered
by counties or combinations of adjacent counties. PCAs were conducted for
several random samples, for cluster samples using large clusters or small
clusters, and for several stratified designs. Had the objective been to obtain
results similar to those of a random sample, adjusting for sample design was
found to be counterproductive. Simulations also indicated that stability of
results is in part a function of sample design.
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Coevolution of Multivariate Optimal

Allocations and Stratum Boundaries

% Charles Day, Internal Revenue Service, P. O. Box 2608, Washington, DC
20013, Charles.D.Daye@irs.gov

Key Words: Stratified Sampling, Genetic Algorithm, Evolutionary Algo-
rithm, Convex Optimization

Coevolution in evolutionary algorithms allows solutions to two interdepen-
dent optimization problems to be determined simultaneously, similar to
the evolution of symbiotic species in nature. There are many methods for
determining multivariate optimal allocations in stratified sampling, includ-
ing the use of an evolutionary algorithm (Day, 2006). There are also widely
accepted methods for determining optimal stratum boundaries. This work
presents a method for simultaneous determination of multivariate optimal
allocations and stratum boundaries using the concept of coevolution in evo-
lutionary algorithms.

Accounting for Sampling Design in Complex

Surveys: A Jamaican Example

¥ Novie O.M. Younger, The University of the West Indies, Jamaica, P.O. Box
25580, TMRI, Kin # 3960, Miami, FL 33102, novie.younger@uwimona.edu.jm;
Rainford Wilks, ERU-TMRI

Key Words: sample weights, clustering, sample design, complex surveys,
analysis of complex survey data

There is always the question of whether to incorporate sampling design into
the analysis of complex survey data. Failure to account for aspects of sampling
design can lead to creation of mis-specified models and alack of understanding
of the basis for a given type of analysis may lead to spurious inference. We
carry out analysis of data from the Jamaica Healthy Lifestyle Survey 2000 with
and without accounting for two aspects of sampling design - clustering and
weighting of observations. The analyses examine risk factor relationships with
chronic disease outcomes and reveal that, for some outcomes, the inference
differs depending on the aspect of sampling design that has been omitted. We
give reasons for the differences in inference and suggest recommendations for
when to use sample clustering and sample weights in the analysis.

Effects of Sampling and Screening Strategies
in an RDD Survey

Anthony M. Roman, University of Massachusetts-Boston; % Rebecca Crow,
University of Massachusetts-Boston, CSR, 100 Morrissey Blvd., Boston,
MA 02125, becky.sheridan@umb.edu; Elizabeth Eggleston, Research Triangle
Institute; Charles F. Turner, Queens College and Graduate Center, CUNY;
Susan M. Rogers, Research Triangle Institute; Sylvia Tan, Research Triangle
Institute

Key Words: RDD survey, dual frame sampling, survey costs

The Monitoring Sexually Transmitted Infections Projectis an RDD telephone
survey being conducted in Baltimore, Maryland from 2006 through 2009.
The project screens households for people 15-35 years of age and then ran-
domly selects one eligible person. To gain efficiency and reduce costs, three
methodological changes were adopted after several months of data collec-
tion. These changes were 1) in the wording of the screening questions aimed
at identifying households with someone 15-35, 2) implementing a sampling
strategy that incorporated the use of lists that identified the ages of resi-
dents within some households, and 3) altering the probability of selection
of an eligible respondent within a household to favor selecting someone who
initially answered the telephone. This paper will examine the effects of these
strategies on survey cost and sample composition.
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The Impact of Income Imputation Using
Cascading Partial Income Information in

California Health Interview Survey

* Yifeng J. Chia, University of California, Los Angeles, 10960 Wilshire
Blvd., Center for Health Policy Research, Los Angeles, CA 90024, ychia@
ucla.edu; Winnie Huang, University of California, Los Angeles; Hongjian Yu,
University of California, Los Angeles

Key Words: Income Imputation, Cascading sequence, telephone interview,
California Health Interview Survey

The collection of income information is difficult in most survey. High nonre-
sponse rate on income causes the limitation of data use. The income questions
in telephone survey are often designed in a cascading sequence of questions
in which the interview would ask a cascading sequence of income questions
when respondent fails to provide the exact income amount. Using this par-
tial information of income, we can generate the income range to improve
the accuracy of income imputation. The paper discusses the characteristics
of respondents who provide income information in full, partial or none. The
purpose of this paper is to investigate the impact on income imputation by
comparing the data from the California Health Interview Survey (CHIS) and
Current Population Survey (CPS).

15 0 Section on Statistics in

Sports Speaker with Lunch (fee
event)

Section on Statistics in Sports
Monday, August 4, 12:30 p.m.-1:50 p.m.

It's a Nice Hobby, but ... Making the Transition
from Providing Insight into Statistics Through
Sports to Providing Insight into Sports Through
Statistics

% James J. Cochran, Louisiana Tech University, College of Business, PO Box
10318, Ruston, LA 71272, jcochran@cab.latech.edu

Key Words: sports, education, modelling, operations research, analysis, data

Throughout my career I have been repeatedly reminded (usually politely) by
Deans and Department Chairs that my work in sports is not highly valued.
However, recent changes in administration at my college have led to a very
happy surprise - my new Dean and Department Chair see great value in
sports applications! The Louisiana Tech College of Business is developing an
undergraduate minor in Sports Marketing, and I have been asked to design
and teach a course in Sports Analytics as part of this new minor. I will dis-
cuss some of the ways I have used sports to teach statistics and operations
research, some of the ways I intend to now use statistics and operations re-
search to teach sports, and some of the differences I anticipate will arise as I
reverse my orientation.

@ Applied Session
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151 Section on Bayesian

Statistical Science Roundtable
with Lunch (fee event)

Section on Bayesian Statistical Science
Monday, August 4, 12:30 p.m.-1:50 p.m.

Informative Priors and Sensitivity Analysis for

Missing Data and Causal Inference
% Joseph Hogan, Brown University, Center for Statistical Sciences, 121
South Main Street, Box G-S121-7, Providence, RI 02912, jwh@brown.edu

Key Words: dropout, counterfactuals, treatment effects, selection bias, un-
measured confounding, incomplete data

Inferences from incomplete data are not possible without unverifiable as-
sumptions. This is true for complicated missing data and causal inference
models, standard approaches such as GEE, propensity score methods, and
instrumental variables (to name just a few). Assumptions about the condi-
tional distribution of missing data given observed data are often made for
convenience, but cannot be empirically checked. In that sense, they can be
viewed as strong priors on the missing data distribution. Several questions
will be posed for discussion: Should MAR and ignorability be the ‘industry
standard’? Should external sources of information, either qualitative or
quantitative, be incorporated into a model? What are the characteristics of
an effective sensitivity analysis, and how should they be reported. Where
should we focus new research in the area of incomplete data?

1 52 Biopharmaceuvutical

Section Roundtables with Lunch
(fee event)

Biopharmaceutical Section
Monday, August 4, 12:30 p.m.-1:50 p.m.

Analytical Issues and Practical Solutions for

Missing Data in Clinical Trials
% Jayawant Mandrekar, Mayo Clinic, 2665 Boulder Ridge Drive NW,
Rochester, MN 55901, mandrekar.jay@mayo.edu

Key Words: Missing Data, Clinical Trial

Missing data is a reality in clinical trials, and the practical complexities as-
sociated with analysis of missing data need attention. A case study compris-
ing a recently completed Phase III randomized, double-blinded, placebo-con-
trolled trial will be used to motivate the discussion. Scientific rationale for
the trial, the a priori assumptions used at the design stage, issues encoun-
tered due to unplanned proportions of missing data that led to revisions of
the study design and endpoints, and the involvement of the regulatory and
oversight committees will be the background for this discussion. This ses-
sion is intended to identify possible and practical ways to handle analyses
of such data.
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Adaptive Designs: Sample Size Re-Estimation

and Interim Analyses
% Dennis King, STATKING Consulting, Inc., 759 Wessel Drive, Unit 6,
Fairfield, OH 45014, statking@statkingconsulting.com

Key Words: Sample Size Re-estimation, Interim Analyses

We will discuss the statistical methods used in sample size re-estimation and
interim analyses in industry-sponsored clinical trials. The pitfalls in imple-
menting these procedures will be discussed.

Design and Analysis of Medical Device
Clinical Studies for Purposes of FDA Marketing
Approval

¥ Gary Kamer, U.S. Food and Drug Administration, 1350 Piccard Drive,
Suite 100, (HFZ-550), Rockville, MD 20850, gary.kamerefda.hhs.gov

Key Words: study design, statistical analysis, public health, regulatory
setting

Certain study designs and statistical analyses may be either unique to or
more commonly used in a public health regulatory setting (such as FDA)
than in other research situations. This session will provide an opportunity
to identify and discuss not only these methods, but the reasons for their use.
Several topics may be suggested by the roundtable leader, but discussion re-
sulting from actual participant experiences will prove most beneficial.

How Not To Be Lost in Translation: Expanding
Roles for Consultant Statisticians in the Era of

Multinational Drug Development
% Yoko Adachi, U.S. Food and Drug Administration, 7500 Standish Pl, HFV-
105, Rockville, MD 20855, yoko.adachi@fda.hhs.gov

Key Words: Multi-Region, Consulting, International Clinical Trials, Regu-
latory Difference, Cultural Barriers, Biostatistics

As more clinical trials are conducted in regions other than the United States
and Western Europe, various issues emerge for consultant statisticians who
work with sponsors with various backgrounds in terms of nationality, re-
sources, and drug development experiences. This discussion will focus on
opportunities and challenges consultant biostatisticians face when a drug
is developed and marketed, such as regulatory differences, cultural barriers,
and communication issues.

Innovative Statistical Design Using Biomarkers
in Early-Phase Cancer Clinical Trials

* Ying Lu, University of California, San Francisco, Department of Radiology
Box 0946, San Francisco, CA 94143-09486, ying.lu@radiology.ucsf.edu

Key Words: Phase I and II trials, Cancer, Biomarkers, Design, Cytostatic
treatment, Multistage

Testing cytostatic cancer treatments using proper biomarkers imposes chal-
lenges to the conventional statistical designs of early phase trials. Biomark-
ers have been used to identify patients most likely to receive the treatment
benefits and to evaluate the early sign of efficacy. New statistical designs
should integrate these markers into statistical decision process, rather than
treat them as the secondary or exploratory endpoints. We will discuss recent
research progress and the recommendations from the task force on method-
ology for the development of innovative cancer therapies. A list of references
will be provided.
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1 5 3 Section on

Government Statistics
Roundtable with Lunch (fee
event)

Section on Government Statistics
Monday, August 4, 12:30 p.m.-1:50 p.m.

How Should Prison Inmates Be Incorporated in

Census Tabulations?

% Tom Belin, University of California, Los Angeles, 51-267 Center for
Health Sciences, Dept. of Biostatistics, Los Angeles, CA 90095-1772, thelin@
ucla.edu

Key Words: Redistricting, Prisoners, Group Quarters, Census Bureau, Usu-
al Residence, New York

The U.S. Census Bureau has traditionally allocated people to places based on
their “usual residence,” but when a prison location is far from the former
residences of the inmates, allocation based on “usual residence” can have
different implications for political redistricting than would other allocation
approaches. This roundtable discussion, led by a recent member of the ASA
Census Advisory Committee, will discuss the controversy that has emerged
around this issue and consider the merits of a “federalist” approach that
would distinguish federal and state prisoners from other group-quarters res-
idents in tabulations for redistricting purposes, which would allow jurisdic-
tions to tailor policy decisions (including redistricting maps) to judgments
about whether to include inmates.

154 Section on Health

Policy Statistics Roundtable with
Lunch (fee event)

Section on Health Policy Statistics
Monday, August 4, 12:30 p.m.-1:50 p.m.

Is There a Future for Surrogate Marker

Evaluation in Randomized Clinical Studies?
% Geert Molenberghs, Hasselt University, Center for Statistics, Diepenbeek,
B3590 Belgium, geert.molenberghs@uhasselt.be

Key Words: surrogacy, meta-analysis, information theory, prediction

Surrogate endpoints are often considered instead of true endpoints in clini-
cal studies, especially when such endpoints can be measured earlier and/or
with less burden. It is not surprising that the use of surrogate endpoints in
clinical practice is increasing, in spite of early skepticism. We build on the
work of Prentice (1989), Freedman et al. (1992), and Buyse et al. (2000) to
frame evaluation within a meta-analytic setting to overcome difficulties that
arise when done in a single trial. The meta-analytic framework has been ex-
tended in many ways, and proposals have been made to unify the disparate
collection of validation measures. Implications for design, analysis, and pre-
diction have been addressed. Is there a future for surrogate marker evalua-
tion and, if so, which steps for improvement are needed?
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155 Section on

Nonparametric Statistics
Roundtable with Lunch
(fee event)

Section on Nonparametric Statistics
Monday, August 4, 12:30 p.m.-1:50 p.m.

Nonparametric Statistics: A Look into the Future

¥ Peter G. Hall, The University of Melbourne, Department of Mathematics
and Statistics, Melbourne, International 3010 Australia, p.hallems.unimelb.
edu.au

Key Words: nonparametric statistics, future directions

An exciting aspect of research in statistics today is the pace at which the
frontiers are moving forward. In no area of our discipline are things chang-
ing faster than in nonparametric statistics. What topics lie at the forefront
of modern nonparametric statistics, and what will be the key directions to-
morrow? Is the statistics community continuing to set the pace, or are other
fields (e.g., computer science) leading the way in important areas? Come
along and find out.

15 6 Section on Physical and

Engineering Sciences Roundtable
with Lunch (fee event)

Section on Physical and Engineering Sciences
Monday, August 4, 12:30 p.m.-1:50 p.m.

Statistical Issues in Cybersecurity
* Joanne R. Wendelberger, Los Alamos National Laboratory, Statistical
Sciences Group, MS F600, Los Alamos, NM 87545, joanne@lanl.gov

Key Words: computing, vulnerabilities, anomaly detection, security

With the development of approaches for attacking electronic systems and
information comes a need for investigating, analyzing, and preventing in-
creasingly sophisticated cybersecurity threats. This roundtable luncheon
will provide a forum for discussing statistical issues that arise in cyberse-
curity applications and alternative approaches for identifying and investi-
gating potential threats through the application of statistical techniques in
conjunction with computer security experts.

157 Section on Quality and

Productivity Roundtables with
Lunch (fee event)

Section on Quality and Productivity
Monday, August 4, 12:30 p.m.-1:50 p.m.

@ Applied Session
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Nonclinical Applications in the

Pharmaceutical Industry
%* Richard K. Burdick, Amgen, Inc, 4000 Nelson Road, MS AC-22A,
Longmont, CO 80503, rburdick@amgen.com

Nonclinical applications typically concern issues related to validation, qual-
ity, and stability. Discussion at this table will focus on statistical methods
used for setting process validation acceptance limits and stability studies.

Being a Female Industrial Statistician
% Diane K. Michelson, International Sematech Manufacturing Initiative,
2706 Montopolis Dr., Austin, TX 78741, di.michelson@ismi.sematech.org

Key Words: women in statistics, industrial statistics, communication

At this roundtable, we will discuss both the issues and benefits of working as
a female industrial statistician. The intent is not to field complaints, but to
determine behaviors that can enhance the productivity of a female industrial
statistician. Is there an effect of gender on the working relationship between
statistician and client? If so, what can we do to either take advantage of a
positive effect or mitigate a negative effect? What is different for females in
industry versus females in academia or government? What about relationships
with management, including promotions and performance reviews? Come
with examples of workplace relationships for advice and answers.

15 8 Section on Statistical

Education Roundtables with
Lunch (fee event)

Section on Statistical Education
Monday, August 4, 12:30 p.m.-1:50 p.m.

Improving Utility and Fairness of Course

Evaluations
¥ Monnie McGee, Southern Methodist University, SMU P.O. Box 750332,
3225 Daniel Ave Room 144 Heroy, Dallas, TX 75275-0332, mmcgee@smu.edu

Key Words: Course Evaluation, Teaching, Data Analysis

Every professor is subjected to student evaluations, and every professor
knows students are not really qualified to judge teaching. Students know
what they like and don’t like, and what affects their grades, but they do not
know the difficulties of teaching a course. Furthermore, there have been
many articles that suggest variables such as class size, time of day, and even
the professor’s gender—none of which are under the professor’s control—
affect the results of evaluations. Can we do something intelligent to make
sure these evaluations are fair and used fairly?

How Do We Promote Quantitative Literacy
Across the Undergraduate Curriculum, and
How Will We Know if We Are Successful?

¥ A. John Bailer, Miami University, Dept. of Math. & Stat., Oxford, OH
45056, bailerajemuohio.edu

Key Words: numeracy

Quantitative literacy is promoted, at least implicitly, in every statistics
class we teach. We share a goal of producing students with “an aggregate of
skills, knowledge, beliefs, dispositions, habits of mind, communication capa-
bilities, and problemsolving skills that people need to engage effectively in
quantitative situations arising in life and work.” How do we promote quan-
titative literacy beyond the first statistics course so it is infused throughout
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the curriculum? What should each student know upon graduation if they are
deemed “quantitatively literate”?

Barriers to Teaching Introductory Statistical

Inference

% Mark Berenson, Montclair State University, Dept. of Management &
Information Systems, Montclair, NJ 07043, berensonm@mail.montclair.edu

Key Words: statistical inference, teaching barriers

Teaching introductory statistical inference is often frustrating. Various peda-
gogical dilemmas concerning course content need to be thoroughly considered
if we want our students to complete the topic and say it was relevant and prac-
tical and that it increased their critical thinking and analytic skills. Attendees
of this roundtable luncheon will address such barriers to learning inference as
the obtuse statistical terminology employed, the noncohesive textbook table
presentations provided, the inappropriate software algorithms offered, and
the inadequate sequencing of topics selected. Responsibility for improvements
must be borne by text and software publishers, text and software authors, and
faculty members providing classroom instruction.

159 Section on Statistical

Graphics Roundtable with Lunch
(fee event)

Section on Statistical Graphics
Monday, August 4, 12:30 p.m.-1:50 p.m.

Data Visualization for the Masses
¥ Diane Lambert, Google, Inc., New York,, NY 10011, dlambert@google.com

Key Words: exploratory data analysis
New data visualization applications such as Google Trends, Many Eyes, and
Swivel make it easy for people to create and share statistical graphics. Much

(most?) of this work is progressing without statisticians. Is there anything
statistics can contribute to or learn from this movement?

160 Section on Statisticians

in Defense and National Security
Roundtable with Lunch (fee
event)

Section on Statisticians in Defense and National
Security
Monday, August 4, 12:30 p.m.-1:50 p.m.

Statistical Support for Public Health
Preparedness and Medical Emergency

Response
% Myron Katzoff, Centers for Disease Control and Prevention, CCHIS/
NCHS/ORM, 3311 Toledo Road, Hyattsville, MD 20782, mjk5@cdc.gov

Key Words: biosurveillance, health monitoring, outbreak detection

The issuance of Homeland Security Presidential Directive 21 in October
2007 established the need for frequent and informed discussion of issues
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centering on cross-agency collaborative efforts directed at a national strat-
egy for public health and medical preparedness. This roundtable is intended
to promote acquisition of the means and development of the statistical data
and systems that will enhance our ability to address our homeland security
problems in this area. The discussion is expected to focus on challenges to
the statistical community for collaborating and information sharing and
analytic methodologies and data.

161 Section on Statistics in

Epidemiology Roundtable with
Lunch (fee event)

Section on Statistics in Epidemiology
Monday, August 4, 12:30 p.m.-1:50 p.m.

Analysis of Longitudinal Complex Survey
Data Sets

¥ Punam Pahwa, University of Saskatchewan, 103 Hospital Drive, Dept. of
Community Health and Epidemiology, Saskatoon, SK S7N OW8 Canada,
pupl65@mail.usask.ca

Key Words: epidemiologist, complex survey, longitudinal, GEE, robust

Many epidemiologists, social scientists, clinicians, and applied statisticians
use longitudinal complex survey data for their research. It is important to
conduct statistical analysis by using appropriate statistical methods. In this
roundtable discussion, two approaches used to analyze the longitudinal data
available from a multistage complex survey will be discussed. The first (Gen-
eralized Estimating Equations) is based on the assumption that study design
involves only subject-level clustering due to repeated measurements, thus ig-
noring the complexities of survey design. The second incorporates complexi-
ties of the design and the subject-level clustering. Complexities of the design
are incorporated via appropriate variance estimation techniques. These ana-
lytical approaches will be discussed with the help of examples.

162 Section on Survey

Research Methods Roundtable
with Lunch (fee event)

Section on Survey Research Methods
Monday, August 4, 12:30 p.m.-1:50 p.m.

Election Statistics Results
¥ Wendy Rotz, Ernst & Young LLP, 1101 NY Avenue, Washington, DC
20005, wendy.rotz@ey.com

Key Words: election, audit, vote, ballot, poll, recount

Voter confidence and transparent elections are essential to modern democ-
racies. States are legislating precinct-level, sample-based audits. New Jersey
just passed legislation requiring elections be audited to achieve particular
power levels to detect election altering miscounts, and Florida is working
on legislation modeled after New Jersey. A statistical foundation in the de-
velopment of election auditing procedures aids transparency and improves
voter confidence in election results and the democratic process in both the
United States and abroad. Come share ideas concerning statistical methodol-
ogy in the election process. Statistical issues may include random recounts
in all elections, 100% recounts in close elections, paper trails, Six Sigma ap-
plications, process control, exit polling, and more.
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16 3 Social Statistics Section

Roundtable with Lunch (fee event)

Social Statistics Section
Monday, August 4, 12:30 p.m.-1:50 p.m.

Delving into Multiple Methods To Examine
the Relationship Between Psychological

Measurement and Empirical Outcome

¥ Gideon D. Bahn, Loyola University Chicago, 1623 Coolidge Ave.,
Wheaton, IL 60187, gideonbahn@yahoo.com; Martha E. Wynne, Loyola
University Chicago; Mary Satchwell, Loyola University Chicago

Key Words: Korean American, Confucian five moral codes, academic
achievement, Structural Equation Modeling, Stepwise Analysis, Post-hoc
comparison

Statisticians often have to use multiple methods to answer complicated re-
search questions. This study delves into multiple different methods to exam-
ine the relationship between Korean American students’ academic achieve-
ment and their family background, focusing on the fundamental ideology
of Korean education, the five Confucian moral codes. The data are analyzed
through the sensitive analysis for Hybrid Path Model and Path Analysis in
Structural Equation Modeling, post-hoc analysis in Analysis of Variance and
Backward Method in Multiple Linear Regression Modeling. The results sug-
gest that Korean American students’ high academic achievement is related
more to their parents’ financial support for their children’s education than
to the degree to which parents retain traditional beliefs about Korean educa-
tional values embodied in the five Confucian moral codes.

164 Late-Breaking Session I:

The Accuracy of Election Polls

ASA, ENAR, IMS, SSC, WNAR, Social Statistics
Section, Scientific and Public Affairs Advisory
Committee, Section on Survey Research Methods
Monday, August 4, 2:00 p.m.-3:50 p.m.

Evaluating the Perfformance of the 2008

Pre-Election Polls in the Primaries

% Michael W. Traugott, The University of Michigan, 4230 ISR, 426
Thompson Street, Ann Arbor, MI 48106-1248, mtrau@umich.edu

Sources of Variation in Pre-Election Polling
%k Cliff Zukin, Rutgers, The State University of New Jersey, Public Policy
Department, New Brunswick, NJ 08901, zukine@rci.rutgers.edu

This paper presents a variety of answers to the question of “Why Do Election
Polls Differ?” It examines issues of timing, sampling, questionnaire word-
ing, weighting and the identification of “likely voters” among others

@ Applied Session

sk Presenter

Understanding and Communicating Sources
of Measurement and Operational Error in
Opinion Polls: Beyond Sampling Error

This paper will present examples of problems in accurately measuring prefer-
ence in election polls, focusing on poll timing, measuring intensity, and the
interaction between respondent and interviewer. Have interviewer charac-
teristics like race, gender and age affected poll accuracy? When they report
polls, are journalists giving polls more precision than they deserve?

16 5 Semiparametric

Regression and High-
Dimensional Data @

Section on Nonparametric Statistics, IMS, Section on
Physical and Engineering Sciences, WNAR
Monday, August 4, 2:00 p.m.-3:50 p.m.

Semiparametric Modeling with Applications
to Powerful Testing for Gene-Environment

Interactions

¥ Raymond Carroll, Texas A&M University, 3143 TAMU, Department of
Statistics, College Station, TX 77843-3143, carroll@stat.tamu.edu; Arnab
Maity, Texas A&M University; Nilanjan Chatterjee, National Cancer
Institute; Enno Mammen, University of Mannheim

Key Words: Repeated measures, Genetic epidemiology, Nonparametric re-
gression, Semiparametric methods, Score testing

Motivated from the problem of testing for genetic effects on complex traits
in the presence of gene-environment interaction, we develop score tests in
general semiparametric regression problems that involves Tukey style 1 d.f
form of interaction between parametrically and nonparametrically modeled
covariates. We find that the score-test in this type of model, as recently de-
veloped by Chatterjee et al. (2007) in the fully parametric setting, is biased
and requires undersmoothing to be valid in the presence of nonparametric
components. Moreover, in the presence of repeated outcomes, the asymp-
totic distribution of the score test depends on the estimation of functions
which are defined as solutions of complex integral equations, making imple-
mentation difficult and computationally taxing. We develop adjusted score
statistics which are unbiased and asymptotically efficient for this problem.

Functional Embedding for High-Dimensional
Data

% Hans G. Miiller, University of California, Davis, Department of Statistics,
One Shields Avenue, Davis, CA 95616, mueller@wald.ucdavis.edu

Key Words: Functional Data Analysis, Dimension Reduction, Classifica-
tion, Survival Prediction, Gene Expression, Univariate Scaling

Functional embedding aims at dimension reduction for large p, small n data
by ordering the elements of the p-dimensional predictor vectors via univariate
scaling, applied to correlation-based dissimilarities. Under regularity condi-
tions, the embedding maps predictor vectors to a smooth random function for
each subject, subsequently represented by just a few functional principal com-
ponent scores. For high-dimensional gene expression data as predictors, func-
tional embedding coupled with functional regression procedures outperforms
previous methods for the classification of leukemia and for the prediction of
survival time of lymphoma patients. Talk based on collaborations with Ping-
Shi Wu, as well as with Kun Chen and Jane-Ling Wang.
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Assist: A Suite of S Functions Implementing

Spline-Smoothing Techniques

¥ Yuedong Wang, University of California, Santa Barbara, Department of
Statistics and Applied Probability, Santa Barbara, CA 93106, yuedongepstat.
ucsh.edu; Chunlei Ke, Amgen, Inc

Key Words: smoothing spline, R package, reproducing kernel Hilbert
spaces, semi-parametric regression, non-parametric nonlinear regression,
random effects

We present a suite of user friendly R functions for fitting various smooth-
ing spline models including (a) nonparametric regression models for inde-
pendent and correlated Gaussian data, and for independent binomial, Pois-
son and Gamma data; (b) semiparametric linear mixed-effects models; (c)
nonparametric nonlinear regression models; (d) semiparametric nonlinear
regression models; and (e) semiparametric nonlinear mixed-effects models.
The general form of smoothing splines based on reproducing kernel Hilbert
spaces is used to model nonparametric functions. Thus, these R functions
deal with many situations in a unified fashion. Well-known special cases are
polynomial, periodic, spherical, thin-plate and L splines, GAM, SS ANOVA,
projection pursuit, multiple index, varying coefficient, functional linear and
self-modeling nonlinear regression models.

Bayesian Smoothness and Shrinkage Priors in
Regression

% Ludwig Fahrmeir, University of Munich, Germany, Ludwig-Maximilians-
University, Ludwigstrasse 33, Munich, International D-81375 Germany,
ludwig.fahrmeir@stat.uni-muenchen.de; Thomas Kneib, University of Munich,
Germany

Key Words: Bayesian regularisation, hierarchical models, high-dimension-
al data, non-Gaussian ridge regression, scale mixtures of normals

We present a Bayesian approach to generalized regression situations that
combines smoothing of nonparametric functions and spatial effects based
on smoothness priors with regularization of high-dimensional covariate ef-
fects based on shrinkage priors. A general class of smoothing priors is given
by multivariate correlated Gaussian distributions, where the precision ma-
trix determines smoothness based on adjacency information. Shrinkage
priors are obtained by consideringi.i.d. priors with i.i.d. Gaussian priors cor-
responding to ridge regression as the simplest example. A hierarchical for-
mulation of (scale) mixtures of normals or mixtures of smoothing variances
yields a comprehensive class of priors that includes the LASSO as a special
case. Due to the hierarchical formulation, existing MCMC algorithms can be
adapted with only slight modifications.

166 Challenges of

Statistical Inference in ‘Large p,
Small n’ Problems @A

Biometrics Section, Section on Nonparametric
Statistics, Biopharmaceutical Section, Section on
Statistics in Epidemiology, WNAR, IMS
Monday, August 4, 2:00 p.m.-3:50 p.m.

Large P, Small N Asymptotics for Detecting

Gene Interactions

% Michael Kosorok, The University of North Carolina at Chapel Hill, 3101
McGavran-Greenberg Hall, CB 7420, Chapel Hill, NC 27599-7420, kosoroke
unc.edu; Shuangge Ma, Yale University
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Key Words: empirical processes, large p small n data, microarrays, gene
networks, high dimensional data, asymptotics

In this talk, we extend previous work on large p, small n asymptotics for
significance analysis of individual genes to detecting interactions between
genes in microarray experiments. In this setting, n is the number of microar-
rays and p, the number of genes, is typically orders of magnitude larger than
n. The new results yield computationally fast approximations which are ac-
curate enough to correctly identify gene interactions of scientific interest.
The overall goal is to determine biologically meaningful networks of genes.
The effectiveness of the new methods for identifying networks of genes is
demonstrated both theoretically and numerically and compared to appli-
cable previous approaches.

Large Margin Hierarchical Classification
Huxiang Wang, The University of Minnesota; ¥ Xiaotong Shen, The
University of Minnesota, School of Statistics, Minneapolis, MN 55455,
xshen@stat.umn.edu; Wei Pan, The University of Minnesota

In this talk, we will present a large margin method for hierarchical classifica-
tion. The main focus here is to utilize the inter-class dependency to improve
the classification performance of flat classification. In such a situation, flat
classification is infeasible in the presence of a large number of classes, which
occurs often in gene function discovery. Various hierarchical losses will be dis-
cussed, in addition to some numerical examples in gene function prediction.

Sufficient Dimension Reduction for Small N,
Large P Regressions

% Lexin Li, North Carolina State University, Department of Statistics, Box
8203. 220-G Patterson Hall, Raleigh, NC 27695, li@stat.ncsu.edu; R. Dennis
Cook, The University of Minnesota; Chih-Ling Tsai, University of California,
Davis

Key Words: Partial least squares, Single-index model, Sliced inverse
regression

In regressions with a vector of quantitative predictors, sufficient dimension
reduction methods can effectively reduce the predictor dimension, while
preserving full regression information and assuming no parametric model.
However, current reduction methods require the sample size n to be greater
than the number of predictors p. It is well known that partial least squares
can deal with problems with n < p. In this talk, we first establish a link be-
tween partial least squares and sufficient dimension reduction framework.
Motivated by this link, we then propose a new dimension reduction method
that works for n < p regressions. Both simulations and real data analysis will
be presented to demonstrate effectiveness of the proposed method.

Penalized Model-Based Clustering with

Application to Microarray Data

% Wei Pan, The University of Minnesota, A460 Mayo, MMC 303, Biostatistics,
SPH, Minneapolis, MN 55455, weip@biostat.umn.edu; Benhuai Xie, The
University of Minnesota; Xiaotong Shen, The University of Minnesota

Key Words: BIC, EM algorithm, Mixture model, Penalization, Variable
selection, Shrinkage

Clustering analysis is one of the most widely used statistical tools in many
emerging areas such as microarray data analysis. For microarray and other
high-dimensional data, the presence of many noise variables may mask un-
derlying clustering structures. Hence removing noise variables via variable
selection is necessary. For simultaneous variable selection and parameter
estimation, penalized model-based clustering has been proposed. However,
existing penalized methods depend on the assumption of a common diago-
nal covariance matrix. We aim to relax this assumption and propose a new
method. Numerical examples, including application to a microarray data, are
provided to demonstrate the utility of the proposed method.
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167 Understanding and

Improving Communication with
Survey Respondenis @A

Section on Survey Research Methods, Section on
Government Statistics, Social Statistics Section
Monday, August 4, 2:00 p.m.-3:50 p.m.

Keeping Up with Survey Respondents

% Stanley R. Freedman, Energy Information Administration, 1000
Independence Avenue SW, Washington, DC 20585, stanley.freedman@eia.
doe.gov

Key Words: Survey Methodolgy, Respondent Contacts, Site Visits

The Energy Information Administration (EIA) has taken several steps to im-
prove its communication with survey respondents. In the past 30 years the
energy industry has changed substantially because of deregulation and the re-
structuring of industry business practices. Even though EIA’'s business surveys
are mandatory, we have had to change our approach to communicating with
respondents to maintain our response rates and a high level of data quality.
Our efforts have focused largely on pre-survey notifications of survey changes,
providing multiple modes of data collection, making our surveys correspond
to business record keeping practices, and insuring the confidentiality of sensi-
tive price information. Since many of our largest respondents complete mul-
tiple EIA surveys, this paper will also highlight EIA’s move toward a common
look and feel for its internet data collection systems.

Communicating with Survey Respondents at
the UK Office for National Statistics

% Jacqui Jones, U.K. Office for National Statistics, Room 1.126,
Government Buildings, Cardiff Road, Newport, NP10 United Kingdom,
jacqui.jones@ons.gov.uk; Ann Lewis, UK Office for National Statistics;
Georgina Jones, UK Office for National Statistics; Jackie Byard, UK Office
for National Statistics

Key Words: respondent communication

The mission of the UK Office for National Statistics (ONS) is to improve un-
derstanding of life in the United Kingdom and enable informed decisions
through trusted, relevant and independent statistics and analysis. The ONS
is therefore responsible for conducting, analyzing, and disseminating a
broad range of social surveys, business surveys, and the decennial census.
Respondent communication is regarded as one of the central elements to fa-
cilitating participation in our surveys.This paper will review, compare, and
discuss social and business survey respondent communication at ONS. The
paper will include an overview of the types, modes, visual design, and con-
tent themes of our respondent communication.

Customer and Respondent Outreach
Initiatives at the Bureau of Labor Statistics

% William J. Wiatrowski, Bureau of Labor Statistics, 2 Massachusetts Ave
NE room 4130, Washington, DC 20212, wiatrowski_webls.gov

Key Words: customers, respondents, outreach

The Bureau of Labor Statistics (BLS) provides key economic statistics such
as payroll employment, the unemployment rate, and the consumer price
index, as well as statistics on compensation, productivity, workplace safety
and health, and other topics. The BLS has undertaken a number of customer
relations initiatives in recent years designed both to inform data users and to
encourage respondents to provide data. Among the topics to be discussed are
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new publications, Internet sites geared toward respondents, improvements
in electronic data collection, and a test to determine what effect targeted
changes to materials provided to respondents had on survey response rates.

168 Statistical Issues for

Internet Marketing and Price
Optimization @A

Section on Statistics and Marketing
Monday, August 4, 2:00 p.m.-3:50 p.m.

Internet Advertising and Monetization

% Paul Dagum, Business.Com, 2120 Colorado Avenue, 3rd Floor, Santa
Monica, CA 90404, pdagum@business.com

Key Words: search marketing, internet advertising, auction, matching al-
gorithms, monetization

Internet advertising has grown into a multibillion dollar industry. Much of
this rapid growth is attributable to search marketing and the creation of vir-
tual marketplaces for long-tail products and services. In search marketing,
the search engine plays the role of the market maker matching queries, or
supply, to advertisers, or demand. Types of matching algorithms that have
been used included first price auctions and generalized second price auctions.
Estimation of ad click-through-rate by position and by query type is central
to how efficient the search engine can monetize a marketplace and to the
equilibrium prices of the auction. We present our experience with our ad auc-
tion platform at Business.com, the leading business-to-business search en-
gine. We discuss the challenges of inferring click-through-rates with sparse
data and their effect on market prices and match efficiency.

Online Ad Auctions

% Hal Varian, Google, Inc., 1600 Amphitheatre Parkway, Mt View, CA
94043, hal@google.com

Key Words: search engines, online advertising, game theory, auction theory

Several commercial search engines use an auction to sell ad space in which
the highest bidders get the most preferred positions. Game theoretic mod-
els can be used to predict the equilibrium outcomes for these auctions. It
appears that data seem to fit the predictions of the game theoretic models
reasonably well.

Modeling Consumer Search for Making Online

Advertising Decisions
% Alan Montgomery, Carnegie Mellon University, Tepper School of Business,
5000 Forbes Ave., Pittsburgh, PA 15241, alanmontgomery@cmu.edu

Key Words: Clickstream, Bayesian Models, Purchase Conversion, Text
Modeling, Marketing

Many consumers begin their purchase process at search engines such as
Google, Yahoo, or MSN instead of traditional retailers. Consumers rely upon
the search results provided by these engines along with paid advertising to
make decisions about what sites to visit and subsequently which products to
purchase. In this study we propose a statistical model that predicts consum-
er search and the probability of purchase using clickstream data collected
from an online sample of consumers. A challenge in analyzing this data is the
textual nature of the search strings and the scarcity of many search terms.
We also consider how consumers will search based upon the specificity of the
search term. We illustrate how this model can be used to aid advertisers in
making decisions about how much to bid, what phrase to bid upon, and the
appropriate landing page for the consumer once they enter the web site.

Denver, Colorado 137



A Themed Session

169 Research in Health-

Related Monitoring @

Section on Quality and Productivity
Monday, August 4, 2:00 p.m.-3:50 p.m.

Research Issues and Ideas on Health-Related

Surveillance

¥ William H. Woodall, Virginia Polytechnic Institute and State University,
Department of Statistics, Virginia Tech, Blacksburg, VA 24061-0439,
bwoodallevt.edu

Key Words: control charts, CUSUM chart, public health surveillance, risk
adjustment, statistical process control, spatiotemporal monitoring

In this overview paper, some of the surveillance methods and metrics used
in health-related applications are described and contrasted with those used
in industrial practice. Many of these health-related surveillance methods
are based on the concepts and methods of statistical process control. Public
health data often include spatial information, as well as temporal informa-
tion, so the public health applications can be even more challenging than
industrial applications. Research ideas are suggested on various topics in
health-related monitoring.

Directionally Sensitive Multivariate Control

Charts with an Application to Biosurveillance

% Inbal Yahav, University of Maryland, R.H. Smith School of Business,
College Park, MD 20742, iyahav@rhsmith.umd.edu; Galit Shmueli, University
of Maryland

Key Words: Multivariate, Control Charts, Hotelling, MEWMA, Perfor-
mance Analysis, directional sensitivity

Multivariate control charts are used for monitoring multiple series simul-
taneously. Traditionally, they are aimed at detecting shifts in the mean in
any direction. However, in the context of disease outbreak detection, the
interest is in detecting an increase in the process means only. Several ap-
proaches were suggested for deriving one-directional multivariate Shewhart
(Hotelling) charts, but there has not been an extensive comparison of these
methods’ performance. We compare two approaches: Follmann’s correction
and Testik’s and Runger’s (TR) quadratic programming. We also derive direc-
tionally sensitive MEWMA charts. We perform an extensive performance
analysis of the different methods and their robustness to assumptions. Our
results show that TR’s approach performs slightly better for normally dis-
tributed data, yet Follmann’s is more robust to normality and independence
assumptions.

Risk-Adjusted Monitoring of Survival Times

% Landon Sego, Pacific Northwest National Laboratory, P.O. Box 999, MS
K6-08, Richland, WA 99352, landon.sego@pnl.gov; Marion R. Reynolds, Jr.,
Virginia Polytechnic Institute and State University; William H. Woodall,
Virginia Polytechnic Institute and State University

Key Words: control chart, CUSUM, monitoring, risk adjustment, survival
times, censoring

We consider the monitoring of surgical outcomes, where each patient has
a different risk of post-operative mortality due to risk factors which ex-
ist prior to the surgery. We propose a risk-adjusted survival time CUSUM
chart (RAST CUSUM) for monitoring a continuous, time-to-event variable
that may be right censored. We compare the ARL performance of the RAST
CUSUM chart to the risk-adjusted Bernoulli CUSUM chart, using data from
cardiac surgeries to motivate the details of the comparison. The comparisons
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show that the RAST CUSUM chart is more efficient at detecting a sudden
increase in the odds of mortality than the risk-adjusted Bernoulli CUSUM
chart, especially when the fraction of censored observations is relatively low
or when a small increase in the odds of mortality occurs.

Sparse Time Series Monitoring for

Biosurveillance

% Howard S. Burkom, Johns Hopkins University, Applied Physics
Laboratory, Mailstop 8-220, 11100 Johns Hopkins Road, Laurel, MD
20723, Howard.Burkom@jhuapl.edu; Yevgeniy Elbert, Johns Hopkins
University

Key Words: Sparse Time Series, Biosurveillance, Outbreak Detection

This presentation discusses the problem of detecting small-scale events in
biosurveillance data that are relatively sparse in the sense that the median
count of monitored time series values is zero. Sparseness may result from
syndromic classification that filters out most data records and/or fine spatial
resolution into multiple time series. Research goals are to specify scenarios
when methods adapted for sparseness are warranted, to examine adapta-
tions of control charts and other algorithms under these scenarios, and to
compare the detection performance of these algorithms. Methods consid-
ered include CUSUM, EWMA, and temporal scan statistics adaptations.
Recent articles have reached differing conclusions in these comparisons in
disparate applications. We will apply the chosen methods to authentic and
simulated data streams to determine practical guidance for public health
monitors.

170 Home Field Advantage

in Sports @A

Section on Statistics in Sports, CHANCE
Monday, August 4, 2:00 p.m.-3:50 p.m.

There’s No Place Like Home: Estimating
Intra-Conference Home Field Advantage in
College Football Using a Longitudinal Model

% Byron Gajewski, Kansas University Medical Center, School of Nursing,
3901 Rainbow Boulevard, Kansas City, KS 66160, bgajewski@kumc.edu

Key Words: longitudinal model, home field advantage

This talk presents a method to measure the impact of the home field advan-
tage for intra-conference college football. The method models longitudinal
data across several years while utilizing a unique home field parameter for
eachindividual team. Additionally, two novel yet intuitive measures of home
field advantage are proposed. As a case study of the method and the defini-
tions of home field advantage, teams with the best and worst home field ad-
vantages within their respective conferences are determined. I will use the
model to explore: How does home field advantage change over time? Can we
model home field advantage as a multiple of team strength? What is the im-
pact when stadiums are remodeled?

Using Neutral Site Games To Understand

Home Field Advantage: Is It Possible?
Gary Simon, New York University; % Jeffrey Simonoff, New York University,
New York, NY 10012, jsimonof@stern.nyu.edu

Key Words: home field advantage, ‘last licks’, baseball, travel effects, softball
Home field advantage, the finding that home teams win more than half of

the games played in a balanced home/away schedules, is well documented
in many sports. Four factors are typically cited to account for this: crowd
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factors, familiarity with local conditions, travel factors, and rule differences
for the home versus the visiting team. The simultaneous occurrence of these
factors in games played at a team’s home field makes it a challenge to sort out
each factor’s contribution to home field advantage, but neutral site games
(where neither team is playing at home) helps address this problem, since
crowd factors and local familiarity are much less relevant. Using neutral site
NCAA baseball and softball playoff results, we find no evidence that batting
last in a baseball or softball game provides an advantage, and find little evi-
dence for the existence of travel fatigue effects.

Coors Field: Why Is the Home Field Advantage

so High and What Are Its Implications?
% Michael J. Schell, Moffitt Cancer Center, 12902 Magnolia Drive, Tampa,
FL 33612-9416, michael.schellemoffitt.org; Dan Ayers, Vanderbilt University

Key Words: home field advantage, baseball

Coors Field has the greatest home field advantage differentials of any base-
ball team in major league history. Home field differentials, however, need
to be evaluated on the overall quality of the team. A key question is: does
the team play particularly well at home, poorly on the road, or both? Data
from the 13 seasons at Coors Field suggests that the team bats particularly
poorly on the road. Home batting performance can be divided into two pe-
riods: pre- and post-humidor—the baseball humidifier introduced in 2002.
Pre-humidor averages dropped 30 points after the 7th home game, but post-
humidor homestands been more stable. It is possible that the high altitude
conditions at Coors disrupts the batting styles of hitters and leads to the
team’s poor road performance. These issues complicate the Rockies playoff
chances, making last year’s NL pennant win noteworthy.

171 Analysis of Massive
Online Social Networks @

Section on Statistical Computing, Section on
Statisticians in Defense and National Security, Social
Statistics Section

Monday, August 4, 2:00 p.m.-3:50 p.m.

Cost-Effective Outbreak Detection in Networks

% Jure Leskovec, Carnegie Mellon University, jure@cs.cmu.edu

Key Words: Social networks, Information cascades, Virus propagation,
Sensor Placement, Submodular Functions

In a water distribution network, where should we place sensors to quickly
detect contaminants? Or, which blogs should we read to avoid missing im-
portant stories? Outbreak detection in both problems can be modeled as
selecting nodes in a network in order to detect the spreading of a virus or
information as quickly as possible. We present a general methodology for
near optimal sensor placement in these and related problems. We exploit the
property of submodularity to develop an efficient algorithm that scales to
large problems, achieving near optimal placements, while being 700 times
faster than a simple greedy algorithm. We evaluate our approach on the two
cases mentioned above, showing how the approach leads to deeper insights
in both applications, answering criteria trade-off, cost-sensitivity and gen-
eralization questions.
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Data Analysis at Facebook

% Jeff Hammerbacher, Facebook, jeff.hammerbacher@gmail.com

Key Words: online social networks, sentiment analysis, massive data al-
gorithms

Every day, several terabytes of data are generated by users of Facebook. To ex-
tract meaningful information from this data requires a novel infrastructure,
scalable algorithms, and respect for the privacy of our users. We will discuss
some functional areas in which techniques from statistics and machine learn-
ing are applied to Facebook data: user growth and activity, site integrity, in-
fluence and sentiment analysis, news feed quality, and platform application
health and virility. The focus will be on methodology, rather than results.

Deriving Marketing Intelligence from Online

Discussion
% Natalie Glance, Google - Pittsburgh, 4720 Forbes Avenue, Pittsburgh, PA
15213, nglance@gmail.com

Weblogs and message boards provide online forums for discussion that re-
cord the voice of the public. Woven into this mass of discussion is a wide
range of opinion about consumer products, movies and other topics. This
presents an opportunity for companies to understand and respond to the
consumer by analyzing this unsolicited feedback. Given the volume, format
and content of the data, the appropriate approach to understand this data is
to use large-scale web and text data mining technologies.

172 Applications of

Copuvulas in Biostatistics and
Statistical Genetics @

ENAR, Biopharmaceutical Section, WNAR, SSC,
Biometrics Section
Monday, August 4, 2:00 p.m.-3:50 p.m.

A General Infroduction to Frailty Models for
Multivariate Survival Models and Induced

Copula Structures

* David Oakes, University of Rochester, Dept of Biostatistics and
Computational Biology, 601 Elmwood Avenue Box 630, Rochester, NY
14642, oakes@bst.rochester.edu

Key Words: archimedean copulas, censoring, Clayton’s model, Kendall’s
tau, truncation

In survival analysis a frailty is an unobserved random effect. Usually this is
taken to act multiplicatively on the hazard function. Introduction of frailties
into univariate survival models typically has the effect of attenuating effects
of fixed covariates. In multivariate survival analysis, introduction of a com-
mon frailty, or of correlated frailties, among related individuals is a useful
approach to modeling dependence between their survival times. Features of
the frailty distribution are reflected in dependence characteristics of the ob-
servable joint survival distribution. There is a very natural connection with
copula models and with nonparametric measures of dependence. The talk
will discuss these connections and certain properties, such as invariance
under censoring and truncation, that are important in biostatistical applica-
tions of copula models.
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Modeling Familial Association of Ages at

Onset in the Presence of Competing Risk

% Joanna Shih, National Cancer Institute, Bethesda, MD 20892-7434,
jshih@mail.nih.gov

Key Words: Familial association, Competing risk, Age at onset, Cross-ratio,
Odds-ratio

In genetic family studies, ages at onset of diseases are routinely collected.
Often one is interested in assessing the familial association of ages at onset
of a certain disease type. However, when the competing risk is present and
related to the disease of interest, the usual measure of association by treat-
ing the competing event as an independent censoring event is biased. We
propose a bivariate model that incorporates two types of association: one is
between the first event times of paired members, and the other is between
the failure types. We consider flexible measures for both types of associa-
tion, and propose an estimate procedure for these measures. The proposed
method is illustrated using the kinship data from the Washington Ashke-
nazi Study.

Quantitative Trait Linkage and Association

Analysis Using Gaussian Copulas

% Mingyao Li, University of Pennsylvania, 624 Blockley Hall, Department
of Biostatistics and Epidemiology, Philadelphia, PA 19104, mingyao@mail.
med.upenn.edu; Michael Boehnke, The University of Michigan; Goncalo
Abecasis, The University of Michigan; Peter Song, University of Waterloo

Key Words: quantitative traits, linkage, association, copula, statistical ge-
netics

Mapping variants that influence quantitative traits is an important problem
in genetics studies. Traditional QTL mapping relies on a variance-compo-
nents (VC) approach with the assumption that trait values in a family follow
a multivariate normal distribution. Violation of this assumption can lead to
inflated type I error, reduced power, and biased parameter estimates. To ac-
commodate nonnormally distributed data, we describe a “copula VC method”
that directly models the nonnormal distribution using Gaussian copulas.
Our method allows the analysis of continuous, discrete, and censored data,
and the standard VC method is a special case when the data are distributed
as multivariate normal. Through the use of link functions in generalized
linear models, the copula VC method can easily incorporate covariates, and
therefore provides a unified framework for linkage and association analysis.

173 Are Disability Statistics

Relevant and Useful for National
Policies and Programs? @ A

Committee on Statistics and Disability, Section on
Government Statistics, Social Statistics Section,
Scientific and Public Affairs Advisory Committee
Monday, August 4, 2:00 p.m.-3:50 p.m.

Are Disability Statistics Relevant and Useful for

National Policies and Programs?

% Siobhan Carey, Central Statistics Office, Social and Demographic
Statistics, Cork, Ireland, siobhan.carey@cso.ie; ¥ Michele J. Connolly,
Sweetgrass Consulting LLC, 9556 Highwind Court, Columbia, MD 21045,
michelebabb@verizon.net; ¥ Daniel Mont, World Bank, Disability and
Development Team, 1818 H Street N.W., Washington, DC 20433, dmonte@
worldbank.org; ¥ Susan Stobert, Statistics Canada, Participation and
Activities Limitations Survey, Jean Talon Bldg, Tuney’s Pasture, Ottawa,
ON K1AOQT6 Canada, susan.stobert@statcan.ca
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Key Words: human functioning, disability, statistical methods, frame-
works, official statistics, development planning

This session asks whether national statistical offices have yet achieved a vi-
able framework for the successful development of disability statistics nec-
essary for a broad range of national planning, policy and public education
purposes. It introduces the work of national statistical offices concerning the
measurement and reporting of human functioning as well as reporting on
issues facing nations and their citizens with disabilities. The session high-
lights the comparative experience of two national statistical offices and one
international organization for their effectiveness in preparing valid and reli-
able official statistics useful for development planning.

174 To the Nth Power:

Younger Statisticians Taking the
Lead @A

Social Statistics Section, Section on Government
Statistics
Monday, August 4, 2:00 p.m.-3:50 p.m.

To the Nth Power: Younger Statisticians Taking
the Lead

% Juanita Tamayo Lott, U.S. Census Bureau, Human Resources Division,
20233, juanita.t.lott@census.gov; % Nagambal Shah, Spelman College, 30314~
4399, nshah@spelman.edu; ¥ Ben Hansen, The University of Michigan, Ann
Arbor, MI 48109-1092, ben.hansen@umich.edu; ¥ Gayla Olbricht, Purdue
University, 47907-2067, ghobbs@stat.purdue.edu; ¥ Brian A. Millen, Eli Lilly
and Company, 11817 Lancaster Circle, Carmel, IN 46033, Millen_Brian_Ae@
Lilly.com

Key Words: non traditional statisticians, leadership initiatives, StatFest,
younger statisticians, STATCOM

This session will highlight the changing ‘face’ of the statistics profession with
younger and non-traditional statisticians taking the lead on important ini-
tiatives. Panelists will discuss successful strategies for attracting nontradi-
tional statisticians to the profession and increasing the visibility of the field
via StatFest, Statistics in the Community (STATCOM), and other emerging
programs and networks created or led by younger statisticians. Panelists will
also address effective and innovative strategies to ensure that this pool de-
velops and moves into mid-level and senior-level positions.

175 Pedagogical Issues in

an Introductory Statistics Course

Section on Statistical Education
Monday, August 4, 2:00 p.m.-3:50 p.m.

Pedagogical Issues in Introductory Statistics
* Carolyn Cuff, Westminster College, Hoyt Science Center, New
Wilmington, PA 16172-0001, ccuffewestminster.edu; ¥ E. Jacquelin Dietz,
Meredith College, 3800 Hillsborough Street, Raleigh, NC 27607-5298,
dietzjac@meredith.edu; ¥ Kim Gilbert, Georgia Gwinnett College, 1000
University Center Lane, Lawrenceville, GA 30043, kgilbert@ggc.usg.edu;

% Robert Gould, University of California, Los Angeles, Department of
Statistics, Los Angeles, CA 90095-1554, rgould@stat.ucla.edu; ¥ Thomas H.
Short, Indiana University of Pennsylvania, Mathematics Department, 210
South 10th Street, Indiana, PA 15705, tshort@iup.edu
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Key Words: Pedagogy, Technology, Education, Introductory Statistics,
Assessment

A panel of experts shares ideas and experiences to improve pedagogy in the
first statistics course. Topics will include teaching with activities, using as-
sessment to improve learning, incorporating technology into the course, and
which topics to include.

176 New Statistical

Methods and Challenges in
Neurodegenerative Disease
Research @

Section on Statistics in Epidemiology, WNAR,
Biometrics Section
Monday, August 4, 2:00 p.m.-3:50 p.m.

Evaluating the Accuracy of a Diagnostic

Test When the Diagnostic Test Is Subject to
Measurement Error Using an Internal Reliability
Sample, with Applications to Alzheimer’s

Disease

% Sharon X. Xie, University of Pennsylvania, 423 Guardian Drive,
Philadelphia, PA 19104, sxie@mail.med.upenn.edu; Christopher M. Clark,
University of Pennsylvania

Key Words: Sensitivity, Specificity, ROC curve, Measurement error,
Alzheimer’s disease

Cerebrospinal fluid (CSF) tau is useful in detecting Alzheimer’s disease
(AD). It is often assumed to measure the true biological quantity without
error when its sensitivity and specificity are calculated. However, in practice
this assumption almost never holds. When an internal reliability sample is
available for CSF tau, we have shown that averaging replicates and ignoring
measurement error can sometimes lead to serious biases of sensitivity and
specificity estimates. We present a bias-correction approach to remove the
biases of sensitivity and specificity estimates introduced by measurement
error based on an internal reliability sample. Asymptotic distributions were
obtained for the proposed estimators. Extensive simulations were conduct-
ed to evaluate the proposed approach. All methods are illustrated using the
University of Pennsylvania AD biomarker study.

Biologically Driven Data Reduction of Patterns

of Change Seen on Structural Imaging

% Danielle Harvey, University of California, Davis, 1442 Gravink Ct,
Woodland, CA 95776, djharvey@ucdavis.edu; Laurel A. Beckett, University of
California, Davis

Key Words: spatial decomposition, MRI data, longitudinal data

Alzheimer’s disease affects the underlying structure and tissue of the brain.
Magnetic Resonance Imaging enables researchers to observe tissue atrophy
and abnormalities in the brain. These images may be broken up into over
200,000 tiny volumes, or voxels, of information. Larger studies are now
focusing on serial images to detect disease-related patterns of brain changes.
Typical analyses have reduced these data to a one-number summary, such as
avolume, repeated over time. However, such a summary may not adequately
capture the ways in which the brain changes. Alternative summaries may
include decompositions of the serial voxel data that identify key features
of change in size, location, and shape. We present a possible strategy for
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capturing patterns of change along with simulation results to illustrate the
performance of such a strategy.

Comparison of Biomarkers for Alzheimer’s
Disease Progression: Insights from the

Alzheimer’s Disease Neuroimaging Initiative
Laurel A. Beckett, University of California, Davis; ¥ Hao Zhang, University
of California, Davis, Department of Statistics, Davis, CA 95616, hzhange
wald.ucdavis.edu

Key Words: Alzheimer’s Disease, ADNI, Biomarker, Longitudinal, Neu-
roimaging

The aim of the Alzheimer’s Disease Neuroimaging Initiative (ADNI) is to evalu-
ate potential biomarkers for clinical disease progression, using neuroimaging,
serum and cerebrospinal fluid testing. The ultimate goal is to have more precise
assessment not just of the natural history of Alzheimer’s disease (AD), but also
of the impact of interventions, so that we can speed the development, testing
and delivery of treatments. Comparison of potential biomarkers is challeng-
ing in part because the marker data are correlated longitudinal sequences with
potentially informative missing values. Moreover, we would like to compare
across multiple clinical outcomes: conversion from normal to mild cognitive
impairment or mild cognitive impairment to AD; longitudinal change in mul-
tiple neuropsychological or functional assessment measures.

Models for Identifying Risk Factors for
Transitions from Intact Cognition to Mild

Cognitive Impairment and Dementia

¥ Richard Kryscio, University of Kentucky, 230 Sanders-Brown Building,
800 S. Limestone St., Lexington, KY 40536, kryscio@email.uky.edu; Lei
Yu, University of Kentucky; Suzanne Tyas, University of Waterloo; David
Snowdon, University of Kentucky

Key Words: Alzheimer’s disease, mild cognitive impairment, transition
models, risk factors

We review strategies for modeling panel data collected on the cognitive sta-
tus of elderly subjects being followed for the occurrence of dementia. Re-
sponse at any given wave is a nominal variable representing the states cog-
nitively intact, mild cognitive impairment or a deficit in activities of daily
living. Interest centers about transitions among these states with eventual
absorption into one of two competing states: dementia or death. We compare
the relative merits of several modeling strategies that will allow estimation
of the effect of covariates on these transitions This includes Markov transi-
tion models, and competing risk models. An application to the NUN study
data, a longitudinal cohort of 678 sisters of Notre Dame aged 75 or older at
baseline, will illustrate the results.
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177 Adaptive Design and

Dose-Finding in Clinical Trials @ A

Biopharmaceutical Section, Section on Risk Analysis,
WNAR, Biometrics Section
Monday, August 4, 2:00 p.m.-3:50 p.m.

Normal Dynamic Linear Model for Dose-

Finding in a Phase Il Bayesian Adaptive Trial
% Jason T. Connor, Berry Consultants, 2534 Lake Debra Drive, #108,
Orlando, FL 32835, jason@berryconsultants.com; Scott M. Berry, Berry
Consultants; Donald A. Berry, M.D. Anderson Cancer Center

Key Words: Adaptive trial, NDLM, Bayesian, Biostatistics, Clinical trial

We describe a normal dynamic model for dosing finding. This Gaussian
process model is a flexible not necessarily monotonic model for outcomes
primarily defined by one parameter (e.g., mean of a continuous response,
Bernoulli probability, mean survival). Using the NDLM we estimate the prob-
ability distribution of the dose response curve and adaptively randomize to
efficiently identify the dose or doses of interest (minimally effective dose,
ED90, maximum utility dose, etc). The dose-response curve has no forced
parametric form however there is sharing across doses governed by the drift
parameter. We compare the NDLM to common parametric dose-response
curves and demonstrate the flexibility and strength of the NDLM model.

Adaptive Dose Selection Using Interim
Analyses When Fitting a Bayesian Emax Model

to Clinical Trial Data

% Neal Thomas, Pfizer, Inc., 50 Pequot Avenue, New London, CT 06320,
neal.thomas@pfizer.com; Byron Jones, Pfizer, Inc.; Patrick Johnson, Pfizer,
Inc.; Helen Richardson, Pfizer, Inc.

Key Words: Emax model, dose adaptive design, dose ranging clinical trial,
Bayes, stopping rules

The presentation will describe an adaptive dose response study to compare
the mean effects of a set of doses with placebo using a nonlinear (Emax)
function. The design has two parts: the first part is a small parallel group
trial followed by a second part which is adaptive in nature. The initial selec-
tion of doses is made using optimal design theory with power to detect a dif-
ference of a specified size between the highest dose and placebo. Subsequent
patients are recruited in cohorts and the data are reanalysed using a Bayes-
ian nonlinear model. The doses for each cohort are selected using Bayesian
posterior probabilities of satisfying various criteria for success. The Bayesian
posterior probabilities will also be used to stop the trial early for success or
futility if necessary. The operating characteristics of the adaptive design will
be assessed.

Response-Adaptive Dose Finding Combing
Multiple Comparison and Modeling
Approaches

% Frank Bretz, Novartis Pharmaceuticals, frank.bretz@novartis.com; Jose
Pinheiro, Novartis Pharmaceuticals; Bjoern Bornkamp, University of
Dortmund

Key Words: dose-response, dose-finding, contrast, multiple testing, non-
linear regression, adaptation

Adaptive dose-ranging studies form an innovative class of designs aimed at
striking the desired balance between needed dose response information and
increased costs and timelines. In these designs, the number of doses and/or
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proportion of patients allocated to doses are allowed to change as safety and
efficacy information is accrued and analyzed. This presentation will describe
an adaptive dose-ranging approach based on a hybrid methodology combin-
ing multiple comparison procedures (MCP) and modeling, the so-called MCP-
Mod method. In the response-adaptive version of MCP-Mod, dose allocation
ratios are recalculated at each interim analysis, based on the accumulated
information, according to a Bayesian optimality criterion which accounts for
model uncertainty. The methodology will be compared to alternative dose
ranging strategies via simulation.

Comparing a Bayesian Approach with the
Frequentist T-Statistic Method in Adaptive
Dose-Finding Trials

% Nitin R. Patel, Cytel Inc., 675 Massachusetts Avenue, Cambridge, MA

02139, nitin@cytel.com; James Bolognese, Merck Research Laboratories; Inna
Perevozskaya, Merck Research Laboratories; Robert B. Smith, Cytel Inc.

Key Words: adaptive, dose finding, Bayesian, t-statistic method, frequen-
tist, simulation

There are several adaptive designs for dose-finding trials that modify
randomization ratios in cohorts based on accumulating information of
responses to improve on standard fixed ratio designs. We will describe re-
sults from simulation experiments that compare two adaptive methods: a
Bayesian method that uses a variance reduction criterion to adaptively al-
locate doses developed by Scott Berry, and the t-statistic method of Ivano-
va, Bolognese, and Perevozskaya. The methods will be compared for data
generated from a four-parameter logistic mean response curve for both
continuous and binary endpoints. Effectiveness along dimensions such as
power, bias, dose-response estimation and probability of finding the target
dose will be examined. Two definitions of the target dose will be investi-
gated: the dose that gives a specified magnitude of response, or a specified
difference from placebo.

178 Bayesian

Bioinformatics and Bayesian
Biostatistics @

Section on Bayesian Statistical Science,
Biopharmaceutical Section, WNAR
Monday, August 4, 2:00 p.m.-3:50 p.m.

Combining Classifiers To Select Differentially

Expressed Genes for Microarray Data

* Lynn Kuo, University of Connecticut, 215 Glenbrook Rd, Storrs, CT
06269, lynn@stat.uconn.edu; Wangang Xie, University of Connecticut; Yifang
Zhao, University of Connecticut

Key Words: SAM, LIMMA, MAANOVA, semiparametric hierarchical
Bayesian, EM, MCMC

Many statistical tests are being used to select differentially expressed genes
for microarray data analysis. It would be useful to evaluate the sensitivity
and specificity of each test given the test results. More importantly, it would
be desirable to combine these results intelligently to achieve better power.
We propose a model with likelihood based inference that would allow us to
achieve both goals in an integrated and comprehensive fashion. Both EM
and Bayesian methods are developed for it.
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Detection of Copy Number Variations from
High-Density SNP Arrays: An Integrated
Bayesian Hidden Markov Model Approach

Incorporating Pedigree Information

* Zhen Chen, University of Pennsylvania, Philadelphia, PA , chenze
mail. med.upenn.edu; Mahlet Tadesse, Georgetown University; Kai Wang,
University of Pennsylvania; Mingyao Li, University of Pennsylvania

Key Words: Hidden markov model, MCMC, Copy number variations,
Bayesian, Genome, Model uncertainty

Copy number variations (CNVs) refer to gains and losses of genomic ele-
ments compared to a reference genome assembly. Studies have demonstrated
the heritability of CN'Vs but few incorporated family structures. We develop
an integrated Bayesian approach that aims to incorporate family relation-
ships when inferring CNVs. We assume copy number sequence along the
chromosome follows a Markov model with transition probabilities depen-
dent on genetic distances between adjacent SNPs. We also allow for de novo
events in offspring’s CNV calls and use another HMM to account for the de-
pendence with neighboring SNPs in the same de novo CNV region. Our ap-
proach yields posterior distributions of CNV configurations, thus providing
an uncertainty measure for the inferred CNVs. We evaluate the performance
of the method by applying it to simulated datasets and the CEU trio data
from HapMap.

Reexamine Bayes Factor Methods for
Bayesian Phylogenetic Inference

Ming-Hui Chen, University of Connecticut; Yu Fan, University of
Connecticut; Paul O. Lewis, University of Connecticut; Lynn Kuo, University
of Connecticut; % Wangang Xie, University of Connecticut, 06269, wxie@
stat.uconn.edu

Key Words: Bayesian phylogenetics, Bayes factor, Marginal likelihood, Im-
proved monte carlo methods

Several methods have been advocated to estimate the marginal likelihoods
in the Bayes factor computation to infer phylogenies. Brown and Lemmon
(2007) advocated the harmonic mean method because of its desirable sta-
tistical behavior from their empirically based simulations. Lartillot and
Philippe (2006) advocated thermodynamic integration method because of
its accuracy. In this paper, we reexamine this controversy. Moreover, we
will consider other methods for computing Bayes factors. They include the
Laplace approximation, path importance sampling, path bridge sampling (a
combination of bridge and path sampling), and warp bridge sampling. Re-
sults from both simulation and real data analysis will be reported.

Incorporating Structural Equation Modeling to
Fecundity Models

% Sung Duk Kim, National Institute of Child Health and Human
Development, 6100 Executive Boulevard, Rockville, MD 20852, kims2@mail.
nih.gov; Rajeshwari Sundaram, National Institutes of Health; Germaine B.
Louis, National Institute of Child Health and Human Development

Key Words: Conception, Fertility, Latent variables, Markov chain Monte
Carlo, Menstrual Cycle, Structural Equations Model

In epidemiologic studies, human fecundability is measured by probability of
conception in a menstrual cycle by a couple. We propose a general model for
joint modeling of intercourse behavior and human fecundability through a
classic conception probability model and structural equation model which
involves a set of latent variables to capture dependence between intercourse
behavior on consecutive days in a menstrual cycle, so that the proposed mod-
el can accommodate not only a broad variety of intercourse patterns and de-
pendency structure, but also general covariate effects, heterogeneity among
fecund couples in menstrual cycle viability and in frequency of intercourse.
Markov Chain Monte Carlo method is used to carry out Bayesian posterior
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computation. A detailed analysis of the New York State Angler pregnancy
data is presented to illustrate the proposed methodology.

Statistical Methods for Analysis of Genomic
Data with Graphical Structures

% Caiyan Li, University of Pennsylvania, Department of Biostatistics &
Epidemiology, Philadelphia, PA 19104-6021, licaiyan@mail.med.upenn.edu;
Hongzhe Li, University of Pennsylvania

Key Words: Gene expression, Network, eQTL, Markov random field, Regu-
larization

Graphs and networks are common ways of depicting information. In biol-
ogy in particular, many different biological processes, such as regulatory
networks, metabolic pathways, and protein-protein interaction networks,
are represented by graphs. This kind of a priori information gathered over
many years of biomedical research is a useful supplement to the standard
numerical genomic data such as microarray gene expression data. However,
how to efficiently incorporate information encoded by the known biological
networks represented as graphs into analysis of various types of numerical
genomic data raises interesting statistical and computational challenges. We
present several new statistical methods for incorporating network informa-
tion in to analysis of genomic data, including a network-constrained regular-
ization procedure and a hidden Markov random field approach for analysis
of eQTL data.

179 Section on Health

Policy Statistics Student Paper
Award Winners

Section on Health Policy Statistics, Section on
Nonparametric Statistics
Monday, August 4, 2:00 p.m.-3:50 p.m.

An Algorithm for Optimal Tapered Matching,
with Application to Disparities in Survival

% Shoshana R. Daniel, University of Pennsylvania, skrieger@mail.med.upenn.
edu; Katrina Armstrong, University of Pennsylvania; Jeffrey H. Silber,
University of Pennsylvania; Paul R. Rosenbaum, University of Pennsylvania

Key Words: assignment algorithm, combinatorial optimization, matched
sampling, tapered matching

In a tapered matched comparison, one group of individuals, called the fo-
cal group, is compared to two or more nonoverlapping matched comparison
groups constructed from one population in such a way that successive com-
parison groups increasingly resemble the focal group. An optimally tapered
matching solves two problems simultaneously: it optimally divides the
single comparison population into nonoverlapping comparison groups and
optimally pairs members of the focal group with members of each compari-
son group. We show how to use the optimal assignment algorithm in a new
way to solve the optimally tapered matching problem, with implementation
in R. This issue often arises in studies of groups defined by race, gender, or
other categorizations such that equitable public policy might require an un-
derstanding of the mechanisms that produce disparate outcomes to neces-
sitate reform.
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Estimating the Capacity for Improvement in

Risk Prediction with a Marker
* Wen Gu, University of Washington, 98195, wengu@u.washington.edu

Key Words: Classification, diagnostic likelihood ratio, posterior probabil-
ity, logistic regression, diagnostic test, biomarker

Consider a set of baseline predictors X to predict a binary outcome D and let
Y be a novel marker or predictor. This paper is concerned with evaluating the
performance of the augmented model P(D=1|Y,X) compared with the base-
line model P(D=1|X). The diagnostic likelihood ratio, DLR(Y), quantifies the
change in risk obtained with knowledge of Y=y for a subject with baseline risk
factors X. The notion has been promoted as a way to capture the increment
in risk prediction due to Y. We propose methods for making inference about
DLRX(Y). We also demonstrate how the population performance of baseline
and augmented risk models can be compared using baseline data from a co-
hort and marker data from a nested case-control study. Finally, we show how
the methodology yields estimates of covariate specific predictiveness curves
that can be used by an individual to decide the ascertainment of Y.

A Class of Semiparametric Mixture Cure

Survival Models with Dependent Censoring

% Megan Othus, Harvard University/Dana Farber Cancer Institute, 677
Huntington Ave., Building 2, Floor 4, Boston, MA 02115, mothusefas.
harvard.edu; Yi Li, Harvard University/Dana Farber Cancer Institute; Ram C.
Tiwari, National Cancer Institute

Key Words: transformation model, right censoring, estimating equation

Modern cancer treatments have substantially improved cure rates and have
generated a great interest in and need for proper statistical tools to analyze
survival data with non-negligible cure fractions. Data with cure fractions are
often complicated by dependent censoring, and analysis of this type of data
typically involves untestable assumptions about the dependence of the cen-
soring and the survival times. Motivated by the analysis of NCI SEER data, we
propose a class of general semiparametric transformation cure models that
allows for dependent censoring without making parametric assumptions on
the dependence relationship and use the proposed methods to investigate po-
tential racial disparities in prostate cancer cures. The proposed class of models
encompasses a number of common models for the latency survival function,
including the proportional hazards and proportional odds models.

A New Synthesis Method for Multiple Linear

Regression
% Nan Hu, University of Washington, 846 NE 120th St, Seattle, WA 98125,
nanhu@u.washington.edu

Key Words: Conditional expectation, Meda-analysis, Linear regression,
Prediction models, Synthesis, Delta method

Synthesis method is an important tool to estimate the result in meta analy-
sis in which results of several studies addressing a set of related research
hypotheses are combined. Recently, Samsa et al.(2005) proposed a method
to combine regression coefficients from univariate linear model into mul-
tivariate linear model, and shows the most promise where the primary in-
terest is in generating predicted values for identifying high-risk population.
However the validity of this method relies on normality of data and can not
provide variance estimate. We proposed a new synthesis method based on
conditional expectations of outcome given covariate. The variance estimate
of parameter and predicted values was derived using delta method. Simula-
tion study shows that this method performs much better than the method
proposed in Samsa et al.(2005). This new method was applied to anlyze blood
pressure data.
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Semiparametric Efficient Estimator for
Incomplete Longitudinal Binary Data with

Application to Smoking Trends

% Jamie Perin, The University of North Carolina at Chapel Hill, jperin@bios.
unc.edu

Key Words: Dropout, Generalized Estimating Equations, Longitudinal
studies, Missing at Random

Generalized estimating equations, while commonly used in the analysis of
incomplete longitudinal data, are invalid for data that is not missing com-
pletely at random. Robins, Rotnitzky and Zhao (1995) introduced a class of
weighted estimating equations that are valid under dropouts missing at ran-
dom, including an easy-to-implement, but inefficient member. Robins and
Rotnitzky (1995) gave the more complex semi-parametric efficient estimator
in this class and applied it to continuous data. A specific form of the esti-
mator is developed for binary data and used to assess the efficiency of the
simpler estimator in a simulation study. Both are applied in the estimation of
cigarette smoking trends in the United States from a cohort of 5,078 young
adults. This extends an earlier analysis by Preisser et. al. (2000) who ana-
lyzed smoking trends with the inefficient weighted estimating equations.

1 8 0 Environmental Risk:

Risk Assessment and Dose-
Response Models

Section on Risk Analysis, Section on Statistics in
Epidemiology
Monday, August 4, 2:00 p.m.-3:50 p.m.

Estimating Daily Growth Estimates of Ride Tide
Algae

% Susan J. Simmons, The University of North Carolina, Wilmington,
Department of Mathematics and Statistics, 601 South College Road,
Wilmington, NC 28411, simmonssj@uncw.edu; Alaina Houmard, University
of North Carolina Wilmington

Key Words: Growth curve, Weibull growth curve

For many years, Marine scientists have estimated growth of algae by sim-
ply looking at the linear portion of the growth curve. This method produces
unreliable results that can dramatically change depending on the portion
designated as linear. In this talk, we introduce a more reliable method using
estimates from the entire growth curve. The delta method is used to estimate
the variance of this new estimator and results from a simulation study will
be shown.

Empirical Evaluation of Sufficient Similarity
in Dose-Response for Environmental Risk

Assessment of a Mixture of 11 Pyrethroids

¥ LeAnna G. Stork, Monsanto Company, Mail Zone O3A, 800 N.
Lindberegh Blvd., St. Louis, MO 63167, leanna.g.stork@monsanto.com; Chris
Gennings, Virginia Commonwealth University; Scott Marshall, Virginia
Commonwealth University; Mike DeVito, U.S. Environmental Protection
Agency; Kevin M. Crofton, U.S. Environmental Protection Agency

Key Words: Equivalence testing, Mixed models, Nonlinear models,
Random coefficient

Chemicalmixturesinthe environmentare often theresultofadynamicprocess.
When dose-response data are available on random samples throughout the
process, equivalence testing can be used to determine whether the mixtures
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are sufficiently similarbased on a prespecified biologicallyimportant similarity
region. Consider the case where dose-response data are available only for
a reference mixture from the dynamic process. Following the logic of Stork
et al (JABES,2008), it is useful to determine how much additional random
variation associated with unobserved candidate mixtures from the dynamic
process can be added such that the candidate mixtures are sufficiently similar
in dose-response to the reference mixture, based on the similarity region. An
example is given for a mixture of pyrethroids. This research is not associated
with Monsanto. This abstract does not reflect EPA policy.

Model Averaging of Dosages from Toxicology
Studies: Approaches and Pitfalls

% Edward L. Boone, Virginia Commonwealth University, Department
of Statistics and Operations Research, 1001 W. Main St., Richmond, VA
23284, elboone@vcu.edu

Key Words: Dose Response, Bayesian Methodology, Model Averaging

Model averaging of dosages from toxicology studies have been recently in-
troduced into the literature. When employing these averaging techniques
often posterior model probabilities are used which are commonly approxi-
mated using BIC, KIC or some other information based criteria. While these
approximations are valid asymptotically, there is no information on how ac-
curate these methods are in low to moderate sample size cases. This presen-
tation considers the performance of BIC and KIC against the fully Bayesian
approach using posterior model probabilities generated by numerical inte-
gration. Examples of how to apply each approach and a comparison of each
is considered.

Low-Dose Extrapolation from Points of

Departure or from Model-Averaged Estimates
* A. John Bailer, Miami University, Dept. of Math. & Stat., Oxford, OH
45056, baileraj@muohio.edu; Matthew Wheeler, Centers for Disease Control
and Prevention

Key Words: risk estimation, benchmark doses

Experiments with relatively high dose conditions are often used to predict
risks at appreciably lower doses. A point of departure can be calculated as
the dose associated with a moderate response level (e.g. benchmark dose as-
sociated with a benchmark response of 10%). A linear extrapolation to lower
doses can then follow. This method is compared to the use of model-averaged
predictions in the context of a number of animal bioassay experiments.

181 Getting It Real:

Encouraging Critical Thinking
Through Exposure to Reality A

Section on Statistical Education
Monday, August 4, 2:00 p.m.-3:50 p.m.

How To Structure Effective Semester-Long
Group Projects for Applying and Integrating

Course Concepts
% Douglas M. Andrews, Wittenberg University, Dept of Math and Comp Sci,
Wittenberg University, Springfield, OH 45501, dandrews@wittenberg.edu

Key Words: student projects, group projects, critical thinking, statistics
education

Long-term student projects can promote the kind of critical thinking
required to apply statistical ideas and to integrate the various course
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components. In particular, students can be involved in all phases of a data-
based study—conception, design, implementation, analysis, and reporting.
Some instructors balk at student projects, however, often based on initial
experiences that result in lame topics, dysfunctional groups, and projects
that are either too ambitious or too narrow in scope. The key to avoiding such
pitfalls lies in the way that we as instructors structure the administration of
the projects and build in opportunities for our intervention and guidance.
This talk will include suggestions for 1) multiple, graded, intermediate
checkpoints, 2) guidelines and assessment criteria for all phases of the
project, and 3) self- and peer-critique of student projects.

Utilizing Projects in Teaching Statistics
to Professional Students: Successes and
Challenges

% Heather M. Bush, University of Kentucky, 121 Washington Ave, College
of Public Health, 205C, Lexington, KY 40536-0003, heather.bush@uky.edu

Key Words: statistics education, projects, data analysis, professional stu-
dents

Most professional and graduate students take statistics courses to better
understand statistics in the literature and in their own research. The use of
projects in a second semester biostatistics course for professional and gradu-
ate students in fields including medicine, pharmacy, public health, dentistry,
and rehabilitation science will be discussed. Emphasis will be on the success-
es of using individual and group projects to provide students with examples
beyond the textbook, a “roadmap” for future analyses, and a better appre-
ciation for the work involved in data analysis. Additionally, handling the
challenges of naive research/programming/analysis skills in students and
preventing both the instructor and the students from being overwhelmed
will also be addressed.

Student Generated Data vs. Teacher Supplied

Real Data vs. Teacher Created Data

% Steven Dafilou, Springside School, 8000 Cherokee Street, Philadelphia, PA
19118, sdafilou@springside.org

This presentation discusses the relative merits of student generated data,
teacher supplied real data, and teacher created data. The presentation uses
responses from AP Stat and College Intro Stat teachers. It finds that con-
text, pedagogy and timeframe are the key factors in deciding which source
to use.

Using Real Data To Teach Statistics
% Paulette Ceesay, Merck & Co., Inc., 351 N. Sumneytown Pike, North
Wales, PA 19454, paulette_ceesay@merck.com

Key Words: teaching statistics, data analysis project, critical thinking

The analysis of real life data is a good way to help students appreciate the
uses of contemporary applied statistics in various disciplines. The use of a
data analysis project as a mechanism to help students develop critical think-
ing and decision-making ability using quantitative methods and statistical
software will be discussed. Emphasis will be on analyzing and interpreting
data, as well as, presenting and documenting results. The challenges associ-
ated with students generating an appropriate dataset incorporating the sta-
tistical methodologies discussed in the course using the internet or other
media, personal research or a self-generated survey will be addressed. Data
analysis projects can be performed individually or as a group.
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Encouraging Statistical Thinking Through the
Writing of Newspaper Articles

% Meike Niederhausen, University of Portland, Department of
Mathematics, 5000 N. Willamette Blvd., Portland, OR 97203, niederha@
up.edu

Key Words: introductory statistics, projects, critical thinking

Group projects are a commonly used tool in statistics classes to encourage
students to develop their statistical and critical thinking skills. Students are
commonly asked to write a journal-style report at the end of the semester
where they are expected to summarize and statistically analyze the results
of the data they collected. We have found that students primarily concen-
trate on the summary of their results and leave very little energy (and time)
for the critical analysis. This talk will discuss the benefits of having students
write a newspaper-style article rather than a journal-style report. The short-
er and more creative article encourages students to move beyond the world
of statistical terminology and actually think about what their results mean
and how they could be explained to a general audience.

182 Statistical Science

Applications in National Security:
A Session in Honor of Professor
Donald P. Gaver @A

Section on Statisticians in Defense and National
Security
Monday, August 4, 2:00 p.m.-3:50 p.m.

Donald Gaver’s Contributions to Reliability
Theory and Applications

¥ Francisco J. Samaniego, University of California, Davis, One Shields
Avenue, Davis, CA 956186, fjsamaniego@ucdavis.edu

Key Words: system reliability, stochastic models, failure time character-
istcs, inspection, availability, repair

This presentation will review Don Gaver’s many and varied contributions
to Reliability. It is filled with realistic engineering scenarios, sophisticated
modeling and state-of-the-art statistical tools. The range of Don’s interests
is uncommonly broad. He has studied a wide variety of systems, the mod-
eling and estimation of their performance, the examination of availability,
inspection and repair questions and the application of theoretical findings to
the problems that motivated the work. Don’s work readily reveals his power-
ful mathematical capabilities and his strong inclination to work on real prob-
lems. Much of his work addresses problems arising in military contexts. His
contributions to Reliability span 50 years and have had an enormous impact
on defense-related work in this area. It is a pleasure to have the opportunity
to review and discuss Don’s work. How much time do I have?

Uncertain Time-Ciritical Tasking Problems

¥ Kevin D. Glazebrook, Lancaster University, Department of Management
Science, Lancaster, International LA1 4YX United Kingdom, k.glazebrooke
lancaster.ac.uk

Key Words: Service control, Queueing, Dynamic policies, Dynamic pro-
gramming

In my long association with Don Gaver, he has consistently shown a healthy
disdain for the conventional in model-building and analysis. His commit-
ment is to applicability rather than tractability. In this spirit, and motivated
by a plethora of military and other applications (maritime domain aware-
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ness), we (and others, including Pat Jacobs) have analyzed classes of service
control problems in which conventional assumptions that (i) tasks wait in-
definitely for service, and (ii) successful service may be observed instanta-
neously, are relaxed. The allocation of a large amount of processing to a task
may increase the chances of its successful service but may also result in the
loss of many unserved tasks from the system. The paper describes simple ap-
proaches to the development of dynamic policies for the allocation of service
for such systems which may be easily computed.

Heavy Traffic Analysis of Real-Time Queues

% John Lehoczky, Carnegie Mellon University, Department of Statistics,
Pittsburgh, PA 15213, jpl@stat.cmu.edu; Kavita Ramanan, Carnegie Mellon
University; Steven Shreve, Carnegie Mellon University; Lukasz Kruk, Maria
Curie-Sklodowska University

Key Words: queues with deadlines, heavy traffic, Brownian motion, ran-
dom measures

Don Gaver made many important contributions in the area of queuing the-
ory, especially priority queuing and heavy traffic diffusion approximations.
We build on his contributions to present a heavy traffic analysis of real-time
queues, queuing systems in which the customers have deadlines, drawn ran-
domly from a general distribution. The performance measure is the fraction
of customers arriving to the system that meet their deadline. The earliest
deadline first queue discipline is used to maximize performance. The perfor-
mance of two systems, one in which all customers are served to completion
and one in which late customers are dropped, are fully characterized and
compared under heavy traffic conditions. The system workloads are approxi-
mated by Brownian motion processes with one and two boundaries respec-
tively, and the formulas for the fraction of late customers are derived.

Analytical Challenges in Defense Test and

Evaluation

¥ Ernest A. Seglie, DOT&E OSD, Director, Operational Test and Evaluation,
1700 Defense Pentagon, Rm 3D947, Washington, DC, DC 20301-1700,
Ernest.Seglie@osd.mil

Key Words: test, evaluation, policy, DOD, DOE

In the Department of Defense two different offices oversee test and evaluation
of weapons systems - a Developmental Test and Evaluation office (DT&E) and
an Operational Test and Evaluation (OT&E) office. Historically, developmental
test occurred first and operational testing was viewed as a “final exam.” Re-
cent changes to T&E policy in December 2007 will require greater cooperation
between the offices, greater coordination between the testing each oversee,
and possibly the application of new methods and approaches. Among the areas
where change is expected is the current tendency of OT to concentrate on 1.
fixed configuration testing, 2. hypothesis testing assumptions to determine
the size of tests, 3. exclusion of sources of data and information (e.g., DT and
modeling results) other than the final OT. These changes must consider politi-
cal, budgetary, schedule and other constraints.

1 8 3 Collecting Spatial Data

Section on Statistics and the Environment, Section
on Physical and Engineering Sciences, Section on
Survey Research Methods

Monday, August 4, 2:00 p.m.-3:50 p.m.

Spatial Multipurpose Designs
¥ Werner G. Mueller, Johannes Kepler University, Altenbergerstr. 69, Linz,
4040 Austria, werner.mueller@jku.at

Key Words: compound design, random field, universal kriging
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A single purpose design may be quite inefficient for handling a real-life prob-
lem. Therefore, we often need to incorporate more than one design criterion
and a common approach is simply to construct a weighted average, which
may depend upon different information matrices. Designs based upon this
method have been termed compound designs. The need to satisfy more than
one design criterion is particularly relevant in the context of random fields.
It is evident that for precise universal kriging it is important not only to ef-
ficiently estimate the spatial trend parameters, but also the parameters of
the variogram or covariance function. Both tasks could for instance be com-
prised by applying corresponding design criteria and constructing a com-
pound design from there. Modern techniques for such first and second order
characteristics will be suggested and reviewed in the presentation.

On the Effect of Collocation on the Quality of
Multivariate Spatial Prediction

% Dale Zimmerman, The University of lowa, 2141 Brown Deer Road,
Coralville, IA 52241, dale-zimmerman@uiowa.edu

Key Words: Co-kriging

Inferences for spatial data can be affected substantially by the spatial con-
figuration of the network of sites where measurements are taken. Most net-
work design literature considers univariate spatial inference problems, such
as kriging and variogram estimation. This presentation considers one aspect
of network design for multivariate spatial inference. In particular, [ examine
the effect that the proportion of collocated design sites has on multivari-
ate spatial prediction, and I show how this effect depends on the relative
strengths of spatial correlation and cross-correlation.

Sampling Strategies for Estimating the Spatial

Mean of Temporal Trends
¥ Dick Brus, Wageningen University and Research Centre, Alterra, PO Box
47, Wageningen, International 6700 AA The Netherlands, dick.brus@wur.nl

Key Words: design-based method, model-based method, monitoring,
sampling

This paper describes and evaluates two basic approaches for estimating the
Spatial Mean of the Temporal Trend: 1. a pure model-based approach with
purposive sampling in space and in time, and model-based inference; 2. a
mixed approach with probability sampling in space, and purposive sampling
in time. In the mixed approach the statistical inference depends on the pat-
tern of the observations in the space-time universe. When sample locations
are revisited in all sampling rounds, a first option is to estimate first tem-
poral trends at the sample locations by model-based inference, followed by
design-based estimation of the spatial mean of these location-specific tem-
poral trends. A second option is to estimate first the spatial means at the
sampling times by design-based inference, followed by model-based infer-
ence of the temporal trend of these spatial means.

Spatial Network Design To Detect Regional
Trends in PM2.5

% Zhengyuan Zhu, The University of North Carolina at Chapel Hill,
Department of Statistics and Operations Research, CB#3260, UNC-CH,
Chapel Hill, NC 27599, zhuz@email.unc.edu

Key Words: kriging, optimal design, Bayesian prediction

One goal of the Clean Air Act Amendments of 1990 (CAAA) is to reduce am-
bient concentrations of atmospherically-transported pollutants. Monitoring
data from EPA networks can be used to estimate regional trends of these pol-
lutants to evaluate the effectiveness of the CAAA. This paper presents spa-
tial network design methodology to optimize the network’s ability to detect
and quantify future regional trends in air pollution by adding or relocating
monitoring sites. The 2000-2005 PM2.5 data in the Midwest region of US is
analyzed to illustrate the design methodology.
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Spatial Sampling Design Using Support Vector

Machines

% Mikhail Kanevski, Institute of Geomatics and Analysis of Risk, IGAR, UNI
Lausanne, Amphipole, Lausanne, 1015 Switzerland, Mikhail Kanevski@unil.
ch; Alexei Pozdnoukhov, Institute of Geomatics and Analysis of Risk

Key Words: spatial sampling design, support vector machines, active
learning

Support Vector Machines (SVM), being robust non-parametric classifiers,
have gained considerable success in many data modeling fields. Based on
Statistical Learning Theory, they provide a well-founded framework for ex-
tracting non-linear dependencies from empirical data in high dimensional
spaces. This study develops a novel method for spatial sampling design using
SVM for spatial classifications which cover a wide range of tasks in mapping
of categorical variables. It was observed, that optimal solutions provided by
SVM are often sparse: a larger part of data does not contribute to the de-
cision, while only the support vectors, contribute to describe the decision
boundaries between the classes. SVM algorithm gives priorities to new sam-
pling points which the most contributes to the decision process. Spatial sam-
pling design using SVM can be considered as an active learning process.

184 Development and

Validation of Biomarkers @ A

WNAR, Section on Statistics in Epidemiology,
Biometrics Section
Monday, August 4, 2:00 p.m.-3:50 p.m.

Imaging Endpoints for Clinical Trials: The Sharp
Score for Radiographic Data in Rheumatoid
Arthritis

* Grace S. Park, Amgen, Inc, One Amgen Center Dr., Mailstop 24-2-A,
Thousand Oaks, CA 91320, gpark@amgen.com

Key Words: Biomarker, Rheumatoid Arthritis, Radiograph, FDA

Imaging is an important tool used to assess and accelerate the process of
therapeutic options in clinical medicine. Sharp’s criteria for rheumatoid
arthritis form just one of three licensed imaging surrogate biomarkers ap-
proved by the US Food and Drug Administration (FDA). Along with imaging
used in oncology research, the Sharp score serves as a biomarker that reveals
the extent and severity of disease using standard radiographs. However, in
response to drug development programs and advancements in imaging tech-
niques, the FDA issued its critical path initiative in 2004. Seeking to advance
biomarker technologies, it promoted the integration of biomarker evalua-
tion with ongoing trials to reduce development expenses. This presentation
gives an overview of the precedent of Sharp’s criteria in relation to the scope
of the FDA’s modernization initiative.

Evaluation Process of Imaging Biomarker:
Quantitative Lung Fibrosis (QLF) Score for
Computer Tomography (CT) Data in Interstitial

Lung Disease

¥ Hyun Jung (Grace) Kim, University of California, Los Angeles, 924
Westwood Blvd ste 650, Los Angeles, CA 90024, gracekim@mednet.ucla.edu;
Gang Li, University of California, Los Angeles

Key Words: Biomarker, Interstitial Lung Disease, CT, Denoise, Classifica-
tion, image
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Imaging modality can vividly show the treatment efficacy in therapeutic
intervention. We need to develop and evaluate the vocabulary, imaging
biomarker, for the treatment efficacy. The important factors in biomarker
evaluation are calibration, discrimination and accuracy in multicenter clini-
cal trial. To be qualified for imaging surrogates biomarker, many challenges
are present in the calibration before applying to clinical trial and research ap-
plication, because different technical factors create a different level of noise
and affect to the measurement of imaging biomarker. We present a novel
QLF, “biomarker,” of CT imaging: denoise as part of calibration and compari-
son of radiologist score with QLF as discrimination and accuracy. We, then,
show this imaging “biomarker,” QLF, as outcome variable for the treatment
efficacy in the proven scleroderma-lung-disease clinical trial.

Statistical Issues in Discovery and Validation
of Genomic Biomarkers for Medical Prognosis

and Drug Development
¥ MyungShin Oh, Baxter Healthcare Corp., One Baxter way, Westlake
Village, CA 91362, adumas@ucla.edu

Key Words: Genomic biomarker, Validation, Normalization, Gene Expres-
sion Index, Microarray

Over the last decade, innovations in genomic technology have led to an ex-
plosion of biomarkers discovery for medical diagnosis and drug develop-
ment. Biomarker discovery entails the identification of putative markers for
the response of interest, typically from exploratory focused multi-array and
other technology platforms. This is followed by the process of qualification
of these biomarkers via additional studies/cohorts to demonstrate their pre-
dictive ability for the intended purpose. To successfully meet these goals,
statistical techniques necessary for analyzing experimental results are still
being developed, while the specialty of genomic experiments continues to
introduce many challenging statistical topics. This presentation will detail
some of these statistical challenges, including data pre-processing, normal-
ization, gene expression index, calibration, and clinical validation.

Enrichment Design and Statistical Inference for

Cancer Biomarker Validation Study

* Xiaofei Wang, Duke University Medical Center, Department of
Biostatistics & Bioinformatics, Durham, NC, xiaofei.wang@duke.edu; Haibo
Zhou, The University of North Carolina at Chapel Hill

Key Words: Cancer Research, Biomarker Validation, Enrichment Design,
ROC Curve, Semiparametric Inference

In cancer research, there is a growing need in finding biomarkers (e.g., mo-
lecular, genetic, imaging) that predict patients’ prognosis or response to a
specific treatment. Validation of the clinical utility of such biomarkers often
require large prospective study. However, due to budget constraint and high
cost of bioassays, investigators often have to select a subset from all regis-
tered subjects for biomarker assessment. Coupled with the losing of patients
with biomarker measures, the correlation between the biomarker and the
outcome is commonly moderate and the prevalence rates of positive outcome
and positive biomarker are low in the study population. In these situations,
investigators face a critical issue of how to select a fixed number of subjects
that maximizes statistical power in detecting the correlation of the biomark-
er and the outcome.
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185 Responding to New

Challenges: Statistics in Clinical
and Translational Science

Biometrics Section, Biopharmaceutical Section,
Section on Teaching Statistics in the Health Sciences,
WNAR, Section on Health Policy Statistics

Monday, August 4, 2:00 p.m.-3:50 p.m.

Responding to New Challenges: Statistics in

Clinical and Translational Science

% Knut M. Wittkowski, The Rockefeller University, Center for Clinical and
Translational Science, 1230 York Ave Box 322, New York, NY 10065, kmwe
rockefeller.edu; % J. Philip Miller, Washington University School of Medicine,
jphilipmillerewustl.edu; % Frank E. Harrell, Jr., Vanderbilt University,
Department of Biostatistics, 1161 21st Avenue South S-2323 MCN,
f-harrell@vanderbilt.edu; % Sally Thurston, University of Rochester, thurston@
bst.rochester.edu

Key Words: CTSA, biostatistics, epidemiology, research design, training,
education

Clinical and Translational Science Awards (CTSAs) support a new initiative
funded by the National Institutes of Health. Within the consortium a work-
group of members from each CTSA will focus on methods to integrate bio-
statistics, epidemiology, and research design (BERD) into clinical and trans-
lational science research programs within and across CTSA institutions;
encourage the identification and implementation of best practices relating to
BERD among institutions; and identify and develop plans to overcome exist-
ing barriers to major gains in efficiency in the national clinical research and
training efforts. Panel members will briefly present approaches being imple-
mented for a variety of CTSA responsibilities, partnerships, and challenges.
Discussion with the audience will follow to explore the extent to which it
makes sense to harmonize, communicate, and share across institutions.

186 Small-Area Estimates @

Section on Survey Research Methods, Section on
Government Statistics, Social Statistics Section
Monday, August 4, 2:00 p.m.-3:50 p.m.

The False Discovery Rate in ACS: Helping Users

Understand Estimates for Small Domains

¥ Robert E. Fay, Westat, 7252 Greentree Rd, Bethesda, MD 20817, bobfay@
hotmail.com

Key Words: American Community Survey, Small area estimation, Multiple
testing

In 2010, the U.S. Census Bureau will publish the first set of 5-year period
estimates from the American Community Survey (ACS), based on data for
2005-2009. Published for small places, tracts, and other small areas, the
5-year ACS estimates will attempt to replace the long-form data from re-
cent decennial censuses. Because the effective sample size for the ACS will
be somewhat less than half that of previous censuses, users will face an
increased challenge to distinguish true variation from sampling error. The
concept of the false discovery rate has become increasingly useful in other
disciplines confronted by large numbers of estimates, such as micro-array
analysis in genetics and fMRI studies of the brain. The paper will review this
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concept and suggest its possible future application, based on a preliminary
analysis of published data from the ACS Multiyear Estimates Study.

Spatial Modeling and Prediction of County-
Level Employment Growth Rate Data

* Nadarajasundaram Ganesh, National Opinion Research Center, 4350
East-West Highway, Suite 800, Bethesda, MD 20814, ganesh-nada@norc.org

Key Words: Fay-Herriot model, Infill asymptotics, Increasing domain as-
ymptotics, Prediction, Spatial Statistics, Small Area Estimation

For correlated sample survey estimates, a linear model is proposed using a co-
variance matrix in which small areas are grouped into “clusters” by a similarity
measure based on spatial locations and covariates. In the context of correlated
data, a novel asymptotic framework (a hybrid of infill asymptotics and increas-
ing domain asymptotics) is introduced. The proposed asymptotic framework
assumes that the number of “clusters” and the number of small areas in each
“cluster” grows with sample size. Under the previously mentioned asymptotic
framework, it is theoretically shown that the proposed least squares estima-
tors are consistent and asymptotically normal. Moreover, the theoretical prop-
erties of the parameter estimators and robustness to the clustering assump-
tion are verified through simulation. The proposed model is implemented for a
county-level civilian employment growth rate data set.

Small-Area Estimation for Alcohol Drinking

Among Teenagers

% Hsing-Yi Chang, National Health Research Institutes, #35, Keyan Road,
Zhunan twon, 350 Taiwan, hsingyi@nhri.org.tw; Yu-Wen Wen, National
Health Research Institutes

Key Words: generalized linear mixed effects model, NHIS, alcohol drink-
ing, teenagers

In this study, we used a two-stage method to estimate the proportion of al-
cohol drinking among teenagers. Data for this study was the 2001 National
Health Interview Survey in Taiwan. We first used generalized linear mixed
effects model including the random intercept to estimate the probability of
alcohol drinking among teenagers for townships or cities in Taiwan. The es-
timated random intercept was related to some spatial variables. Then, we
used the spatial model to predict the value of the random intercept in the
area, where no sample was taken, and their probabilities of alcohol drinking.
The results of model show that the highest regional probability of alcohol
drinking was about 0.3 in mountainous areas. The model provides reason-
able estimates.

Benchmarked Hierarchical Bayesian Posterior

Predictive Model Selection

% Lu Lu, Center for Survey Statistics and Methodology, Iowa State
University, 2625 N. Loop Dr., Bldg. 2, Suite 2140, Ames, IA 50011-1272,
icyemma®@iastate.edu; Michael D. Larsen, Iowa State University

Key Words: small area estimation, hierarchical Bayesian, model selection,
posterior predictive check, benchmarking, graphical examination

In a stratified multi-stage sample survey conducted by Iowa’s State Board of
Education, given the budget restrictions, a small sample of PSUs was selected
from a two-way stratification of school districts. A hierarchical Bayesian (HB)
estimator is proposed to produce more reliable estimates of small area quan-
tities than the design-based direct estimator. A method which benchmarks
the HB estimates to the higher levels direct estimates and measures the rela-
tive inflation of posterior MSE due to benchmarking in posterior predictions
is developed to evaluate the performance of hierarchical models. A graphi-
cal examination of posterior predictive discrepancy measures is used. The
benchmarked HB posterior predictive model comparison method is shown
to be able to select proper models effectively in a simulation study and is then
applied to the actual data from ISBE 2004-2005 transcript survey.
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Further Developments in a Hierarchical Bayes
Approach to Small-Area Estimation of Health
Insurance Coverage: State-Level Estimates for
Demographic Groups

%k Steven Riesz, U.S. Census Bureau, steven.riesz@census.gov; Mark Bauder,
U.S. Census Bureau; Donald M. Luery, U.S. Census Bureau

Key Words: administrative data, multivariate modeling, low-income

Fisher et al. (2006) developed a hierarchical Bayes model to estimate the
number of people without health insurance within demographic groups for
states. The Centers for Disease Control and Prevention are interested in es-
timates of women without health insurance by demographic groups in fami-
lies that earn less than 200% of the poverty line. Our approach jointly mod-
els survey estimates from the Annual Social and Economic Supplement to
the Current Population Survey and estimates from tax, census, food stamp,
and Medicaid data using a multivariate, hierarchical approach. We have
made important enhancements to the models by including additional ad-
ministrative data, further elaborating the expectation and variance models
for both the survey estimates and the administrative data, and developing
an approach to reflect the variation due to raking to survey estimates in the
variance estimates.

The Connection Between Bayesian- and
Resampling-Based Inference in Small-Area
Models

% Snigdhansu Chatterjee, The University of Minnesota, 313 Ford Hall, 224
Church Street S.E., Minneapolis, MN 55455, chatterjee@stat.umn.edu

Key Words: Small area, parametric bootstrap, Bayesian

A general small area model is a hierarchal two stage model, of which special
cases are mixed linear models, generalized linear mixed models and hier-
archal generalized linear models. Such models naturally lend themselves to
both Bayesian and non-Bayesian analysis. In recent times, parametric boot-
strap for small area models has become an active field of study. Although
resampling techniques like the parametric bootstrap are inherently non-
Bayesian, there are some deep connections between resampling and Bayes-
ian analysis. This talk will focus on some of these connections in the context
of small area problems.

187 Sampling Frames @

Section on Survey Research Methods, Section on
Government Statistics, Social Statistics Section
Monday, August 4, 2:00 p.m.-3:50 p.m.

Geoframe: A Technological Advancement in

Field Enumeration

% Joseph P. McMichael, RTI International, 3040 Cornwallis Road, Research
Triangle Park, NC 27709, mcmichael@rti.org; Leslie Athey, RTI International;
Brian Evans, RTI International; Victoria Albright, RTI International

Key Words: field enumeration, global positioning system (GPS), sampling
frame, counting and listing, Google Maps API

Face-to-face interviewing using area probability samples remains the gold
standard method for conducting representative surveys, but the increasing
cost of these studies has led researchers to look for economies in all phases
of survey design and execution. GeoFrameTM is an innovative use of digital
photography and geospatial technology that reduces the cost of field enu-
meration to make construction of area probability samples more affordable.
GeoFrame’sTM utility can be extended to other situations where sampling
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frames may be difficult or too costly to create, such as when creating prob-
ability samples to evaluate disaster recovery efforts or conduct surveys in
developing nations. This paper describes the initial application of this new
technology to construct a sampling frame for a survey of tobacco use in the
colonias in El Paso County, Texas.

Using Digital Imagery To Update the Measures

of Size of Area Segments

% Lee Harding, Westat, 1650 Research Blvd., Rockville, MD 20850,
LeeHarding@Westat.com; Sylvia Dohrmann, Westat; Lin Li, Westat; Lester R.
Curtin, Centers for Disease Control and Prevention

Key Words: Area sample, MOS, Probability proportional to size sampling

Two-phase sampling can be used to update the measures of size (MOS) used
for selecting area segments when census MOS have become outdated. In the
first phase a large sample of segments is selected with probabilities propor-
tional to census MOS and updated MOS are produced. A second phase sub-
sample of segments is then selected making use of the updated MOS. One
approach for updating the MOS is to have field staff tour the segments to
count the numbers of housing units. The advent of mapping products like
Google Earth makes possible an alternative, less expensive, approach that
involves counting housing units in the office, based on high-resolution digi-
tal imagery. We evaluate the effectiveness of this new approach by compar-
ing field counts, counts from digital imagery, and counts of listed housing
units for several high growth PSUs in the National Health and Nutrition
Examination Survey.

Success Using an Age-Targeted List Sample
for the National Immunization Survey - Adult

% Steven Pedlow, National Opinion Research Center, 55 E. Monroe, Suite
2000, Chicago, IL 60603, pedlow-steven@norc.uchicago.edu; Hee-Choon
Shin, National Opinion Research Center; Ashley Amaya, National Opinion
Research Center; Gary L. Euler, National Center for Immunization and
Respiratory Diseases; Meena Khare, National Center for Health Statistics

Key Words: Vaccination Coverage, Representative Sample, NIS-Adult

The NIS-Adult, a nationwide telephone survey conducted by NORC for the
Centers for Disease Control and Prevention, was designed to monitor vac-
cination rates for persons aged 18 years and older. The initial sample for
the NIS-Adult was selected from adult respondents to the National Health
Interview Survey (NHIS) who completed the household interview and pro-
vided contact information. The NHIS sample had an insufficient number of
older adults. To supplement adults aged 50-64 years and 65+ years, an age-
targeted list sample based on directory-listed telephone numbers was used.
The age-targeted list contributed a larger fraction of the final sample than
expected-59%. In this paper, we compare the demographic profiles of the
NIS-Adult with those from the Current Population Survey and the NHIS and
show that the age-targeted list sample performed above our expectations.

Challenges and Methods in Creating Secondary

Sampling Units for Area Probability Samples
¥ Bryce Johnson, Westat, 1650 Research Blvd., Rockville, MD 20850,
BryceJohnson@Westat.com; Jill Montaquila, Westat

Key Words: Secondary sampling units, automation, TIGER, invisible
boundaries, contiguous, heterogeneity

In area probability samples secondary sampling units (SSUs), or segments,
are often constructed using census blocks, block groups, or tracts. There are
numerous challenges in forming segments that meet statistical, operation-
al, and study goals. Creating segments which are composed of contiguous
units is often a sought after goal which can be a challenging task whether a
manual or automated solution is used. A more complex approach may involve
forming segments which are more heterogeneous based on one or several
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factors. There may also be some advantage in creating more compact seg-
ments. An important operational consideration is to create segments with
visible boundaries, roads for example instead of property lines. All of these
challenges are explored in this paper and a multifaceted solution is presented
which relies on automated techniques.

Assessing the Filter Rules for Exiracting
Addresses from the Master Address File To
Construct a Housing Unit Frame for Current
Demographic Surveys

* Joel Martin, U.S. Census Bureau, joel. m.martin@census.gov; Clifford
Loudermilk, U.S. Census Bureau

Key Words: Sampling Frame, Filter, Surveys, Master Address File

The Master Address File (MAF) is a national inventory of addresses for liv-
ing quarters in the United State that the Census Bureau continually updates.
One of the goals of the 2010 Demographic Household Survey Redesign is
to switch to using a MAF-based frame for current demographic household
surveys. To create the best possible current household survey frame from
the MAF, a set of filter rules must be established to determine which MAF
records should be accepted into the frame. The quality of the filter can have
a major impact on the coverage of the resulting frame. We assess the effec-
tiveness of various filter criteria by comparing the resulting frames with a
benchmark address list collected from the field listings of a nationally repre-
sentative probability sample.

Evaluating the American Community Survey
as a Potential Sampling Frame for the National
Survey of College Graduates

%* John Finamore, U.S. Census Bureau, john.m.finamore@census.gov; David
Hall, U.S. Census Bureau

Key Words: ACS, NSCG, Sampling Frame, Effective Sample

The NSCG is a longitudinal survey that collects information on employment,
educational, and demographic characteristics of scientists and engineers in
the U.S. The current NSCG sample was selected from the Census 2000 Long
Form. In 2010, the NSCG plans to refresh its sample to address attrition
and coverage concerns. With the ACS replacing the Long Form, the Census
Bureau is evaluating using the ACS as a sampling frame for the NSCG. The
evaluation will initially examine the change in available and effective sample
if the ACS is used as the sampling frame under the current NSCG design. The
evaluation will then examine the potential increase in sampling efficiency
for the NSCG associated with the additional demographic information avail-
able on the ACS. This paper provides an overview of this evaluation and pres-
ents recommendations for the 2010 NSCG based on the evaluation results.

Stratification and Allocation for the Estimation

of a Complex Statistic with Auxiliary Data
% Serge Godbout, Statistics Canada, 150 Tunney’s Pasture Driveway, RHC
Building, 11G, Ottawa, ON K1A 0T6 Canada, serge.godbout@statcan.ca

Key Words: Stratification, Sample allocation, Taylor linearization, Com-
plex statistic

In literature, stratum creation, take-all unit identification and sample
allocation methods usually try to optimise the variance or the cost for the
estimation of a total. For a complex statistic like a ratio or a regression
coefficient, a sampling plan based on the total of one of the variables in the
statistic isn’t necessarily optimal. We propose to use a method built on a
Taylor linearization of the complex statistic. The statistic is first linearized
and then, the common stratification and allocation methods can be used.
We will measure the efficiency of the method through a simulation study.
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We will show an example of the application using the Canadian Survey of
Employment, Payrolls and Working Hours.

188 Variations on Designs @

Section on Statistics in Epidemiology, Section on
Survey Research Methods, Biometrics Section
Monday, August 4, 2:00 p.m.-3:50 p.m.

Sampling Issues in Biomarker Studies of Nevus
Phenotypes

% Jaya M. Satagopan, Memorial Sloan-Kettering Cancer Center, 307 East
63rd Street, New York, NY 10021, satagopj@mskcc.org

The etiologic effects of complex traits are often conferred by multiple risk fac-
tors. Cancer epidemiology studies typically establish a large cohort to study
risk factors for complex diseases and disease phenotypes. While some puta-
tive risk factor data are obtained from the full cohort, new risk factors such
as biomarkers need to be constantly examined as studies continue. Evaluat-
ing the biomarkers on the full study cohort may not always be feasible due to
logistic or economic concerns. Therefore, it may be useful, or sometimes nec-
essary, to identify an informative sub-cohort for evaluating new risk factors
in an efficient manner. This talk examines a novel stratification scheme for
identifying an informative sub-cohort for biomarker evaluation. Our work
is motivated by the ongoing Study of Nevi in Children the investigates risk
factors associated with nevogenesis and nevus evolution.

Assessing the Impact of Intervention
% Shailendra N. Banerjee, Centers for Disease Control and Prevention, 5375
Country Lake Court, Lilburn, GA 30047, snbl@cdc.gov

Key Words: Intervention, Segmented Regrssion, Auto-Correlated, ARIMA

Increasingly, educational, administrative and policy interventions are be-
ing carried out to improve public health, quality of medication use and/or
contain costs. Several statistical methods have been suggested to implement
the intervention procedures and to assess its impact. These methods may
vary from randomized controlled trials to Auto-Regressive Integrated Mov-
ing Average (ARIMA) to segmented regression analysis or parameter-driven
models in regression analysis. Clearly, the methodology is partially guided
by nature and availability of data. Thus, ARIMA is more suitable for data
with serial dependence. But, it also requires a large number of data points for
better results. Segmented regression assumes linearity which often may hold
only over short intervals. This method may also not be appropriate for highly
auto-correlated data. In this paper, these methods will be compared.

Noncompliance-Corrected Effect of
Randomized Highly Active Antiretroviral
Therapy on Incident Aids or Death Using

Inverse Probability-of-Censoring Weights

¥ Lauren E. Cain, Johns Hopkins Bloomberg School of Public Health, 615
N. Wolfe St. E7133, Baltimore, MD 21205, lcain@jhsph.edu; Stephen R. Cole,
Johns Hopkins Bloomberg School of Public Health

Key Words: Compliance, HIV/AIDS, Inverse probability weight, Trial,
randomized

In 1996-7, AIDS Clinical Trial Group study 320 randomized 1156 HIV+ US
patients to combination antiretroviral therapy (ART) or highly active ART
with equal probability. In one year of follow up, 96 patients incurred AIDS or
died, 51 dropped out, and 290 dropped out or stopped their assigned thera-
py- Noncompliance likely results in a null-biased intent-to-treat hazard ratio
(HR) of AIDS or death comparing highly active ART to combination ART:
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which was 0.75 (95% confidence limits [CL]: 0.43, 1.31) for follow up within
15 weeks. Noncompliance correction using inverse probability-of-censoring
weights yielded a 63% stronger HR of 0.46 (95% CL: 0.25, 0.85). Weights
were estimated conditional on randomization arm and measured baseline
and time-varying covariates. These methods may help resolve discrepancies
between randomized studies with differing amounts of compliance.

The Exposure-Controlled Retrospective Study:

Application to High-Incidence Diseases
*¥ Peng T. Liu, U.S. Food and Drug Administration, 5100 Paint Branch Pkwy,
College Park, MD 20740, peng.liu@fda.hhs.gov

Key Words: Alternative Design, High Incidence, Case-Control Study, Sam-
ple Size, Relative Efficiency

For measuring the degree of association between a disease and a risk factor,
we have developed a new epidemiological design that can serve as an alterna-
tive to the conventional design for cohort and case-control studies. When the
prevalence rate of disease is greater than the prevalence rate of exposure, this
new design is superior in terms of the sample size and of the efficiency of esti-
mate. A “reversed weighting” procedure is adopted for estimating the required
sample size. The relative efficiency of the new design in comparison with case-
control study results under a wide variety of conditions is also examined.

Semiparametric-Efficient Estimation for

Multistage Case-Control Studies

%k Alastair J. Scott, University of Auckland, 38 Princes StreetDepartment
of Statistics, 38 Princes Street, Auckland, International 1010 New Zealand,
scott@stat.auckland.ac.nz; Alan J. Lee, University of Auckland; Chris J. Wild,
University of Auckland

Key Words: multi-stage, case-control study, semiparametric efficiency

In a simple stratified case-control study, a prospective cohort is stratified
according to some variables known for the whole cohort. Separate samples
of cases and controls are then drawn from each stratum and values of co-
variates are obtained. In a two-stage study, some of the more expensive or
difficult covariates are not measured on all the sampled units, but only on a
subsample drawn from them. This process can be continued indefinitely. We
derive a set of estimating equations for the efficient semiparametric maxi-
mum likelihood estimator with an arbitrary number of stages. These take the
form of penalized “pseudo-likelihood” equations, with a term corresponding
to an ordinary prospective likelihood plus an extra penalty term for each ad-
ditional stage of sampling. We illustrate with a three-stage example.

A Steady-State Effect of a Cancer Screening

Intervention

% Shih-Yuan Lee, The University of Michigan, 1420 Washington Heights,
Ann Arbor, MI 48109, shihylee@umich.edu; Alexander Tsodikov, The
University of Michigan

Key Words: screening, cancer incidence, prostate cancer

Introduction and increased utilization of cancer screening induces remark-
able transient effects on cancer incidence and mortality. When the dust set-
tles we are interested in estimating the achieved benefits comparing a steady
state after the intervention with the one before the intervention. We pro-
pose methodology for addressing this problem. A model of population under
screening is built using methods of queuing theory. The disease free stage
and the preclinical disease stage represent two series-connected servers.
Stationary states of the system before and after the intervention are derived
and linked by a regression model with intervention process characteristics as
covariates. The methods are applied to Surveillance, Epidemiology and End
Results (SEER) data.

Denver, Colorado 151



A Themed Session

Estimation in Hidden Population Using Social
Network

¥ Yang Zhao, University of Regina, College West 307.14, Regina, SK S4S
0A2 Canada, zhaoyang@uregina.ca

Key Words: Hidden population, Markov chain model, Population propor-
tion, Respondent-driven sampling, Social network relationships

Characteristics of hidden populations (e.g., population of injection drug us-
ers) cannot be studied using standard sampling and estimation procedures.
This article considers methods for estimating the population proportion
of hidden population using social network. We describe an one step sam-
pling procedure for collecting data from both the population and its social
network, and provide a method to estimate the population proportion ef-
ficiently. We further drive a formula to compute an estimate of the variance
of the proposed estimator. Simulation study is provided to illustrate the new
sampling and estimation methods.

1 8 9 Applications in

Statistical Consulting @

Section on Statistical Consulting
Monday, August 4, 2:00 p.m.-3:50 p.m.

Strategies for New Statisticians Venturing into
the Real World

* Laura Vazquez, Shepherd Center, Marcus Community Bridge Program,
2020 Peachtree Road, NW, Atlanta, GA 30309, laura_vazquez@shepherd.org

Key Words: statistical consulting, career development, nontraditional,
Masters level

Statistical consulting interactions with colleagues can be rewarding; how-
ever, they are often times challenging, difficult and ineffective. Difficult in-
teractions may lead one to consider ethics in statistics, the mistrust of statis-
ticians, evaluate the limits of statistics, both personal and professional, and
consider best practices. This presentation will provide strategies for facilitat-
ing successful interactions in a clinical environment in which clinicians and
researchers evaluate evidence independently and as a part of a team. Strate-
gies will include those learned as an epidemiologist trained at the Masters
level, as well as those from other resources, including the American Statisti-
cal Association. In addition, the multiple roles of the statistician, along with
opportunities for team work in a clinical setting will be explored.

A Total Health Care Costs Analysis for Multiple
Sclerosis Patients: Lessons Learned, or How
Could My Study Have Been More Efficient?

%* Andrea McAllister, Highmark Inc., 120 Fifth Avenue Place, Suite P7205,
Pittsburgh, PA 15222, andrea.mcallister@highmark.com

Key Words: matched cohort, total healthcare cost, Specialty Pharmacy, risk
scores

A total health care cost analysis of Multiple Sclerosis (MS) patients started
out as a straightforward study: MS patients are examined pre- and post-im-
plementation of a disease management program by a health insurer’s Spe-
cialty Pharmacy provider. What should have been a relatively brief study,
about two to three months, ended up being a seven month study using very
different parameters than at the onset. Initially all patients, the total cohort,
were included for analysis and by the end of the study cohorts matched using
DxCGQO risk scores were compared. For future studies, can all of the inter-
mediate steps be excluded or are they necessary for comprehensive examina-
tion of the populations and resulting data? This question will be explored as
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well as the benefits and drawbacks to using the DxCG®© risk scores in this
particular study.

Percent Effort vs. Fee-for-Service:
Communicating with Investigators About Cost

Recovery

¥ Richard E Ittenbach, Cincinnati Children’s Hospital Medical Center, 3333
Burnet Avenue (MLC5041), Center for Epidemiology and Biostatistics,
Cincinnati, OH 45229-3039, richard.ittenbach@cchmc.org; Francis W.
DeAngelis, The Children’s Hospital of Philadelphia

Key Words: consulting, fee for service, percent effort, compensation

Although different models exist for providing statistical support to investi-
gators, two approaches tend to predominate when it comes to the fiscal sus-
tainability of a biostatistics unit, percent effort and fee-for-service. Despite
the importance of cost recovery mechanisms to a department, many statisti-
cians are uncomfortable with discussions about the financial implications of
their work. Those who are comfortable may not fully understand the ratio-
nale for specific policies and procedures. The purpose of this presentation is
threefold: first, to identify and describe the two predominant models of cost
recovery; second, to offer a rationale for combining the two approaches into
asingle, overarching framework; and, third, to provide a simple strategy that
can be used with investigators when discussing cost recovery components of
their work.

Innovative Application of Statistics to Studies

from Academic Medical Centers

% Jayawant Mandrekar, Mayo Clinic, 2665 Boulder Ridge Drive NW,
Rochester, MN 55901, mandrekar.jay@mayo.edu

Key Words: Graeco Latin Square, Factor Analysis, Deming’s regression

Academic medical centers offer opportunities to consult on clinical projects
that involve novel applications of statistical methods. In this talk illustrative
examples from diverse clinical areas will be presented. Specifically, statisti-
cal approaches including; 1) Greco- Latin Square design to compare the per-
formance of four liquid crystal displays under typical medical center lighting
conditions, 2) factor analysis to evaluate stability of factorial structure of
clinical teaching assessments among medical specialties, 3) determination
of the predictive utility of continuous versus categorical scaling of duration
of post-traumatic amnesia, and 4) Deming’s regression to compare perfor-
mance of various assays in clinical microbiology studies, will be discussed.
Findings from these studies directly impact patient care and/or offer cost
savings with improved efficiency.

How Are Mathematics GPA and Several
Other Factors Related to University Time-to-

Graduation?

¥ Xiaohui S. Wang, The University of Texas-Pan American, Mathematics
Department, The University of Texas-Pan American, Edinburg, TX 78539,
xhwang@utpa.edu

Key Words: Ordinal responses, multinomial logistic regression, cumula-
tive logit models

University time-to-graduation is treated as a categorical variable with values
Year-4, Year-5, Year-6 and Year-more. Our statistical study shows that math-
ematics GPA is closely related to Cumulative GPA that usually defines the
university graduation year. We will use real student records data obtained
from the University of Texas-Pan American to illustrate how mathematics
GPA and several other factors, such as gender and full/part-time study sta-
tus, are related to speed of university graduation.
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Estimation of the Correlation Coefficient of

Left-Censored and Repeated Measures Data
¥ Agustin Calatroni, Rho, Inc., 6330 Quadrangle Drive, Suite 500, Chapel
Hill, NC 27517, acalatro@rhoworld.com; Cindy Visness, Rho, Inc.; Herman
Mitchell, Rho, Inc.

Key Words: correlation, left censored, repeated measures

Cytokines are released by cells in the immune system and inform other cells
to generate an immune response. Different cytokines are released depending
on the specific immune response required. The correlations among cytokine
responses are of interest to immunologists. It is common for laboratory as-
says of cytokine response to be performed in duplicates or triplicates for
quality control purposes. These assays normally have a limit below which
the cytokine response cannot be measured, resulting in left censoring. To ac-
count simultaneously for left censoring and repeated measures, a maximum
likelihood method is proposed to estimate the correlation coefficient using
SAS © NLMIXED. The approach is illustrated with data from the Urban En-
vironment and Childhood Asthma Study (URECA).

Parameter Selection for SUP Clustering
Algorithm

% Ting-Li Chen, Institute of Statistical Science, Academia Sinica, tlchen@
stat.sinica.edu.tw; Shang-Ying Shiu, Institute of Statistical Science,
Academia Sinica

Key Words: Clustering, Parameter Selection, Image Segmentation

The Self-Updating Process (Chen and Shiu, 2007) is a simple and novel clus-
tering algorithm. In our previous work, we have shown its promising perfor-
mance compared to other frequently used clustering methods. However, the
effect of parameters on the clustering results still required further investiga-
tion. In this talk, we will address the issue of parameter selection. There are
two parameters r and T to be determined. r is estimated from the empirical
distribution. T is chosen to be proportional to r, or is increasing with respect
to the time. The clustering performance of this automatic selection and an
example of image segmentation will be presented.

190 Bayesian and

Likelihood Inference

Section on Statistical Computing, Section on
Bayesian Statistical Science
Monday, August 4, 2:00 p.m.-3:50 p.m.

Bayesian Scale Space Analysis of Image

Differences

¥ Leena A. Pasanen, University of Oulu, Dept. Of Mathematical Sciences,
P.O. Box 3000, FIN-90014 UNIVERSITY OF OULU, FINLAND, Oulu,
International FIN-90014 Finland, Leena.Pasanen@oulu.fi; Lasse Holmstrém,
University of Oulu

Key Words: Image analysis, Bayesian methods, Scale space, SiZer, BSiZer,
Applications

We consider the detection of features in noisy images that appear in different
spatial scales orresolutions. Our goalis to capture scale dependent differences
in a pair of images of the same scene taken at two different instances of
time. A new approach is proposed that uses Bayesian statistical modeling
and simulation based inference. The method can be viewed as further
development of SiZer technology, originally designed for nonparametric
curve fitting. A strength of the Bayesian approach is straightforward
inference and incorporation of domain specific prior information on the
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images in question. While we demonstrate the performance of the new
method mostly using artificial test images, the approach is believed to have
applications e.g. in satellite based remote sensing. Hence, we also include
a preliminary analysis of a pair of Landsat satellite images used in forest
inventory.

Bayesian Inference for Measures of Model Fit
% Joseph Retzer, Maritz Research, 2019 E. River Rd., Grafton, WI 53211,
retzerjj@gmail.com

Key Words: bayesian, stochastic dominance, information theory, regres-
sion, contingency table, entropy

Measures of fit such as assortments of R square’s and deviance are functions
of model parameters. Uncertainty about the parameters induces uncertainty
about the fit measures. The common Bayesian practice is to integrate out the
parameters. Stronger inference can be obtained by deriving the distribu-
tion of the fit measures from it the constituent parameters. Then the model
fit can be estimated by the Bayes estimate of fit under a loss function and/
or a posterior interval. Such an inference requires stochastic dominance of
the measure of fit for the model over the measures of fit for all of its sub-
models. We provide algorithms for computing, posterior distributions of
fit measures for a various statistical problems including linear regression,
contingency table analysis, logit analysis, canonical correlation, and linear
structural equations.

Bayesian Nonparametric Model for fMRI of the

Visual Cortex

% Raymond G. Hoffmann, Medical College of Wisconsin, Division of
Biostatistics, 8701 Watertown Plank Rd., Milwaukee, WI 53226, hoffmanne@
mcw.edu; Nicholas M. Pajewski, Medical College of Wisconsin; Edward A.
DeYoe, Medical College of Wisconsin; Daniel B. Rowe, Medical College of
Wisconsin

Key Words: non-parametric, point process, Dirichlet prior, fMRI, imaging,
spatial density

The fMRI visual field map (VFM) is obtained by using a rotating-expanding
visual target to identify the area of the retina that corresponds to activated
visual cortex. Since fMRI data is (1) relative rather than absolute and (2)
has a degree of noise that may mask the activation, identifying differences
in VEMs requires a model that will differentiate changes in the underlying
structure from differences due to imaging variability. The VFM produces a
non-homogenous, non-isotropic set of points on a disk that includes irregu-
lar features like the blind spot. A non-parametric mixture model, using a
Dirichlet prior on a space of 2D density functions, will be used to model the
VEM under experimental conditions where part of the visual field is masked
by a circular wedge. The posterior probability of the difference in the models,
will be used to quantify the probable location of the wedge.

Bayesian and Non-Bayesian Approaches to

Sample Size Determination

% Junheng Ma, Case Western Reserve University, 10900 Euclid Ave.,
Dept. of Statistics, Cleveland, OH 44106, jxm216@case.edu; Jiayang Sun,
Case Western Reserve University; Joe Sedransk, Case Western Reserve
University

Key Words: predictive posterior p-value, power calculation, sample size,
images, Multinomial distribution

In developing new imaging diagnostic tools, it is often of interest to compare
the quality of the resulting images from the competing tools. Each image is
assessed by one or several evaluators who score the images from 1 to 5. An
important scientific question is how many images are needed to detect dif-
ferences in the quality of these images when using these diagnostic tools.
Specifically, one is interested in finding the sample sizes needed to detect a
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difference between the parameters from two multinomial populations. In
this paper we develop three Bayesian approaches based on the ideas of pos-
terior predictive p values and two non-Bayesian methods using a chi-square
test and a simultaneous confidence interval. Evaluations and comparisons
are made using asymptotics, simulated data and a real data application.

Large Gaussian Covariance Matrix Estimation

with Markov Structure

¥ Xinwei Deng, Georgia Institute of Technology, 765 Ferst Drive NW,
School of Industrial and Systems Engineering, Atlanta, GA 30332, xdenge@
isye.gatech.edu; Ming Yuan, Georgia Institute of Technology

Key Words: Covariance matrix, Markov structure, Sparsity, Shrinkage es-
timators, Semi-definite program

Covariance matrix estimation for a large number of Gaussian random vari-
ables is a challenging yet increasingly common problem. A fact neglected in
practice is that the random variables are frequently observed with certain
temporal or spatial structures. Such a problem arises naturally in many situ-
ations with time series and images as the most popular and important exam-
ples. In this paper, we propose shrinkage estimators of the covariance matrix
specifically to address this issue. The proposed methods exploit sparsity in
the inverse covariance matrix in a systematic fashion so that the estimate
conforms with models of Markov structure and amenable for subsequent
stochastic modeling. We show that the estimation procedure can be formu-
lated as a semi-definite program and efficiently computed. We illustrate the
merits of these methods through simulation and a real data example.

Simulation-Based Visualization of Inference
Functions

% Daeyoung Kim, The Pennsylvania State University, Department of
Statistics, 326 Thomas Building, University Park, PA 16802, dzk123@psu.
edu; Bruce G. Lindsay, The Pennsylvania State University

Key Words: Inference function, Likelihood ratio statistic, Score statistic,
Wald statistic, Visualization, Confidence sets

This paper presents a new simulation based methodology to visualize aspects
of inference functions of statistical interest. Our simulation based method-
ology provides values for the parameters that picture the inference function
surface around the estimator optimizing the inference function. Once done,
one can picture the profile inference function confidence sets for multiple
parameters of interest without further complicated optimization. Although
this methodology is related to Fisher’s concept of fiducial inference, it is here
treated as merely a visualization device. Our method uses the same observed
data without repeated sampling, which is also the case in Bayesian inference
with Markov chain Monte Carlo algorithm. Moreover, our method does not
require the specification of a prior distribution for parameters and a burn-in
period for MCMC convergence.

Identifying Statistically Significant Clusters

¥ Ranjan Maitra, Iowa State University, Department of Statistics, Ames, IA
50011, maitra@iastate.edu; Volodymyr Melnykov, Iowa State University

Key Words: EM algorithm, p-value, second-order delta method

A formal hypothesis-testing approach is presented for detecting significant
clusters in data. The approach revolves on calculating the p-value of form-
ing an additional cluster at each stage. We illustrate our methodology using
model-based clustering as an example. In this setting, we can use the second-
order delta method and obtain exact p-values for the change in optimized
likelihood with each additional cluster. Experiments on simulation and clas-
sification datasets are promising.

154  Jsm 2008

@ Applied Session

% Presenter

191 Advances in Modeling

Physical Data @

Section on Physical and Engineering Sciences, Section
on Nonparametric Statistics
Monday, August 4, 2:00 p.m.-3:50 p.m.

Divergence-Based Kernel for Spectrum

Classification and Its Applications

% Tsukasa Ishigaki, The Institute of Statistical Mathematics, 4-6-7 Minami-
Azabu, Minato-ku, Tokyo, 106-8569 Japan, ishigaki@ism.ac.jp; Tomoyuki
Higuchi, The Institute of Statistical Mathematics

Key Words: Divergence-based kernel, classification, kernel method, kernel
classifier, acoustic signal

The proper selection of the kernel function is important in order to obtain
the high classification performance for the classifier with kernel method.
The presentation describes a high-accuracy classification for the spectra us-
ing the kernel classifiers (Support Vector Machine and Relevance Vector Ma-
chine) with the divergence-based kernels. The proposed method introduces
the divergence, which is a metric between two probability distributions, as
a kernel function for similarity calculation of two spectra with the appro-
priate statistical signal processing. We apply the method to three kinds of
acoustic signals observed from real systems. The proposed method demon-
strates a higher accuracy than popular kernels, such as the polynomial and
Gaussian kernels.

Smoothing Spectral Data

% Tom Burr, Los Alamos National Laboratory, Mail Stop F600, Los Alamos
National Lab, Los Alamos, NM 87545, thurr@lanl.gov; Scott Garner, Los
Alamos National Laboratory; Nicolas Hengartner, Los Alamos National
Laboratory; Steve Myers, Los Alamos National Laboratory

Key Words: smoothing, isotope identification, spectral

A smooth fit to low-dimensional functional data often provides a better esti-
mate of the true average response function than does the raw data. Although
there is a large literature on smoothing options, comparison of smoothing
options has mostly relied on visual inspection of plots. Spectral analysis in
the context of isotope identification for detecting nuclear threats provides
recent examples for which a very good estimate of the true response is avail-
able. This estimate can be compared to the estimate based on various smooth
fits to the data, and therefore the performance of smoothing options can
be quantified. We describe two such examples, both of which require locally
adaptive smoothing for good performance.

Inference for Multi-Piecewise Regression Using
the Bootstrap

% Trevor Craney, Shell E&P, 8534 Iron Tree Lane, Katy, TX 77494,
Trevor.A.Craney@shell.com

Key Words: changepoint, pants

Inference in ordinary least squares regression is dependent on various assump-
tions, including normality. When the least squares approach is constrained, as
it is in piecewise regression, the standard assumptions can no longer be as-
sumed valid. The bootstrap approach is applicable to creating confidence, or in-
ference, in this case. Further, if the user allows more than one changepoint to
be estimated by the data, a suitable stopping method must be decided, which
is not unlike the question of how many variables to add in a multiple regres-
sion model using a best subsets or forward selection approach. The bootstrap
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is shown to still be applicable in the multi-piecewise regression model with
various bootstrap approaches to be considered by the analyst.

Splines with Bounded Extrapolation

% Spencer Graves, PDF Solutions, 333 W. San Carlos St., suite 700, San
Jose, CA 953110, spencer.graves@pdf.com

Key Words: splines, modeling, extrapolation

Many modeling methodologies produce unacceptably wild predictions with
variations in explanatory variables outside the range of the training set. This
research considers various ways of managing this problem using splines that
are linear or parabolic in the center of the data but are bounded in various
ways outside the range of empirical experience. This mimics some of the de-
sirable properties of a random forest, which can be described as a mixture of
splines of order 1 (degree 0).

Fast FSR Methods for Second-Order Linear

Regression Models

%* Hugh B. Crews, North Carolina State University, Department of Statistics
Campus Box 8203, 2501 Founders Drive, Raleigh, NC 27695, hugh.
crews@gmail.com; Dennis Boos, North Carolina State University; Leonard
Stefanski, North Carolina State University

Key Words: False selection rate, Variable selection, Model selection, Re-
sponse surface

Many variable selection techniques have been developed that focus on first-
order linear regression models. In some applications fitting second-order
terms can improve predictive accuracy. We describe forward selection al-
gorithms that use the natural hierarchy existing in second-order linear re-
gression models to limit spurious interactions. We develop stopping rules
by extending False Selection Rate methodology to these algorithms. We
also propose a general method for controlling multiple-group false selection
rates. By estimating a separate entry level for first-order and second-order
terms, we obtain equal contributions to the false selection rate from each
group. Through Monte Carlo simulation, we compare these methods with al-
ternative estimation methods including the LASSO, CART, and MARS. We
apply these methods to optimizing response surface experimental designs.

Interpreting Spline Fits via the Coefficients of

Local Taylor Approximations

% Sundar Dorai-Raj, PDF Solutions, 333 W. San Carlos St., suite 700, San
Jose, CA 95110, sundar.dorai-raj@pdf.com; Spencer Graves, PDF Solutions

Key Words: Smoothing, Least Squares, Polynomial, Free-knot Splines,
Minimal Splines

Splines are piecewise polynomials, and it makes sense to interpret each
segment as a local Taylor series approximation about (e.g.) the midpoint of
the segment. With free-knot splines, analysts could gain useful informa-
tion from the estimated spline coefficients. We present R functions that
makes it easy to translate the estimated coefficients to more a interpre-
table “Taylor representation.”
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192 Data Modeling

Section on Government Statistics, Section on Survey
Research Methods, Social Statistics Section
Monday, August 4, 2:00 p.m.-3:50 p.m.

SAIPE County Poverty Models Using Data from

the American Community Survey

Wesley Basel, U.S. Census Bureau; % David Powers, U.S. Census Bureau, U.S.
Census Bureau, Rm. 6H120C, Data Integration Division, Washington, DC
20233-8500, david.s.powers@census.gov; Brett O’'Hara, U.S. Census Bureau

Key Words: poverty, saipe, acs, fay-herriot, census, small area

The U.S. Census Bureau’s Small Area Income and Poverty Estimates (SAIPE)
program produces model-based estimates of income and poverty using data
from Census 2000, the American Community Survey (ACS), administra-
tive records and intercensal population estimates. This work assesses SAIPE
county poverty models under log rate and log count data transformations.
Equivalent rate and count models are described as the basis for comparison,
which differ only in their corresponding dependent variables. Scale invari-
ance and homoskedasticity are assessed, and “goodness of fit” comparisons
are made in terms of root mean square error (RMSE). The estimation results
support use of the log count model.

Model Utility in a Time Series with Interventions:
A Case Study

William L. Seaver, The University of Tennessee; % Joy Oliver, University
of Tennessee, Knoxville, 408 Stokely Management Center, University
of Tennessee, Knoxville, Knoxville, TN 37996, joliver6@utk.edu; David J.
Woehr, University of Tennessee, Knoxville ; Brian K. Griepentrog, Fors
Marsh Group

Key Words: time series, change points, forecast horizons

Time series data with change points at the end of a series can make forecast-
ing particularly complicated because these points can disrupt estimations of
fit in the holdout sample. However, poor performance with a holdout sample
is not a sign that the model is totally invalid. The current study sought to
examine the predictive validity of various time series models, and then ex-
tended model fit estimations by forecasting with multiple horizons in order
to address the complexity of the data. Implications of this study point to the
importance of testing multiple origins and horizons for time series in which
the effects of change points are difficult to unmask.

Multivariate Analysis of Waiting and Treatment

Time in Emergency Departments

% Abera Wouhib, National Center for Health Statistics, 3311 Toledo Road,
Hyattsville, MD 20782, awouhib@cdc.gov; Myron Katzoff, Centers for
Disease Control and Prevention; Meena Khare, National Center for Health
Statistics

Key Words: Multivariate Multiple Regression

In Emergency Departments (ED), patients spend more time waiting before
being seen by a provider and thereafter until they are discharged. Although
volume of patients and size of EDs have direct effect, additional factors such
as demographic characteristics, regions and Health insurance status are
believed to have influence on time spend in EDs. Multivariate statistical
analysis is applied to the 2000-2005 National Hospital Ambulatory Medi-
cal Care Survey (NHAMCS) to establish and evaluate this multidimensional
relationship. Some continuous variables, such as waiting and treatment time
until discharge, and discrete variables such as: causes of visit, demographic
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characteristics, regions, and health insurance are analyzed to generate the
results. Also, the study tests the validity of the models to explain the under-
lining relationship.

Tracking Consumer Energy Price Change:
An Overview of Federal Data Sources and
Methodologies

% Janice Lent, Energy Information Administration, Energy Information
Administration, EI-70, 1000 Independence Ave., SW, Washington,

DC 20585, janice.lent@eia.doe.gov; Joseph Ayoub, Energy Information
Administration

Key Words: price index

Among categories of consumer goods, few have greater potential for rapid
price change than consumer energy products. Rising energy prices in recent
years have shocked markets and induced many consumers to explore alter-
native energy sources (e.g., wood stoves, alternative fuel-burning vehicles).
Several Federal agencies, as well as private companies, collect data on energy
production, consumption, and consumer prices. In addition to the Energy In-
formation Administration, the Bureau of Labor Statistics, the Environmen-
tal Protection Agency, and the National Agricultural Statistics Service all
collect energy-related data. In this paper, we examine the available sources
of consumer energy price and consumption data, compare data from differ-
ent sources, and discuss the data collection and estimation methodologies
used to track inflation in consumer energy prices.

Estimating Valid Signatures on a Petition:
Power To Choose Between W and A
Goodman Type

¥ Mark E. Eakin, The University of Texas at Arlington, Dep’t. of
Informations Systems and Operations Mana, Box 19437, Arlington, TX
76019, eakin@uta.edu; Mary M. Whiteside, The University of Texas at
Arlington

Key Words: Nonlinear, Sampling, Replication

To estimate the number of unique valid signatures on a petition, the authors
have recently shown that a new non-linear estimator, W, is preferably to
the more commonly used Goodman-type estimator provided that a signa-
ture’s being replicated on the petition is independent of the signature’s being
invalid for other reasons, such as not a registered voter or wrong address.
Through an extensive enumeration, this paper investigates the power of the
Chi squared test of independence to determine empirically the preferred es-
timator for a petition with known levels of petition size, sample size, percent
replicated signatures, percent invalid signatures, and degree of association
between replicated and otherwise invalid signatures.

A Smoothing Approach to Data Masking
*Yijie Zhou, Merck & Co., Inc, yijie_zhou@merck.com; Francesca Dominici,
Johns Hopkins University; Thomas A. Louis, Johns Hopkins University

Key Words: Data Masking, Confidentiality, Spatial Smoothing

Individual-level data are often not publicly available due to confidentiality. In-
stead, masked data are released for public use. However, analyses performed
using masked data may produce biased parameter estimates. We propose a
data masking method using spatial smoothing. The method allows for vary-
ing both the form and the degree of masking by utilizing a smoothing weight
function and a smoothness parameter. We investigate for GLM the bias of
parameter estimates resulting from analyses using the masked data, and we
show that data masking using a smoothing weight function that accounts for
prior knowledge on the spatial pattern of exposure may lead to less biased esti-
mates. We apply the method to the study of racial disparities in mortality, and
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we find that the bias of the association estimate when using the masked datais
highly sensitive to both the form and the degree of masking.

193 Bayesian Methods for

Missing Data @

Section on Bayesian Statistical Science, Section on
Survey Research Methods, Section on Health Policy
Statistics

Monday, August 4, 2:00 p.m.-3:50 p.m.

Bayesian Analysis for the Difference of Two
Poisson Rates with Data Subject to Under-
Reporting

* Brandi Greer, Baylor University, Waco, TX 76798, brandi_greer@baylor.edu;
Dean Young, Baylor University; James Stamey, Baylor University

Key Words: Under-reporting, Double sampling

We derive a closed-form posterior distribution for the difference of two Pois-
son rate parameters using both data subject to under-reporting and error
free data. We use a Monte Carlo simulation study to examine the charac-
teristics of posterior distributions for the rate difference. We also derive a
closed-form posterior distribution for the rate difference when using infor-
mative priors in the absence of the error free data. We perform a Monte Carlo
sensitivity analysis to examine the effects of the priors on the posterior dis-
tribution of the rate difference. We then apply our methods to an example
comparing automobile accident rates for males and females. We demonstrate
a considerable difference in credible sets for the rate difference found using
our two Bayesian methods that account for under-reporting versus a Bayes-
ian interval that does not account for under-reporting.

A Bayesian Cox-Regression Model with

Informative Censoring

* Niko Kaciroti, The University of Michigan, 300 N. Ingalls bldg., Ann
Arbor, MI 48109, nicola@umich.edu

Key Words: Time-to-event analysis, Missing data, Gibbs sampling, Hyper-
tension, Randomized clinical trials

In randomized clinical trials the primary outcome of interest often is time
to the occurrence of an event. Cox-Regression models are commonly used
to analyze such type of data. The standard Cox model assumes that the cen-
sored data are non-informative. These assumptions are usually not testable
from the observed data and may well introduce biased. This paper presents
amethod for analyzing time to event data using Cox-Regression when cen-
soring is informative. We propose a Bayesian model to analyze this type of
data by introducing informative prior distributions to identify the model.
Sensitivity analysis is then used over a range of these prior distributions.
The method is applied to analyze the data from the Trial of Preventive Hy-
pertension Study.
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Effects of Missing and Censored Data for

Nonlinear Models Involving ODEs

Sujit Ghosh, North Carolina State University; % Haojun Ouyang, North
Carolina State University, Bioinformatics Program, Raleigh, NC 27695-
7566, houyang@ncsu.edu

Key Words: Bayesian inference, Censored data, Data augmentation, Miss-
ing data, Monte Carlo simulation

The Bayesian Euler’s Approximation Method (BEAM) has recently been
proposed to estimate the parameters in a non-linear model involving with
ODEs, especially when analytical closed form solutions are not available. In
this article, the BEAM is extended to handle datasets with missing or cen-
sored observations. The proposed method is based on data augmentation
algorithm. A simulation study based on growth colonies of paramecium au-
relium is presented to compare the performances of the proposed method
for various percentages of missing and censored data cases and results are
compared to complete data case. Finally the method is illustrated with a real
data of AIDS Clinical Trials Group Protocol 315.

Multivariate Mixed-Effects Models for
Imputing Panel Missingness in Longitudinal

Administrative Data Sets

¥ Recai M. Yucel, SUNY-Albany, Department of Epidemiology and
Biostatistics, One University Place, School of Public Health, Rensselaer, NY
12144-3456, ryucel@albany.edu

Key Words: multiple imputation, Bayesian inference, missing data, mul-
tiple membership, mixed-effects, administrative data

Existence of missing values is an inevitable problem facing researchers
in many fields. In data systems with complexities due to clustering (both
nested and non-nested) and multiple-membership, missing values present
analytic challenge in the statistical analyses. I discuss inference multiple
imputation (MI) in this context. I specifically focus on panel missingness
in administrative longitudinal applications. Adaptations of multivariate
generalizations of the mixed-effects models are used to draw inference by
MI. Markov Chain Monte Carlo techniques are used to simulate and draw
imputations from underlying joint posterior predictive distributions. Brief
discussion on handling mixture of variable types and calibration techniques
for post-imputation checks will be provided and demonstrated using a longi-
tudinal administrative data.

Bayesian Semiparametric Density Regression

with Measurement Error

% Ju-Hyun Park, The University of North Carolina at Chapel Hill, 5523
NC Highway 55 #434, Durham, NC 27713, juhyunp@email.unc.edu; David
Dunson, National Institute of Environmental Health Science

Key Words: Conditional density model, Density regression, Dirichlet pro-
cess, Kernel stick-breaking process, Latent variables, Nonparametric Bayes

In many applications, it is of interest to study the relationship between a
predictor X and a response Y without imposing restrictive parametric as-
sumptions on the conditional response distribution of Y given X. The focus
of this article is on developing a semiparametric Bayes approach for flexible
conditional response distribution modeling, accommodating predictors that
are measured with error without imposing parametric assumptions on the
distribution of the missing predictor. Our approach relies on a joint model-
ing strategy, which uses Dirichlet process mixture models for the distribu-
tion of X and kernel stick-breaking process mixtures for the conditional dis-
tribution of Y given X. Identifiability issues are considered, and an efficient
MCMC algorithm is developed for posterior computation. The methods are
illustrated using simulation examples and an epidemiologic application.
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Bayesian Variable Selection for Large Data

Sets with Missing Covariates

% Jessica Z. Li, University of Florida, Department of Statistics, 102 Griffin-
Floyd Hall, P.O. Box 118545, Gainesville, FL 32611, zhenli79@ufl.edu; George
Casella, University of Florida

Key Words: Bayes factor, missing covariates, updating matrix inversion,
stochastic search, Bridge sampling, Bayesian variable selection

Bayesian variable selection has recently become a popular research topic, and
has been applied successfully in many situations. However, for the situation
of missing covariates, less progress has been made. To find good subsets of
variables from large amount of covariates, and at the same time to deal with
the problem that a certain percentage of the covariates are missing, we pro-
pose a Bayes factor driven search algorithm to find best subsets. With miss-
ing data it is difficult to find a closed form for the Bayes factor, so we derive a
bridge sampling type approximation. We prove that the stationary distribu-
tion is preserved and ergodicity is achieved when the approximate Bayes fac-
tors are used in a stochastic search algorithm. To increase the computational
speed, we use a matrix inversion identity to accommodate the situation.

194 Estimation, Testing, and

Clustering in High Dimensions

IMS, Section on Nonparametric Statistics
Monday, August 4, 2:00 p.m.-3:50 p.m.

Estimating Individual Effect Sizes and Local
FDR in Multiple-Hypothesis Testing

% Jozsef Bukszar, Virginia Commonwealth University, 410 North 12th
Street, Medical College of Virginia Campus, Richmond, VA 23298, jbukszar@
veu.edu; Edwin J.C.G. van den Oord, Virginia Commonwealth University

Key Words: multiple-hypothesis testing, individual effect size, local FDR,
genome-wide association

We present a method that estimates the individual effect sizes (IES) in
multiple-hypothesis testing problem. A novel and key element is that we use
the real likelihood function of the multiple tests rather the one based on the
frequently used mixture model. Interestingly enough, this latter one would
result in fairly inaccurate estimate even for arbitrarily high sample size. Our
IES estimates enable us to estimate the posterior probability that a hypoth-
esis is true null, i.e. the local FDR, accurately. Further applications of IES,
such as the estimate of Storey’s q-values, will also be discussed. Our methods
will be demonstrated on analysis of genome-wide association data.

Exact Calculations of Expected Power for the

Benjamini-Hochberg Procedure

% Deborah Glueck, University of Colorado Denver, Department of
Preventive Medicine and Biometrics, B119 Room 2C63, Office Annex 4200
East Ninth Avenue, Denver, CO 80262, Deborah.Glueck@uchsc.edu; Jan
Mandel, University of Colorado Denver; Anis Karimpour-Fard, University of
Colorado Denver; Lawrence Hunter, University of Colorado Denver; Keith
E. Muller, University of Florida

Key Words: hypothesis testing, multiple comparisons, false discovery rate,
distribution of rejections

Exact analytic expressions are developed for the average power of the Ben-
jamini and Hochberg false discovery control procedure. The result is based
on explicit computation of the joint probability distribution of the total
number of rejections and the number of false rejections, and expressed in
terms of the cumulative distribution functions of the p-values of the hy-
potheses. We give an example power analysis for a multiple comparisons
problem in mammography.
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Step-Up Tests for Number of Active Effects in

Orthogonal Saturated Designs

% Samuel S. Wu, University of Florida, 1329 SW 16th St, Gainesville, FL
32610, samwu@biostat.ufl.edu; Weizhen Wang, Wright State University

Key Words: Closed test method, Effect sparsity, Experimentwise error rate,
Stochastic ordering, Non-central chi-squared distribution

A sequence of null hypotheses regarding the number of negligible effects
(zero effects) in orthogonal saturated designs is formulated. Some stochas-
tic ordering results are obtained for functions of normally distributed effect
estimates. With these results and the assumption of effect sparsity, we show
that two step-up simultaneous testing procedures strongly control experi-
mentwise error rate.

G-PLUS Algorithm for Concave-Penalized

Negative Likelihood Selection

¥ Wenhua Jiang, Rutgers, The State University of New Jersey, Department
of Statistics, 110 Frelinghuysen Road, Piscataway, NJ 08854, wenhua@stat.
rutgers.edu; Cun-Hui Zhang, Rutgers, The State University of New Jersey

Key Words: LASSO, SCAD, penalized likelihood, solution path, variable
selection

Penalized methods are widely used for variable selection in high-dimensional
data analysis. Concave-penalized negative likelihood approach like the SCAD
has caught much attention since it enjoys promising theoretical properties.
In this talk we discuss generalized PLUS (G-PLUS) algorithm to compute the
solution path of concave-penalized negative likelihood. The G-PLUS is able
to discover the possibly multiple local minimizers of an individual penalty
level by continuously tracing the minimizers of other different penalty lev-
els. We use numerous end-to-end short linear segments to approximate the
nonlinear paths of generalized linear models. Our simulation results show
that both the SCAD and the minimax concave penalty (MCP) methods re-
markably outperform LASSO in linear and logistic regression.

Model-Based Clustering with Nonparametric

Maximum Likelihood

%* Yeojin Chung, The Pennsylvania State University, 330A Thomas
Building, University Park, PA 16802, ychung@psu.edu; Bruce G. Lindsay, The
Pennsylvania State University; Jia Li, The Pennsylvania State University

Key Words: clustering, nonparametric maximum likelihood, EM algo-
rithm, HMAC, MEM

Clustering analysis is widely used as a major data mining technology. Li, Ray,
and Lindsay (2007) developed the Modal EM(MEM) algorithm, searching for
a mode of a mixture density starting from any given point. Applying MEM
to the kernel density estimate, they derived the Hierarchical Mode Associa-
tion Clustering (HMAC), grouping data points associated to the same mode.
However, the kernel density estimate is naturally biased which could lower
the performance of clustering. We investigate the improvement in HMAC
by density estimators, based on treating the kernel density estimator as an
element of the model consisting of all mixtures of the kernel, continuous or
discrete. One can “likelihood tune” the kernel density estimator by using it
as the starting value in an EM algorithm and it leads to a fitted density with
higher likelihood and smaller bias than the kernel density estimator.

Adaptive Regularization Through Entire

Solution Surface

% Seongho Wu, The University of Minnesota, 313 Ford Hall, 224 Church St.
S.E., School of Statistics, Minneapolis, MN 55455, swu@stat.umn.edu

Key Words: Homotopy, Least squares, Subdifferential, Support vector ma-
chine, Variable selcetion, Variable grouping
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Several sparseness penalties have been suggested for delivery of good pre-
dictive performance in automatic variable selection within the framework
of regularization. All assume that the true model is sparse. We propose a
penalty, a convex combination of the L1- and Linf-norms, that adapts to a
variety of situations including sparseness and nonsparseness, grouping and
nongrouping. The proposed penalty performs grouping and adaptive regu-
larization. In addition, we introduce a novel homotopy algorithm utilizing
subgradients for developing regularization solution surfaces involving mul-
tiple regularizers. This permits efficient computation and adaptive tuning.
Numerical experiments are conducted via simulation. In simulated and real
examples, the proposed penalty compares well against popular alternatives.

19 5 Multivariate Survival

Analysis: Theory and Methods

Biometrics Section, Section on Quality and
Productivity, Section on Statistics in Epidemiology,
WNAR

Monday, August 4, 2:00 p.m.-3:50 p.m.

The Analysis of Bivariate Truncated Data Using
the Clayton Copula Model

* Antai Wang, Georgetown University, aw94@georgetown.edu

Key Words: Copula models, Goodness-of-fit test, The Clayton Model,
Bivariate truncated data

Inindividuals infected with human immunodeficiency virus (HIV), distribu-
tions of quantitative HIV RNA measurements may be highly left-censored
due to values falling below assay detection limits (DL). It is of the interest to
find the relationship between plasma and semen viral loads. To address this
type of problem, we developed an empirical goodness-of-fit test to check the
Clayton model assumption for bivariate truncated data. We also used trun-
cated tau to estimate the dependence parameter in the Clayton model for
this type of data. It turns out that the proposed methodology works for both
truncated and fixed left censored bivariate data. The proposed test procedure
is demonstrated using an HIV data set, and statistical inference is drawn
based on corresponding test result.

Semiparametric Estimation with Correlated
Recurrent Event Data Under Informative

Monitoring

% Akim M. Adekpedjou, University of Missouri-Rolla, Department of
Mathematics and Statistics, 304 Rolla Building, Rolla, MO 65409, akimae
umr.edu; Jonathan Quiton, Western Kentucky University

Key Words: Correlated Recurrent times, Informative Censoring, Koziol-
Green Model, Frailty model

Consider a recurrent event data where frailty models are used to account for
correlations among the inter-event times within each unit under study. In
this talk we consider the problem of semiparametric estimation of the inter-
event time distribution under informative monitoring and the Gamma frail-
ty model. We propose a semiparametric estimator of the baseline survivor
function. We show that the estimator under the i.i.d. setting is inconsistent
in the presence of frailty. We present results of simulaiton study where we
discuss the performence of our proposed estimator to that derived under the
iid. setting. Finally, these estimators will be demonstrated by applying to
biomedical and engineering data sets.
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A Frailty Model in Crossover Studies with Time-
to-Event Response Variable

% Ilya Shvartsman, The Pennsylvania State University Harrisburg,
Department of Mathematics and Computer Science, 777 West Harrisburg
Pike, Middletown, PA 17057, ius13@psu.edu; Vernon Chinchilli,
Pennsylvania State College of Medicine

Key Words: crossover design, survival analysis, frailty, maximum likelihood

In this paper, we develop a model to study treatment, period, carryover, and
other applicable effects in a crossover design with time-to-event response vari-
able. Since times-to-event on different treatment arms are correlated for each
individual, we adopt a proportional hazard frailty model. In the case when
frailty is assumed to have a gamma distribution, and hazard rates are constant
on each treatment arm (the latter assumption is reasonable for chronic dis-
eased on a relatively short period of time), the likelihood function for deter-
mining parameters of interest can be evaluated in a closed form. We apply the
developed model to real data collected from asthma treatment studies.

Marginal Hazards Regression for Case-Cohort

Studies with Multiple Disease Outcomes

% Sangwook Kang, The University of Georgia, 129A Paul D. Coverdell
Center, Athens, GA 30602, skang@uga.edu; Jianwen Cai, The University of
North Carolina at Chapel Hill

Key Words: case-cohort study, marginal hazards models, multiple disease
outcomes, multivariate failure times, survival analysis, weighted estimating
equations

A case-cohort study design is widely used to reduce the cost of large cohort
studies, especially when the disease rate is low. A key advantage of the case-
cohort study design is its ability to use the same subcohort for several dis-
eases. In order to compare the effect of a risk factor on different diseases,
times to different events need to be modeled simultaneously. Valid statis-
tical methods taking the correlations among the outcomes from the same
subject into account need to be developed. To this end, we consider marginal
proportional hazards regression model and propose an estimating equation
approach for parameter estimation. We also consider the generalized case-
cohort designs which do not require sampling of all the cases. Asymptotic
properties and finite sample properties of the proposed estimators are inves-
tigated. The proposed methods are applied to the Busselton Health Study.

Extension of Flowgraph Models with
Covariates for Evaluating Effects of Kidney

Retransplantation

% Ya-Hui Hsueh, Tulane University School of Public Health and Tropical
Medicine, 1440 Canal St. Suite 2001, New Orleans, LA 70112, yhsuehl@
tulane.edu; C. Lillian Yau, Tulane University School of Public Health and
Tropical Medicine

Key Words: Saddlepoint Approximation, Survival Analysis, time-to-event
data, Flowgraph model, semi-Markov models

Flowgraph models offer a useful data analytical tool for multistate mod-
els, and have been applied effectively in modeling censored and incomplete
survival data. Recently, it has been shown that flowgraph model can also
serve as a regression technique to assess the effects of covariates under the
Bayesian framework. We further the development of detecting the effects of
covariates by maximizing the likelihood function of the flowgraph model.
Hypothesis testings for estimated parameters of covariates in a flowgraph
model are proposed. Kidney transplant data from United Network for Organ
Sharing (UNOS) Organization Registry is used to illustrate the extension of
flowgraph models. The proposed model will enhance the ability for evaluat-
ing the effects of kidney retransplantation.
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Prediction in Multivariate Survival Models

% M. Brent McHenry, Bristol-Myers Squibb Company, 5 Research Parkway,
Wallingford, CT 06492, brent.mchenry@bms.com; Stuart R. Lipsitz,
Harvard Medical School; Debajyoti Sinha, Florida State University; Sundar
Natarajan, VA New York Harbor Harbor Healthcare System

Key Words: Multivariate survival analysis, full-likelihood approach, pre-
diction, oncology

Multivariate survival data arise from time-to-event studies when either of
two or more types of events occur for the same subject. In these studies,
survival times are correlated within subject, violating the independence of
survival times assumption otherwise required. A popular approach for ana-
lyzing such data is the marginal approach. We propose a full likelihood ap-
proach to estimate the conditional risk, given the history of another event.
We evaluate the effect of treatment on the risk of one outcome given the
history of other events and covariates. We estimate the joint distribution
of the survival times, and the conditional distribution for one survival time
given the other survival times. This new approach allows one to predict risk
for one particular event, given the past history of other events. The method
will be illustrated using an oncology example.

196 Volatility

Business and Economics Statistics Section, IMS
Monday, August 4, 2:00 p.m.-3:50 p.m.

Avutoregressive Models with Missing Data and
Dependent Innovations

% Natalia Bahamonde, Pontifica Universidad Catélica de Valparaiso,
Instituto de Estadistica, Blanco Viel 596, Cerro Barén, Valparaiso, 2350026
Chile, natalia.bahamonde@ucv.cl

Key Words: time series, missing observations, ARCH models, weak as-
sumptions

In this work, we are interested in parametric estimation in stationary au-
toregressive model in presence of missing observations. Weak assumptions
on the innovations sequence are made since the noise can be a martingale
difference sequence with time-varying conditional variance. These assump-
tions are satisfied for instance in the case of an Autoregressive Conditional
Heteroscedasticity model. These models have been introduced by Engle
(1982) and are used extensively in economics. We propose a least squares
estimator of the parameters of autoregressive models with missing data
whose innovations are dependent. The statistical properties of this estima-
tor are explored and the asymptotic normality is derived. The performance
of our method is illustrated by numerical examples and applications to real
data sets involving series of financial returns of stocks indices from Latin-
American markets.

The Contribution of Jumps to Price Voldtility in
the Energy Futures Market

% Johan Bjursell, George Mason University, Fairfax, VA, chjurselegmu.edu;
James E. Gentle, George Mason University; George H K. Wang, George
Mason University

Key Words: jumps, realized volatility, microstructure noise, energy futures
market, theory of storage

We apply a nonparametric method based on realized variations calculated
from intraday data to test for jumps in daily futures price series of heating oil
and natural gas contracts traded in the New York Mercantile Exchange. The
sample period of our intraday data covers January 1996 to December 2005.
Alternative methods such as staggered returns and noise filter methods are
used to remove the effects of microstructure noise biases on the tests against
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detecting jumps. Our empirical work documents the seasonal variation of
the frequency of jumps and relative contribution of jumps to total futures
price variation. In general, these results are consistent with the implications
from the theory of storage.

GARCH Model with Non-1.1.D. Rescaled Errors

% Kazuhiko Shinki, University of Wisconsin-Madison, 401 N Eau Claire
Ave, Apt 310, Madison, WI 53705, seikibunpu@yahoo.co.jp

Key Words: GARCH sequence, time series, quasi-maximum likelyhood,
consistency, asymptotic normality, random matrices

The GARCH model is widely used as a normalizing procedure for time series,
and many studies test the dependence of the resulting rescaled errors. Under
such circumstances, it is worthwhile to explore the validity of GARCH esti-
mators under the weakest possible conditions on rescaled errors. This paper
proves consistency and asymptotic normality of Gaussian quasi-MLE for
GARCH(p,q) models under stationary and ergodic rescaled errors. This result
generalizes Lee and Hansen (1994) for GARCH(1, 1) and Berkes, Horvath
and Kokoszka (2003a) for GARCH(p,q) with I.I.D. rescaled errors. By extend-
ing the methods in the Berkes paper, almost sure and global convergence of a
quasi-MLE estimator to the true GARCH parameter is proved. Lastly one ap-
plicable probabilistic example is shown, using properties of Markov chains.

Memory Structure in Stochastic Volatility
Models

% Wen Li, Iowa State University, shirley@iastate.edu; Cindy Yu, Iowa State
University; Alicia Carriquiry, Iowa State University; Wolfgang Kliemann,
Iowa State University

Key Words: CIR model, Fractional Brownian motion, Hurst exponent, R/S
statistic, Stochastic volatility model

The Black-Scholes model is a continuous-time model that can set the prices
of financial derivatives. The model assumes constant volatility, but it has
been amply demonstrated that in real markets, the back-out volatility fol-
lows a curve. Therefore, more general pricing models with stochastic volatil-
ity have been proposed. An example is the CIR model. Little is known about
the ability of these models to capture possibly complex memory structures in
data. That is, whether the memory structure underlying price and volatility
inmodels captures the memory structure underlying real data is unclear. The
focus of this work is on examining whether the CIR model accurately repre-
sents the memory structure of real financial price data. We also discuss an
innovative form of the CIR model that could capture more complex memory
structures than the usual stochastic diffusion processes.

How Potent Are News Reversals? Evidence

from the Futures Markets

% Rohan A. Christie-David, University of Louisville, COB Building, College
of Business, Department of Finance, Cardinal Blvd, Louisville, KY 40292,
rohan.christiedavid@louisville.edu; Arjun Chatrath, University of Portland;
Kiseop Lee, University of Louisville

Key Words: News, Reversal, volatility, trading, macroeconomic

We present a theoretical model that predicts a heightening in return volatil-
ity following a news reversal. A reversal occurs when a value of an economic
indicator that is larger than the forecasted value is followed in the following
month by a value smaller than the forecasted value, or vice versa. Our model
also suggests that the effects of a news reversal will be more pronounced ear-
ly in the monthly macroeconomic news cycle. The predictions of the model
for trading activity are less clear. We test the main predictions of the model
employing intraday data for the nearby Treasury bond futures contract. Con-
sistent with the model, the data show significantly greater responses in vola-
tility when there is a news reversal, than otherwise. Further, the increased
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sensitivity of volatility is especially perceptible early in the announcement
cycle. The findings for trading are less clear.

Empirical Volatility and Seasonality Models for

Electricity Futures Prices
*¥ Hai Dong, University of South Carolina, 29205, hai_dong@moore.sc.edu

Key Words: electricity market, forward contract, stochastic volatility, jump
diffusion, financial derivatives, term structure

The deregulation in the electricity wholesale industry has lead to a recent
boom in the electricity commodity market. However, the lack of an appropri-
ate econometric model to describe the volatility structure and the seasonal
characteristic in both spot and forward commodity price processes imposes
a major impediment to the newly developed market. In this study, I fit sev-
eral candidate models to electricity forward prices. My findings suggest that
the stochastic volatility model with a jump diffusion component and a sea-
sonality component exhibit certain advantages over the alternatives.

Filtering and Option Pricing with
Transformation
% Hui Gong, Temple University, 203H Speakman Hall, 1810 N. 13th

Street, Philadelphia, PA 19122, hgong01@temple.edu; Aerambamoorthy
Thavaneswaran, University of Manitoba; Jagbir Singh, Temple University

Key Words: filter, option, pricing, transformation

Black-Scholes model is well-known and provides a well defined closed-form
formula for option pricing. However, empirical evidence suggests the con-
stant volatility assumption in the Black-Scholes model is not realistic. Using
a transformation proposed by Shiryayev (1995), we have studied the linear
filtering problem for stochastic volatility models in Gong (2008) et. al. In
this paper, we study the option pricing for some continuous time stochastic
volatility models using transformation.

197 Statistical Methods in

Bioinformatics

Biometrics Section, Biopharmaceutical Section, WNAR
Monday, August 4, 2:00 p.m.-3:50 p.m.

Bayes’ Odds Estimation for Protein-Protein

Interactions

% Julia L. Sharp, Clemson University, 237 Barre Hall, Clemson, SC 29634,
jsharp@clemson.edu; Kevin K. Anderson, Pacific Northwest National
Laboratory; Don S. Daly, Pacific Northwest National Laboratory; John J.
Borkowski, Montana State University; Gregory B. Hurst, Oak Ridge National
Laboratory; William R. Cannon, Pacific Northwest National Laboratory

Key Words: protein-protein interaction, affinity-isolation, Bayes’ Odds

Understanding protein complexes is an important aim of proteomics, the
large-scale study of protein structures and functions. This understanding
may be gained through a “bait-prey” protein affinity-isolation assay that uses
a fixed “bait” protein to capture interacting “prey” proteins with LC-MS (lig-
uid chromatography-mass spectrometry) to reveal their identities. LC-MS
identifies numerous but not all sample proteins so that a “bait-prey” experi-
ment generates a sparse prey-by-bait score matrix from which a prey-by-bait
frequency matrix follows. The posterior probability of a prey-bait interaction
is estimated from these frequencies with Bayes’ Odds using prior probabilities
estimated from prior protein knowledge and descriptive statistics. A study us-
ing known complexes of the Rhodopseudomonas palustris bacterium demon-
strated the method produced useful, biologically sensible inferences.
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Statistical Methods for Genetic Association

Study in Admixed Population
* Qinyi Cheng, New York University, 10016, gc218@nyu.edu; Mengling Liu,
New York University; Yongzhao Shao, Iowa State University

Key Words: population admixture, haplotype, gene-gene and gene-envi-
ronment interactions, complex disease, ancestry-informative marker

Population-based genetic association studies have been extensively used to
understand the role of genetic variants in complex disease. When the study
population is a mixture of subpopulations, ordinary methods neglecting the
population structure are prone to spurious associations. The primary objec-
tive is to develop statistical approaches for association studies of qualitative
and quantitative traits and high-throughput genetic factors when adjusting
population admixture using ancestry-informative markers. The population
admixture will be incorporated into the analysis of simple genetic structure
and haplotype analysis, as well as the study of gene-gene and gene-environ-
ment interactions, which are proven to be important in the development of
many complex diseases.

Partial Genomic Selection in Animal

Populations
% Natascha Vukasinovic, Newsham Choice Genetics, 800 N. Lindbergh
Blvd., Saint Louis, MO 63167, nvukasin@charter.net

Key Words: QTL, marker assisted selection, SNP, genome, genomic selec-
tion, genetic marker

Marker assisted selection (MAS) has been used to increase accuracy of es-
timated genetic values of animals by using markers close to the detected
quantitative trait loci (QTL). Advances in genome sequencing have produced
thousands of SNPs, making genomic selection theoretically possible. In real-
ity, MAS in animals is based on a few known QTL and uses a small number of
genetic markers. The costs of routine genotyping limit commercial applica-
tions of genomic selection. A partial genomic selection approach can be con-
sidered as an alternative. In this approach, genotyping is focused on SNPs
in the vicinity of known QTL positions with the largest estimated effects.
Effects of other genes are accounted for by single SNPs or the additive poly-
genic effect. In this study, we examine statistical properties, accuracy, and
computational feasibility of the partial genomic selection approach.

A Bayesian Approach To Estimate P(R) Curve
from Small-Angle Scattering (SAS) Images

% Sudeshna Paul, Purdue University, 150 N University Street, West
Lafayette, IN 47907, paulO@stat.purdue.edu; Alan Friedman, Purdue
University; Chris Bailey-Kellogg, Dartmouth College; Bruce Craig, Purdue
University

Key Words: indirect transform, scattering intensities, bayesian, correlation

SAS is a useful technology to study the structure of protein in solution. Com-
monly, SAS experiments determine the inter-atomic distance distribution,
or P(r) curve, which represents the maximum derivable structural informa-
tion. With other approaches, summarized scattering intensities (standard
errors) are collected from detector images and indirect transform methods
are used to construct P(r) curve. In this talk, we will describe a Bayesian ap-
proach to construct P(r) that utilizes the detector images directly. This allows
us to extract information from the images, including possible correlation
among the pixels and varying image center. It also provides a direct assess-
ment of the uncertainty in P(r). We utilize the indirect-transform method of
Moore (1980) but our approach can handle any representation. We will dem-
onstrate this approach using simulated and experimental detector images.
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Disentangling the Selection Pressures Acting
on Overlapping Reading Frames

¥ Karin S. Dorman, Iowa State University, Department of Statistics, Ames,
IA 50011, kdormane@iastate.edu; Wei-Chen Chen, Iowa State University

Key Words: open reading frame, selection, evolution, continuous time
markov chain

We describe a strategy for modeling the evolution of overlapping reading
frames, where gene products are coded in different phases by the same ge-
netic sequence. Continuous time Markov models of evolution do not extend
easily to overlapping reading frames because codon overlap puts the whole
observed sequence in a high dimensional state space without the usual iid
replicate observations of sites (nucleotides, amino acids, or codons in exist-
ing models). We focus on relatively conserved sequences and identify mu-
tating codon blocks. Assuming these codon blocks are independent, we can
test the hypothesis that both reading frames are under the same selection
pressure. When applied to sequence data from the Equine Infectious Anemia
Virus, we find that the Transmembrane protein is under stronger purifying
selection than the Rev protein produced by the same sequence.

Prediction of Protein Inter-Domain Linker
Regions by a Nonstationary Hidden Markov
Model

* Kyounghwa Bae, American College of Radiology, Radiation Therapy
Oncology Group, 1818 Market st. Suite 1600, Philadelphia, PA 19103,
kbae@phila.acr.org; Bani K. Mallick, Texas A&M University; Christine G.
Elsik, Georgetown University

Key Words: Protein structure prediction, Bayesian model, Inter-domain
linker, Non-stationary hidden Markov model, Markov chain Monte Carlo

Proteins have two types of regions: linker regions and non-linker regions
which include domains and terminal residues. It is important to try to dis-
tinguish these regions using information in the sequence of amino acids
that, when folded, form the protein. In this article we develop a nonstation-
ary hidden Markov model to infer region boundaries. The approach is based
upon a latent variable defined on the sequence; this variable is a continu-
ous index of the region type and affects the probabilities that specific amino
acids will appear. We develop an efficient Bayesian estimate of the model
using Markov chain Monte Carlo methods, particularly Gibbs sampling, to
simulate the parameters from the posteriors. We applied our method to pro-
tein sequences with domains and inter-domain linkers delineated using the
Pfam-A database. The prediction results are superior to simpler methods.

198 Issues Related

to Clinical Endpoints and
Biomarkers @ A

Biopharmaceutical Section, Section on Statistics in
Epidemiology, WNAR, Biometrics Section
Monday, August 4, 2:00 p.m.-3:50 p.m.

Do Opinions from Statisticians on Endpoints

Count?

* Ling Chen, U.S. Food and Drug Administration, 10903 New Hampshire
Ave, WO22 RM5241, Silver Spring, MD 209086, ling.chen@fda.hhs.gov

Key Words: Multiple co-endpoints, Responder, VVA studies

Most pharmaceutical statisticians make contributions to drug development
at the study level by designing and analyzing clinical studies, and believe
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that determining primary or secondary endpoints is purely the job of the cli-
nicians. In this talk, [ will give two examples to show that statisticians could
provide constructive suggestions on endpoints. Statisticians’ viewpoints on
endpoints may be taken into consideration by the clinicians.

Combining Biomarker Selection and Modeling

in Early Clinical Development

% Alan Y. Chiang, Eli Lilly and Company, Lilly Corporate Center,
Indianapolis, IN 46285, chiangayelilly.com

Key Words: Biomarker, Variable selection, Phase I/11, Spline

One of the aims of early phase clinical trials is to determine the dosage that
will be investigated during a confirmatory clinical trial. Biomarker candi-
dates are generally used as surrogates for clinical endpoints to measure the
pharmacological activity of the drug. The challenge is to evaluate and iden-
tify the most influential biomarkers among all the measured candidates.
A spline-based nonparametric additive model with monotonic constraints
is developed to flexibly model the biomarker dose-response relationships.
We propose an innovative stepwise forward nonparametric variable selec-
tion approach to identify respondent biomarkers. Features of this method
include flexibility of dose-response relationship, robustness result against
correlated biomarkers, and ease of implementation while maintaining the
important aspects of conventional variable selection approaches.

Quantifying the Usefulness of PD Biomarkers in

Phase Il Screening Trials of Oncology Drugs
* Eric B. Holmgren, Genentech, Inc, 1 DNA Way, South San Francisco, CA
943086, erich@gene.com

Key Words: biomarker, surrogate, meta analysis, Phase 2

The increasing cost and duration of Phase II trials are leading drug and bio-
technology companies to look for ways to speed up this part of the drug de-
velopment process. One approach is to rely on pharmacodynamic markers to
provide a quick assessment of a drug’s activity. If such a marker is a correlate
of survival and the marker is also sensitive to drug effects, then between
group differences in changes in the marker may correlate with between group
differences in survival. In this paper we ask, will the use of the PD marker
in Phase II as a screen for drugs that will pass to Phase III improve the effi-
ciency of the drug development process? This paper extends the framework
presented in Holmgren [1] for analyzing the efficiency of drug development.
Reference 1. Holmgren EB. Are Phase 2 screening trials in oncology obsolete?
Stat Med 2008; 27 (4) 556-567 (DOI10.1002/sim.2989)

Impact of Measurement Variability in PROs
and How Under- or Over-Reporting of Exireme

Valued Response May Influence Conclusions
% Tammy Massie, U.S. Food and Drug Administration, 1401 Rockville Pike,
Rockville, MD 20852, Tammy.Massie@fda.hhs.gov

Key Words: Patient Reported Outcome, Extreme Values, Categorical Re-
sponse, Treatment Effects

Patient reported outcomes (PRO’s) are included as endpoints in many
comparative clinical studies. Within PROs, subjects may provide categorical
responses over time. Data from each subject may be analyzed utilizing
statistically valid categorical data analysis methodologies based on: change
from baseline and difference between groups at preset time points. In cases
of categorical responses, in which there exist few responses to choose from
(ex. Likert scale with 5 responses) the over-use or hesitancy to use extreme
values, may influence results and ultimately conclusions regarding treatment
effect. One goal of this talk is to determine what, if any, impact potential
under-reporting of extreme values may have on statistical analysis of
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categorical PROs. Simulations in SAS or S-Plus will be utilized to explore the
potential influence of under-reporting of extreme values on conclusions.

199 Contributed Poster

Presentations

Biometrics Section, Biopharmaceutical Section,
Business and Economics Statistics Section, IMS,
Section on Bayesian Statistical Science, Section on
Government Statistics, Section on Health Policy
Statistics, Section on Physical and Engineering
Sciences, Section on Risk Analysis, Section on
Statistical Computing, Section on Statistical
Consulting, Section on Statistical Graphics, Section
on Statistics and Marketing, Section on Statistics
in Epidemiology, Social Statistics Section, WNAR,
Section on Nonparametric Statistics

Monday, August 4, 2:00 p.m.-3:50 p.m.

Four-Week Repeated Dose Oral
Pharmacology Study in the Beagle Dog

% Amparo Y. Castro, Hasselt University, Agoralaan - Building D,
Diepenbeek, International 3590 Belgium, acastrosan@gmail.com; John
Maringwa, Hasselt University; Helena Geys, Johnson & Johnson
Pharmaceutical R&D, LLC

Key Words: canine obesity, cholecystokinin, veterinary drug, mixed mod-
els, baseline correction

The main objective is to evaluate the effect of a Cholecystokinin (CCK) an-
tagonist component jointly with an inhibitor on lowering the food consump-
tion. Twenty four obese dogs were randomized to four treatments and the
variables CCK and food consumption were recorded at different time points.
To asses the effect of the treatments we use linear mixed models, including
a baseline correction. For the response variables, we started from the most
elaborate model, then we try to simplify it using the likelihood ratio test
and the AICC. To check the model we use Local Influence Analysis and the
comparison between the observed and the predicted values. We found sta-
tistically significant treatments differences, although non-constant through
time. In some cases the baseline correction improved the model fitted but
affects the significance of the variance components.

Bayesian Optimal Design for Nonlinear
Combinations of Parameters in Gaddum/
Schild Model

* Zhongwen Tang, Kansas State University, 66502, zhongwent@yahoo.com

Key Words: Gaddum/Schild, Bayesian Optimal Design, EC50, IC50

Gaddum/Schild model has been used in a number of cases to model response
to combined agonist and antagonist stimuli. In practice, researchers are
most interested in estimating two parameters, EC50 and IC50. In our work,
we developed a Bayesian optimal design method for estimating both EC50
and IC50. An R package is developed to implement the method.
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Symbolic Data Analysis Applied to Census Data

* Antonio Giusti, University of Florence, Viale Morgagni, 59, Department
of Statistics, Firenze, I 50134 Italy, giusti@ds.unifi.it; Laura Grassini,
University of Florence

Key Words: Census Data, Local Labor Systems, Symbolic Data Analysis,
Agriculture, Statistical Information System

The paper analyses the structural characteristics of agriculture activities
in the Italian Local Labor Systems (LLS: a partition of the Italian territory,
provided by ISTAT), on the basis of the microdata collected during the last
Italian General Agricultural Census. The main aim is to provide a picture
of the economic activities of the LLSs by integrating Agricultural Data with
the Industrial Census Data. The Italian economy is characterized by small
and medium sized firms, whereas large companies are very few. Hence, the
features of the Italian economy cannot be properly understood without tak-
ing into account the territorial organization. The main characteristic of the
paper is the use of the symbolic data analysis approach to aggregate the LLSs
into non overlapping clusters.

An Adaptive, Two-Stage, Dose Exploration
Design for the Estimation of a Human
Colonizing Dose 50 (HCD50) and Human
Colonizing Dose 90 (HCD%0)

* Yu-Hui H. Chang, The University of lowa, 200 Hawkins Drive C22-GH,
Department of Biostatistics, Iowa City, IA 52242, yu-hui-huang@uiowa.edu;
Kathryn Chaloner, The University of lowa; Patricia Winokur, The University
of lowa; Michael Apicella, The University of lowa; Wei Zhang, Boehringer
Ingelheim Pharmaceuticals, Inc.

Key Words: Adaptive design, Bayesian design, sequential design

Healthy volunteers were inoculated with nontypeable Haemophilus influen-
zae with the ultimate goal of estimating the doses at which 50% and 90% of
subjects become colonized (the HCD50 and HCD90). The initial study was
designed to guide in the design of subsequent studies and to explore the dose
response relationship. The fifteen-subject study was designed in two stages,
with the first six subjects allocated sequentially. The design was chosen based
on heuristic arguments. This design and a number of alternative designs are
evaluated by simulation, under both Bayesian and frequentist criteria. The
alternative designs are Bayesian and use both myopic and backward induc-
tion methods. The Bayesian designs provide better estimates. Results from
the original study are used to design a subsequent study to better estimate
the HCD50 and HCD90 using Bayesian methods.

Identification of Penicillium Species Using

Discriminant Analysis

% James Slaven, National Institute for Occupational Safety and Health,
1095 Willowdale Rd, MS 4050, Morgantown, WV 26505, cto8@cdc.gov;
Justin Hettick, National Institute for Occupational Safety and Health; Brett
Green, Sporometrics; Amanda Buskirk, National Institute for Occupational
Safety and Health; Don Beezhold, National Institute for Occupational
Safety and Health; Michael Kashon, National Institute for Occupational
Safety and Health

Key Words: Discriminant, Cluster, MALDI-TOF MS

Identification of morphological colony features of fungi can be subjective. A
method of classifying Penicillium species using MALDI-TOF MS has been
established to improve species identification. Validation of this method
was established with discriminant and cluster analyses. Stepwise analysis
identified the significant peaks generated by MALDI-TOF MS. These peaks
were used to determine classification error rates between species. Canonical
analysis was used to generate linear combinations of the original data set to
reduce its dimensionality. Stepwise analysis kept 19 of the 42 peaks, which
were classified by strain with discriminant analysis with a 0% error rate. Two

@ Applied Session

sk Presenter

canonical coefficients were sufficient to explain over 95% of the data vari-
ability, which are shown graphically. Overall, discriminant analysis methods
work very well in differentiating Penicillium species.

Cluster Analysis and Predicting Transcription

Factor Regulatory Network

% Dongseok Choi, Oregon Health & Science University, 3181 Sam Jackson
Park Road CB669, Portland, OR 97239, choid@ohsu.edu; Zhixin Kang,
University of Illinois at Chicago; George C. Tiao, The University of Chicago

Key Words: transcription factor, motif, module, microarray, cluster, gene
expression

Microarray technology enables us to explore gene expression patterns in
different diseases or tissue types. Transcription factor regulatory network
does a crucial role in regulating gene expression patterns. However, there
are often too many genes expressed differentially, which makes prediction
of transcription factor regulatory network challenging due to too much in-
formation or noise. In this presentation, we will explore various clustering
methods to investigate how they can be used to overcome the challenges.

Estimating Weekly Stocks of Other Oils

% Ruey-Pyng Lu, Energy Information Administration, EI-70, 1000
Independence Avenue, SW, Washington, DC 20585, ruey-pyng.lu@eia.doe.gov

Key Words: Multiple regression model, Petroleum Supply Monthly, Unob-
served components model, Weekly petroleum Status Report System

The Energy Information Administration collects data on stocks of other oils
on a monthly basis. However, weekly data are needed to obtain the estimates
of total petroleum stocks and petroleum products supplied that appear in the
Weekly Petroleum Status Report (WPSRS). We evaluated several methods
to develop weekly estimates by comparing the “monthly from weekly” esti-
mates we obtained from these methods to Petroleum Supply Monthly (PSM)
data. The statistical methods under investigation for estimating the WPSRS
“other oils stocks” included multiple regression models and unobserved
components models (UCM). The UCM model using monthly data showed the
most plausible Mean Absolute Percent Error and the smallest error range. It
is both a replicable method and a method that produced estimates that cor-
responded closely with the PSM data.

Autopsy Status of Homicide Victims and
Medical Examiner/Coroner System in the
United States in 1979-1994

% Hsiang-Ching Kung, National Center for Health Statistics, 3311 Toledo
Rd., Hyattsville, MD 20782, hckO@cdc.gov; Xinhua Liu, Columbia University;
Donna L. Hoyert, National Center for Health Statistics

Key Words: time trend, hierarchical bayesian linear model, autopsy, homi-
cide, death certificate, medical examiner/coroner system

The purpose of this study was to examine patterns of the annual autopsy
rate on homicides by the medical examiner/coroner (me/c) system overtime
1979-1994, and whether the revision of death certificate in 1989 had effect
on the reporting autopsy rate. Study variables selected from death certifi-
cates in 1979-1994. We first calculated annual autopsy rate with standard
errors for each me/c system, then used hierarchical Bayesian linear models to
examine the temporal trend in the proportation and test whether there were
pre-post 1989 changes in the annual autopsy rate. The coroner system had
increasing time trend in annual autopsy rates from 87.6% in 1979 to 93.9%
in 1989 and jump to 96% at 1990 and 1991 and kept higher to 97.2%. The
medical examiner system and mixed system had similar pattern in the an-
nual autopsy rates, from 94% in 1979 to 97% in 1989, then relatively stable.
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Comparisons of the Uses of Logistic and Probit
Regression in the Aerospace and Biomedical
Fields

% Peter Hovey, University of Dayton, 300 College Park Ave, Dayton, OH
45469-2316, Peter.Hovey@notes.udayton.edu; Rafe Donahue, Vanderbilt
University

Key Words: logistic, probit, engineering, biomedical, inspections

The tools of logistic and probit regression have traditionally been used in
biomedical research to model the probability of an outcome such as death or
recovery as a function of the amount of exposure to a toxin, the dosage of a
medication, or other continuous predictors. Recently, the aerospace industry
has used logistic and probit regression to model the probability of detecting
cracks as a function of the size of the cracks. Several examples of how these
tools are used in the biomedical and aerospace fields will be presented and
contrasted and compared.

Equivalency Ciriteria in Pharmaceutical vs.
Engineering Applications

¥ Elizabeth Whalen, The Boeing Company, P.O. Box 3707 MC 7L-22,
Seattle, WA 98124, elizabeth.a.whalen@boeing.com

Key Words: hypothesis tests, power, type I error

Equivalency criteria in pharmaceutical industry formulate the hypothesis
to demonstrate equivalency as data deviate from the null hypothesis. In
engineering applications, the traditional hypothesis setting is used so that
failure to reject the null hypothesis is deemed to conclude equivalency. The
limitations and strengths of these approaches are helpful for practitioners
to decide which approach is more appropriate for their applications. It is also
important to note their differences so that industry standards or regulatory
agencies would deal with the certification process under these methods ac-
cordingly. This poster presentation illustrates these approaches with some
examples and discusses open issues for both methods.

Power Transformations Based on Data from
the National Health and Nutrition Examination

Surveys

% Margaret D. Carroll, National Center for Health Statistics, 3311 Toledo
Road Room 4413, Hyattsville, MD 20782, mdc3@cdc.gov

Key Words: skewed distributions, square root transformation

In analyzing data from the National Health and Nutrition Examination Sur-
veys (NHANES) conducted by the National Center for Health Statistics/Cen-
ters for Disease Control and Prevention, highly skewed variables are often
encountered, for example serum vitamin C and lipoprotein a. Consequently,
a transformation is needed to construct confidence intervals and to test sta-
tistical hypotheses. Frequently, the log transformation is used. However, it
does not always reduce skewness. Therefore, alternative transformations are
needed. Here, examples including the square root and the fourth root will be
applied to NHANES III and NHANES 1999-2006 data. Guidelines for deter-
mining whether a transformation is needed, finding the optimal transfor-
mation and applying it in confidence interval construction and hypotheses
testing both in a univariate and multivariate context will be outlined.

Analysis of the Growth Rate of Prostate-
Specific Antigen of Prostate Cancer Patients
by a Linear Spline Model with Mixed Effects

* Suyan Tian, Rockefeller University, 1230 York Avenue, New York, NY
10065, stian@rockefeller.edu

Key Words: Prostate cancer, Prostate specific antigen (PSA), Linear spline
models, Random effects
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A Phase I/1I clinical trial to evaluate the immunogenicity of dendritic cell
vaccine (DC/PC3) in 24 patients with prostate cancer was conducted at the
Rockefeller University. The change in growth rate of prostate specific anti-
gen (PSA) between pretreatment, treatment and post-treatment phases was
measured using a linear spline model with two knots. Random effects were
considered to account for the heterogeneous treatment effect and the repeat-
ed measures structure. The final model used was a mixed linear spline model
with 3 random effects based on AIC/BIC and scientific plausibility. A barely
statistically significant decrease in the slope of log (PSA) from treatment to
post treatment phase (B=-0.061/month, p=0.045) suggests there might be a
slowed disease progression after vaccination. The change between pretreat-
ment and post-treatment phases was not significant.

Applications of Nonclinical Biostatistics in
Biotechnology Indusiry

% Priya Kulkarni, Genentech, Inc., 1 DNA Way, MS 441B, South San
Francisco, CA 94080, preeya@gmail.com

Key Words: biotechnology, consulting, applications

Applications of biostatistics in biotechnology industry, sans clinical trials,
span a wide range including basic research, assay optimization and valida-
tion, process optimization, process control, etc. A consistent challenge for
a biostatistician working with scientists and engineers is to know their sub-
ject matter and use that knowledge to apply statistical methods creatively
to solve practical problems. We describe some of the interesting statistical
applications in biotechnology industry through various case studies.

Market Segmentation of Customers’
Satisfaction and Their Willingness To Pay for
the Cable TV Industry of the Chung-Hua Area

in Taiwan

% Nai-Hua Chen, Chienkuo Technology University, No. 1 che-shu north
rd., Chung-Hua, 403 Taiwan, nhc@cc.ctu.edu.tw; Ching-Tong Wu, Chienkuo
Technology University; Shu-jing Chiu, Chienkuo Technology University;
Chung Tu, Chienkuo Technology University

Key Words: self-organizing maps, ordinal logistic regrssion, customer’s
satisfaction

The penetration rate in Taiwan is more than 70 percent. However, the de-
velopment in digital technology, satellite TV and internet highly influences
the market of the cable TV. The cable TV company needs a further plan in
management strategies. In this paper, a neural network technique is used in
market segmentation. Then the ordinal logistic regression is applied in esti-
mating the willingness to pay for the monthly fee of the cable TV. Three clus-
ters are named as heavy-viewer, loyal-viewer and young-viewer based on the
variables of importance in Cable TV quality, demography and the viewing
experience. Represents of the heavy-viewer spend more than six hours a day
in watching TV. Their satisfaction for the cable TV quality is lowest but they
are willing to pay highest in three groups. Loyal-viewers have been installed
cable more than eight years with highest satisfaction in TV program.

A Natural Experiment Examining Proximity to
Emergency Department (ED) as a Predictor of
Frequent ED Use Among Asthmatic Children in
the Inner City

% Henry T. Bahnson, Rho, Inc., 5 Fall Circle, Durham, NC 27713,
teebahnson@yahoo.com; Agustin Calatroni, Rho, Inc.; John Schwarz, Rho,
Inc.; Herman Mitchell, Rho, Inc.

Key Words: natural experiment, quasi-experiment, emergency depart-
ment, asthma, inference, confounding
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Emergency Department (ED) use is high among inner city children with asth-
ma. A novel approach is presented to examine the relationship between home
proximity to EDs and rate of ED utilization in this population. While exploring
this relationship in 937 children with asthma in 7 major urban areas, we dis-
covered that nearly 1/3 of the population had moved during the 2-year study.
This allows us a unique opportunity to examine this relationship in a natural
experiment design and compare the differences in statistical inference to the
originally conceptualized cross-sectional approach. GIS (Geographical Infor-
mation System) technology was utilized to measure home proximity to ED.
The inverse relationship of distance from residence to ED and rate of ED utili-
zation is fit using GEE methodology. A discussion of confounding and statisti-
cal inference is emphasized in this quasi-experiment.

Cancer Mortality in Texas

¥ Ferry Butar Butar, Sam Houston State University, 3657 Red Bud In,
Huntsville, TX 77340, butar@shsu.edu; Ananda Bandulasiri, Sam Houston
State University

Key Words: SMR, empirical bayes, hierarchical bayes

We will use a hierarchical Bayes methodology to map the cancer mortality for
each county in the state of Texas. We will use the data from year 1990-1997
as an example. We will map it using Poisson, normal and binomial models.
We use a Monte Carlo simulation to find the measure uncertainty.

Undergraduate Retention Using Cox

Regression
%* Barbara Warsavage, California State University, East Bay, 25800 Carlos
Bee Blvd, Hayward, CA 94542, barbara.warsavage@csueastbay.edu

Key Words: Student Retention, Educational Research, Cox Regression,
Higher Education

Undergraduate student retention at a California State University East Bay is
a strong indicator of student success and of the health of the university. At
California State University East Bay a large study of retention is being done by
the Assistant Vice President for Institutional Research, Colin Ormsby, PhD.
Retention is difficult to study because no one factor seems to be related. War-
savage (2007) showed that neither the quality of the high school or the student
SAT score were clear determinants of retention. I will look at retention using
a variety of methods including the Cox regression model. The purpose is to
inform policy makers of those factors or combinations of factors that indicate
when intervention may improve retention and student success.

An Algorithm for Estimating Power and Sample
Size for Logistic Models with One or More

Independent Variables of Interest

% Jay Northern, University of Arkansas for Medical Sciences, AR 72205,
jay.northern@arkansas.gov; D. Keith Williams, University of Arkansas for
Medical Sciences; Zoran Bursac, University of Arkansas for Medical Sciences

Key Words: Power, Sample Size, Multiple Logistic Regression

Determination of power, and sample size in planning a study for logistic re-
gression has been proven to be a relatively simple task when investigating a
dependent variable (binary outcome) and one independent variable. Extend-
ing beyond one independent variable, that is, testing the significance for a
set of independent variables presents a problem for the investigator in esti-
mating power and sample size. Currently, power and sample size computer
programs are arguably somewhat limited for logistic regression. We present
an algorithm that estimates samples size for logistic regression with one or
more independent variables while controlling for other covariates.
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Effect on Power of Categorizing Continuous

Variables

¥ T. Robert Harris, The University of Texas School of Public Health, 6011
Harry Hines Blvd., v8.112, Dallas, TX 75390-9128, TRobert.Harris@
UTSouthwestern.edu

Key Words: power, misspecification, categorical data

Theory leads to the expectation that hypothesis tests based on a correctly
specified model will have greater power than alternatives based on a mis-
specified model. The extent of difference in power due to using available con-
tinuous variables or categorizing some or all of them is examined via simula-
tion, in several situations. These include the case where the correct model is
in fact linear dependence of outcomes on continuous predictors; the case in
which the relationship is correctly modeled by a categorical predictor; and
situations which fall between these poles. Additionally, linear and logistic
regressions using continuous and categorized versions of the same depen-
dent variable are analyzed. Comparisons depend on sample size, effect size,
and correlations among independent variables. Differences in power are sub-
stantial, in some cases more than double.

An Organized Investigation of Sample Size in

Independent and Paired Dichotomous Data
% Kang-Hsien Fan, University of Louisville, 2400 Mellwood Ave. #

907, Louisville, KY 40206, kOfan001@louisville.edu; Linda J. Goldsmith,
University of Louisville

Key Words: sample size, dichotomous data, paired data, statistical power,
McNemar’s test, matched data

Efficient research is desirable and is characterized by careful sample size
calculation. In dichotomous data, researchers believe that paired data will
decrease the sample size and reduce the cost of experiments. Formulas for
sample size calculation for paired dichotomous data have been developed,
but the methods have not been organized by increasing levels of dependence.
In our study, we develop an organization method for sample size in indepen-
dent and paired dichotomous data which indexes data tables according to
increasing degree of agreement. Using the Bahadur r correlation for paired
dichotomous data, we show that with higher correlation sample size does
decrease. However, we note that the increased cost of matching and adminis-
tering paired samples may diminish any savings due to smaller sample size.

Ordinal Classification Approach Using Bagged
Classification Trees and the Proportional Odds
Model as Splitting Criteria

* Tobias Guennel, Virginia Commonwealth University, 730 East Broad
Street, P.O. Box 980032, Richmond, VA 23298-0032, tguennel@vcu.edu

Key Words: Ordinal Classification, Proportional Odds Model, Bagging,
Splitting Criteria, Cumulative Logits, Classification Trees

This work proposes a new approach to classification problems when the re-
sponse variable is ordinal. The method makes use of classification trees (CTs)
stabilized through bootstrap aggregating (bagged CTs). However, in place
of the standard splitting criteria (i.e., Gini, entropy), the proposed method
incorporates the ordinal structure into the splitting procedure by using
proportional odds models to uncover dependencies between the ordinal re-
sponse and the explanatory variables. The performance of bagged CTs using
the modified splitting rules are compared to ordinary bagged CTs by report-
ing misclassification rates using one simulated data set and two real data
sets. The results show significantly reduced misclassification rates for the
simulated data set and slightly reduced misclassification rates for the real
data sets, which suggests further research in this area.
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Efficient Selection of Prototypes Using Expert
Ratings

% William E. Miller, Centers for Disease Control and Prevention, 1095
Willowdale Road, Morgantown, WV 26505-2888, wemO@cdc.gov

Key Words: Monte Carlo simulation, Methodology, Allocation, Ordinal
classification, Random block design, Data coding

Monte Carlo simulation was used to compare methods for using expert rat-
ings to choose objects or subjects that are prototypical of various conditions.
These simulations were done in preparation for selecting x-ray films, for
training purposes, which are representative of specified categories of ordi-
nal classifications using ratings given by chest physicians. The probability of
correct allocation or assignment to a specified category may depend on the
statistic or metric used for comparison, the choice of weights for the raters,
and the coding of the data. Various methods were compared using a variety
of multinomial probabilities for classifications with two, three, and five cate-
gories. A generally effective approach uses the mean-absolute error together
with a composite weight which combines latent class and mean-squared er-
ror estimation.

Assessing Regression Modeling with Ordinal

Responses
% Kao-Tai Tsai, BMS, 34 Baldwin Dr., Berkeley Heights, NJ 07922,
tsai0123@yahoo.com

Key Words: Ordinal data, goodness of fit

In clinical trials, data collected are very often categorical ordinal data. These
can include the binary yes or no answers or categorical answers indicating
the severity of disease symptoms. Logistic or Poisson regression is the com-
mon method used to analyze these kinds of data. However, given the discrete
nature, goodness of fit by examining the residuals from regression is not as
useful as in the case for the continuous variables. Landwehr, et al. and Cook
had proposed methods to assess the goodness of fit for the binary data. In
this paper, we will extend their results to general categorical responses. We
will assess the goodness of fit via both smoothing and the residuals. Data
from a recent clinical trial will be used to illustrate the proposed method.

Exact Inference for Ordered and Nominal

Categorical Data
% John D.S. Hwang, B.R.S.L,, East Hanover, NJ 07936, dshwang@optonline.
net; James S. Lee, Daiichi Sankyo Pharma Development

Key Words: Exact Inference, Categorical Data, Multinomial, Conditional
Distribution, Interaction

Clinical trials often involve rating scale or nominal data. The underlying
distribution is multinomial. Exact inference for comparison of k >= 2 treat-
ments has been developed. Consider now interaction for nominal data in a
2-treatment, k-level, 2-way layout. Parameters representing interaction are
identified. Existence and derivation of a conditional distribution which de-
pends on these parameters are given, and may be employed for statistical
testing and interval estimation. For ordered categorical data, first analyze
them as nominal data as above. Then convert the observed ordinal data to
Wilcoxon or Kruskal-Wallis rank statistic. Probability associated with the
rank statistic is related to those associated with the corresponding nominal
data. When there is no interaction, similar model-based exact analysis is giv-
en for the “common” treatment effect under null and non-null hypothesis.
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Development and Internal Validation of
the Prediction Model To Identify Thrombotic
Thrombocytopenic Purpura (TTP) Patients at

Risk for Relapse
% Xiaoning Li, University of Oklahoma Health Science Center, 402-A
Wadsack Dr., Norman, OK 73072, xiaoning-li@ouhsc.edu

Key Words: Internal validation, logistic regression, prediction model

Despite most TTP patients respond to plasma exchange (PE), a significant
number of patients relapse. The goal was to develop and validate a clinical
prediction model to identify TTP patient at risk for relapse using Oklaho-
ma TTP-HUS Registry data. Complete data (253 patients) are available for
all persons with clinically suspected TTP-HUS in Oklahoma (1/1/1989 -
01/31/08). Patients survived at least a month were randomly divided into
development (n=69) and validation (n=69) group. Multivariate logistic re-
gression analysis was used to derive a best fitting model predicting relapse
from presenting characteristics based on the development group data. Then,
the best fitting model was validated using the validation group data.

The Partition Logistic Regression Model

*Ying Liu, Virginia Polytechnic Institute and State University, 2400
Foxhunt Ln, Apt L, Blacksburg, VA 24060, yingliu24@yahoo.com; Shi-shien
Yang, Kansas State University

Key Words: logistic regression, lack-of-fit

To improve the power of the lack-of-fit tests for logistic regression model, we
present a partition logistic regression model, which is powerful to detect the
overalllack-of-fit, between groups lack-of-fit and within groups lack-of-fit. It is
recommended that the overall lack-of-fit test should be performed first. If the
null hypothesis is not rejected, we simply conclude that lack of fit for the as-
sumed model can’t be detected; otherwise, the between and within group lack-
of-fit test should be carried out to figure out the type of lack of fit. The partition
model also can be used to detect nature of lack-of-fit in the tails or middle part.
The proposed model is flexible according to specific part of interest.

College Desirability: A Multivariate Statistical
Analysis

% Lindsay Moomaw, SUMSRI, Imoomaw@bw.edu; Andrea Austin, SUMSRI;
Terrell Felder, SUMSRI

The colleges and universities across the United States are all unique. To quan-
tify how institutions of all sizes measure up, multivariate techniques of Princi-
pal Component Analysis, Factor Analysis, and Discriminant Analysis are used
fittingly and effectively, producing a valid, unbiased evaluation of each school,
and also a model to gauge any chosen seminary. The method of Principal Com-
ponents reduces the number of variables, focusing on those with efficacy while
Factor Analysis provides a data reduction to explain the variability of the col-
lege or university statistics. Finally, a Discriminant Analysis of the data classi-
fies the schools and establishes a method of accurate prediction.

Discovering Sparse Covariance Structures with
the Isomap

% Amy Wagaman, The University of Michigan, awagaman@umich.edu

Key Words: covariance estimation, sparsity, regularization, manifold pro-
jections

Regularization of covariance matrices in high dimensions is usually either
based on a known ordering of variables or ignores the ordering entirely. This
paper proposes a method for discovering meaningful orderings of variables
based on their correlations using the isomap, a nonlinear dimension reduc-
tion technique designed for manifold embeddings. These orderings are then
used to construct a sparse covariance estimator, which is block-diagonal
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and/or banded. Finding an ordering to which banding can be applied is desir-
able because banded estimators have been shown to be consistent in high
dimensions. We show that in situations where the variables do have such
a structure, the isomap does very well at discovering it, and the resulting
regularized estimator performs better for covariance estimation than other
regularization methods that ignore variable order, such as thresholding.

Application of Transportation Problem to

Prediction Model in Orthodontics

% Olena Tsvirkunova, Align Technology Inc., 831 Martin Av., Santa
Clara, CA 95050, otsvirkunova@aligntech.com; Michael Zakharevich, Align
Technology Inc.; Vadim Matov, Align Technology Inc.

Key Words: Prediction, Transportation Problem, Parameter Dependencies,
Penalty Function

We develop Prediction Model for Success of Orthodontic Treatment with
Invisalign product. We start with a set of categorical variables describing
the diagnostic of initial dentition and we build a model to predict success/
failure. Standard approach assumes unrealistic conditions (independence
of variables) which are difficult to expect in practice. Another complication
is the skewed distribution of training data. (It includes only patients that
had chosen Invisalign treatment). To compensate, we consider a modifica-
tion of the standard approach taking into account heuristic knowledge from
experts. We express knowledge in the form of parameter dependency graph
and penalty functions for unrealistic relation between parameter values.
Adding expert knowledge reduces the model to Transportation Problem of
Linear Programming. We propose an iterative method providing quasi-op-
timal solution.

Neural Network Monitoring of Poisson Data

¥ Benjamin M. Adams, The University of Alabama, Box 870226, Tuscaloosa,
AL 35487, badams@cha.ua.edu; Yousef Al-Hammadji, The University of
Alabama

Key Words: control charts, c-charts, statistical process control, quality con-
trol, attribute data

The performance of neural network monitoring schemes for Poisson data
are compared with more traditional methods such as the C-chart. Desirable
neural network architectures and their performances are reported. Bounds
for minimal training data requirements for good ARL performances are re-
viewed for neural network schemes. Finally, the robustness of the various
monitoring schemes to the Poisson assumption is reported.

S-Plus and R Package for Least Angle Regression
% Tatiana Maravina, University of Washington, Department of Statistics,
Box 354322, Seattle, WA 98195-4322, maravina@u.washington.edu; Tim
Hesterberg, Google, Inc; Chris Fraley, Insightful Corporation

Key Words: regression, regularization, L1 penalty, variable selection, large
datasets

Least Angle Regression is a promising new technique for variable selection
applications, offering a nice alternative to stepwise regression. It provides an
explanation for the similar behavior of Lasso (L1-penalized regression) and
forward stagewise regression, and provides a fast implementation of both.
We'll demonstrate an open-source S-PLUS/R package “glars” for generalized
least angle regression, extending the work by outside collaborators. In par-
ticular, we’ll present the scalable lars (a prototype S-PLUS package “sclars”),
an extension of LAR and LASSO to the datasets which can’t be stored in the
memory due to the very large number of observations. See www.insightful.
com/Hesterberg/glars.
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Support Vector Machines with Recursive
Feature Elimination for the Creation of a

Diagnostic Tool
% David H. Henderson, Insightful Corporation, 1700 Westlake Avenue,
North, Suite 500, Seattle, WA 98109, dnadave@insightful.com

Support vector machines with recursive feature elimination was used to cre-
ate a classifier for exposure and dosage of exposure to the toxin ANIT in 22
rat samples. Genomic and binned mass spectrophotemetric data were used
as inputs to the SVM-RFE procedure producing a classifier with 32 features
total from the combined sources. This classifier had a 2% false positive rate
and a 9% false negative rate estimated using a 10 fold cross validation. This
research was funded from a US Air Force SBIR grant.

On Nigerian Statistical Capacity Building
as a Panacea for Achieving Millennium
Development Goals (MDGs)

% Dallah Hamadu, University of Lagos, Department of Actuarial Science
and Insurance, Lagos, 9600001 Nigeria, dallaram2007@yahoo.com; Ray
Okafor, University of Lagos

Key Words: Critique of Nigerian Statistical System, Statistical Capacity
Building, MDGs, PARIS21, Addis Ababa Plan for Action (AAPA), NBS

The design and implementation of National Strategies for the Development of
Statistics (NSDS) in developing countries is critical in achieving MDGs. De-
velopment planning in Nigeria which began in the 1960s after independence
experienced difficulties due to lack of accurate and reliable data. Neverthe-
less, Nigeria being the most populous country in Africa has been seriously
involved in most novel initiatives for building statistical capacity in Africa
(AAPA, PARIS21). This paper critically assesses the Nigerian Statistical Sys-
tem and explores factors militating against the implementation of newly ini-
tiated NSDS, which is crucial to meet the government well publicized Vision
2015 MDGs strategies. Moreover, several examples from National Bureau of
Statistics (NBS) and Central Bank of Nigeria (CBN) are provided to highlight
the severity of inadequacy of existing system.

Graphical Displays of Safety Performance

Functions

% Barbara A. Bailey, San Diego State University, Department of
Mathematics and Statistics, 5500 Campanile Drive, San Diego, CA 92182,
babailey@sciences.sdsu.edu

Key Words: neural network, deriviatives

Safety Performance Functions (SPF) are accident prediction models that re-
late traffic exposure, measured in Annual Average Daily Traffic (AADT) to
safety, measured in the annual number of accidents per mile (accidents/mile
per year). A flexible nonlinear neural network model is used to fit the data
and describe the underlying relationship between safety and exposure data.
Estimates of the derivative of the functions and comparison of the distribu-
tion of derivatives can give insight into the SPE. On uncongested segments
the number of crashes increases only moderately with increase in traffic;
however, once some critical traffic density is reached, the number of crashes
begins to increase at a much faster rate with increase in traffic.
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2 0 O ASA President’s Invited

Address

ASA, ENAR, IMS, SSC, WNAR
Monday, August 4, 4:00 p.m.-5:50 p.m.

Health Care Considerations for the Millennium

% Mark B. McClellan, American Enterprise Institute, 1150 Seventeenth
Street, NW, Washington, DC 20036, Mark.McClellan@AEI.org

201 Section on Statistical

Education Roundtable with
Coffee (fee event)

Section on Statistical Education
Tuesday, August 5, 7:00 a.m.-8:15 a.m.

Not Significantly Different: Nonstatisticians

Who Teach College-Level Statistics
* Patricia Rutledge, Allegheny College, 520 North Main Street, Box 39,
Meadpville, PA 16335, patricia.rutledge@allegheny.edu

Key Words: college-level teaching, non-statisticians

Many of us who teach college-level statistics courses across the disciplines
are, in fact, not trained as statisticians. Although we possess a passion for
statistics, our statistical education is less complete than that of our creden-
tialed statistician colleagues. Given that the students in our courses, in all
likelihood, are receiving the only formal statistics education they will en-
counter in college, it is clear the knowledge, skills, and abilities of those of us
who are nonstatisticians teaching statistics have far-reaching effects. In this
roundtable, we will meet for coffee and a discussion of issues of importance
to nonstatisticians who teach statistics. We will seek to enhance teaching in
college-level statistics courses, particularly those taught by nonstatisticians.
Both nonstatisticians and statisticians are welcome.

202 Section on Statistics

and the Environment
Roundtables with Coffee (fee
event)

Section on Statistics and the Environment
Tuesday, August 5, 7:00 a.m.-8:15 a.m.

Statistics and the Intergovernmental Panel on
Climate Change

¥ Peter Bloomfield, North Carolina State University, Department of
Statistics, 2501 Founders Drive, Raleigh, NC 27695-8203,
bloomfieldestat.ncsu.edu

Key Words: climate change, IPCC

The Intergovernmental Panel on Climate Change (IPCC) has issued four re-
ports on the state of the science, most recently in 2007. Several statisticians
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have been directly involved in preparing those reports; others have collabo-
rated in establishing the scientific basis for them. This discussion will focus
on the role of statisticians in the IPCC process.

What Would a Statistician Do with a Climate
Model?

¥ Doug Nychka, National Center of Atmospheric Research, 1850 Table
Mesa, Boulder, CO 80307-3000, nychka@ucar.edu

Key Words: climate, computer models, spatial statistics

What is a climate model? How is it used to understand potential changes
in climate? Why should a statistician care? This is an informal discussion
about some of the largest numerical models used by a scientific community
and why concepts of uncertainty and model validation are central to making
informed decisions about responding to global warming.

203 Section on Statistics in

Epidemiology Roundtable with
Coffee (fee event)

Section on Statistics in Epidemiology
Tuesday, August 5, 7:00 a.m.-8:15 a.m.

Statistical Analysis of Causal Intermediate Effects
* Giovanni Filardo, Baylor Research Institute, 8080 N. Central Expwy,

Suite 500, Dallas, TX 75206, giovanfi@baylorhealth.edu; Cody Hamilton,
Edwards Lifesciences

Key Words: causal intermediate effects, confounding, mediator

Traditional modeling techniques assume an exposure of interest does not
act as a mediator for other factors. For example, using standard regression
techniques to assess the effect HIV-related knowledge (measured by stan-
dardized test) on a given behavioral outcome after adjusting for employment
status and/or education would require that these factors only impact the
outcome directly, and not through knowledge. Any effect that employment/
education might have on behavior through knowledge cannot be estimated
and/or accounted for. Factors such as employment/education may also have
an effect on behavior that is not exclusively mediated through knowledge.
In this case, knowledge should be considered as a causal intermediate factor.
We will discuss accounting for confounding between exposure and other fac-
tors, allowing the exposure to function as a causal intermediate factor.

204 Section on Health

Policy Statistics Roundtable with
Coffee (fee event)

Section on Health Policy Statistics
Tuesday, August 5, 7:00 a.m.-8:15 a.m.

Prescription Drugs: Unsung Heroes of Disability
% Michele J. Connolly, Sweetgrass Consulting LLC, 9556 Highwind Court,
Columbia, MD 21045, michelebabb@verizon.net

Key Words: presciption drugs, disability, mental illness, health, health in-
surance, medical costs
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Prescription drugs—Ilike wheelchairs, scooters, and Braille—are an integral
part of treating disabling conditions, maintaining function, and improving
the lives of many people with disabilities. Examples include drugs for hyper-
tension, asthma, cancer, diabetes, and mental illness. Yet, while we measure
the effects of other assistive devices in population surveys and studies, we
tend to ignore prescription drugs. If data on prescription drugs are collected,
it is difficult to know whether these drugs were prescribed to treat acute con-
ditions (e.g., antibiotics) or to maintain or improve function for a disabling
condition (e.g., psychotropic drugs). Besides information about prescription
drugs, we also need to measure a person’s ability to routinely take drugs as
prescribed, out-of-pocket costs, and insurance coverage. This roundtable will
serve as a forum to discuss these issues.

20 5 Section on Survey

Research Methods Roundtable
with Coffee (fee event)

Section on Survey Research Methods
Tuesday, August 5, 7:00 a.m.-8:15 a.m.

Preventing Falsified Survey Data
% Steven Pedlow, National Opinion Research Center, 55 E. Monroe, Suite
2000, Chicago, IL 60603, pedlow-steven@norc.uchicago.edu

Key Words: Curbstoning, Validation, Survey Fabrication

Despite the best efforts to recruit and train the best interviewers, there is still
the risk interviewers will try to falsify cases. The standard technique of call-
back validation is slow and unreliable in detecting falsified interviews. Various
techniques have been developed, such as Benford’s Law, sampling of audio files
of interviews, looking for unlikely response combinations, and newer tech-
niques such as GPS tracking. All these methods have limitations. The goal of
this roundtable is to bring together researchers who can share their experienc-
es to move toward the goal of preventing the falsification of interview data.

206 Section on Teaching

Statistics in the Health Sciences
Roundtable with Coffee (fee
event)

Section on Teaching Statistics in the Health Sciences
Tuesday, August 5, 7:00 a.m.-8:15 a.m.

A New Statistics Student:; The Translational
Researcher

% Carol Bigelow, University of Massachusetts Amherst, Program in
Biostatistics & Epidemiology, Arnold House, Amherst, MA 01003, chigelow@
schoolph.umass.edu; Penelope Pekow, University of Massachusetts Amherst

Key Words: translational research, clinical epidemiology, basic statistics

The “bench-to-bedside” translational researcher is often a PhD trained in
the basic sciences, a world steeped in the experimental method. Here, “like”
individuals are randomized to study conditions set by the investigator and
control of confounding is presumed by randomization. Discovery of effect
modification is, at most, an exploration of biological synergism defined by
study design. Appropriately, statistical training emphasizes analysis of vari-
ance, dose-response curve fitting, and the modeling of response surfaces,
more generally. “Bedside” research, in contrast, often necessitates the use of
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observational study protocols and the measurement of dissimilar individu-
als. Statistical training of translational researchers might benefit from ad-
ditional pedagogy in conditional likelihoods, epidemiologic study designs,
control of confounding, and discovery of effect modification.

2 0 7 Infroductory

Overview Lecture: Harnessing
Bibliographic Data

ASA, ENAR, IMS, SSC, WNAR, Current Index to
Statistics
Tuesday, August 5, 8:30 a.m.-10:20 a.m.

Rejuvenating the Current Index to Statistics

% Hadley Wickham, lowa State University, Ames, IA 50010, h.wickhame
gmail.com

The Current Index to Statistics indexes publications in statistics, probabil-
ity and related fields and currently contains over 11,000 books and 250,000
journal articles and conference proceedings. How can we use modern web
technologies to take advantage of this resource? How can we make it easy
to find articles about a given topic, explore the body of work by an author, or
locate interesting journal issues? In this talk, I will introduce a new web in-
terface that adds navigation and sophisticated searching. I will discuss some
of the challenges and opportunities that face CIS, and show how you can
contribute to making this resource more complete and accurate.

Best Integrated Bibliographic Services

% James Pitman, University of California, Berkeley, Statistics Department,
Evans Hall #3860, Berkeley, CA 94720-3860, pitmane@stat.berkeley.edu

While much bibliographic data is still distributed through subscription ser-
vices, some large corporations are now offering free bibliographic search.
There are opportunities in this environment for scholarly communities to
signal their existence by selection, organization and statistical analysis of
bibliographic data. The combination of signals from a network of such com-
munities should then feed back to major open search engines and arenas like
Wikipedia to provide a richly structured, navigable and reliable guide to hu-
man knowledge, open to anyone with an internet connection. To construct
such a cheap and efficient network of professional information involves
many problems of interest to statisticians and computer scientists: develop-
ment of good computer (and human) interfaces to aid bibliographic data ex-
traction, visualization, name disambiguation, document classification, and
generation and matching of subject ontologies.

2 0 8 ASA College Stat Bowil |

ASA, ENAR, IMS, SSC, WNAR
Tuesday, August 5, 8:30 a.m.-10:20 a.m.

There are 16 players in the tournament. There will be four first round games,
each game consisting of four players. The placement of the players in the
games was random, with the restriction of no one being in the same game as
a person from the same university.

Game 1
*¥ Junheng Ma, Case Western Reserve University, 10900 Euclid Ave.,
Dept. of Statistics, Cleveland, OH 44106, jxm216@case.edu; ¥ Thayasivam

Umashanger, The University of Georgia, Statistics Department, 210 Rogers
Road, Apt Q 204, Athens, GA 30605, rtshanger@yahoo.com; ¥ Christopher
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J. Rigdon, Arizona State University, 944 S. Terrace Rd. #204, Tempe, AZ
85281, crigdon@asu.edu; ¥ Jian Zou, University of Connecticut, Statistics
Department, 215 Glenbrook Road, U-4120, Storrs, CT 06269, jian.zou@
uconn.edu

Game 2

% John Garza, The University of Texas at San Antonio, Demography and
Organizational Studies Department, 4980 USAA Blvd #1228, San Antonio,
TX 78240, Ihr534@my.utsa.edu; % Susan Buchman, Carnegie Mellon
University, 5000 Forbes Avenue, Baker Hall 132, Pittsburgh, PA 15213,
sbuchmane@stat.cmu.edu; ¥ Hongyuan Cao, The University of North Carolina
at Chapel Hill, 881 Martin Luther King Jr. Blvd Apt. 18H, Chapel Hill, NC
27514, hycao@email.unc.edu; % Samsiddhi Bhattacharjee, University of
Pittsburgh, PA 15232, samsiddhi@gmail.com

Game 3

¥ Dan Polhamus, The University of Texas at San Antonio, Management
Science and Statistics Department, 7721 Hunter Oaks, San Antonio,

TX 78233, Daniel.polhamus@utsa.edu; % Liang Hong, Indiana University
Purdue University, Indianapolis, Mathematical Statistics Department,
5905 Coquina Key Drive, Apt G, Indianapolis, IN 46224, lihong@iupui.edu;
% Adam Molnar, Bellarmine University, 2001 Newburg Road, Louisville, KY
40205, amolnar@bellarmine.edu; % TBA

Game 4

% Jing Xu, The University of Georgia, Statistics Department, 300 Rogers
Road, Apt R212, Athens, GA 30605, jasperxj@uga.edu; ¥ Brian Hartman,
Texas A&M University, Statistics Department, 3625 Wellborn Rd. #308,
Bryan, TX 77801, bhartman@stat.tamu.edu; ¥ Anne M. Hansen, University
of California Riverside, Department of Statistics, Riverside, CA, 92507,
ahans004@ucr.edu; % TBA

2 0 9 Innovative and

Controversial Approaches to
Student Assessment

Section on Statistical Education
Tuesday, August 5, 8:30 a.m.-10:20 a.m.

Dirk Gently’s Guide to Holistic Assessment
¥ Andrew S. Zieffler, The University of Minnesota, 167 Educational Sciences
Building, 56 East River Road, Minneapolis, MN 55455, zief0002@umn.edu

Key Words: Assessment, Statistics Education, Cooperative Learning, Cur-
riculum Evaluation, Psychometrics, Teaching

In the books by Douglas Adams, Dirk Gently labels himself as a “holistic
detective” who makes use of “the fundamental interconnectedness of all
things” to solve the whole crime, and find the whole person (Adams, 1987).
This paper will focus on several different aspects of assessment that have
been implemented in multiple sections of an introductory statistics course
at the University of Minnesota to create a more holistic course. These include
cooperative (group) assessment, and the use of psychometric methods to
evaluate and improve both the assessments and curriculum.
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Grading Statistics Like Statisticians
* Daniel Kaplan, Macalester College, Math/CS, 1600 Grand Avenue, Saint
Paul, MN 55105, kaplan@macalester.edu

Key Words: Assessment, grading, modeling

Scores from exams and problem are usually entered into a spreadsheet for
computation of the final grade as a weighted mean. Of course, the student’s
performance is only one factor that shapes the score; the quality of the item
and the instruction also shape the score. To adjust for these, I treat the calcu-
lation of a grade as a modeling problem. For each item, the score is modeled
by a categorical variable with one level for each student and another variable
with one level identifying the item. This makes it possible to grade not just
the student, but the item itself. Influential points and outliers can be identi-
fied and missing data handled in a nonpunitive way. I couple this modeling
approach with an on-line assignment collection system that provides a high
level of modularity so that the reliability and informativeness of individual
questions can be assessed.

Against Fairness

% George Cobb, Mt. Holyoke College, Department of Mathematics and
Statistics, 404C Clapp Laboratory, South Hadley, MA 01075, gcobbe
mtholyoke.edu

Key Words: assessment, statistics education, fairness, grade inflation

Natural variability ensures that all of us who think and care about our own
teaching experiences become outliers in at least some ways. Statistics edu-
cation has been enriched by our willingness to regard all points within the
convex hull of these outliers as possible models for learning. In my talk, I'll
describe some things I've learned about assessment from teaching in an en-
vironment that I've come to appreciate as highly unusual. With caveats, [
shall argue against fairness, in favor of grade inflation, and for devaluing
sincerity in favor of authenticity.

210 Statistical Challenges

in Large-Scale Genetic and
Genomic Studies @A

International Indian Statistical Association,

Biopharmaceutical Section, WNAR, CHANCE
Tuesday, August 5, 8:30 a.m.-10:20 a.m.

Are a Set of Microarrays Independent of Each
Other?

% Bradley Efron, Stanford University, Department of Statistics, Sequoia
Hall, 390 Serra Mall, Stanford, CA 94305-4065, brad@stat.Stanford. EDU

Key Words: independence test, correlated genes, microarrays

A typical microarray study might involve two groups of subjects: controls
and treatments. Each subject provides material for his or her individual mi-
croarray, reporting some large number of genetic expressions at the same
time, yielding an m by n data matrix “X,” with m genes and n subjects. We
expect the measurements down any one column to be correlated, since genes
act in concert, making the rows of X correlated. However the columns, that
is the microarrays, are usually assumed to be independent, an essential as-
sumption for t-tests, cross-validation, permutation tests, etc. This talk con-
cerns testing a matrix X for column-wise independence when the rows may
be highly correlated. The effect of row-wise correlation is to reduce effective
sample size—from 20426 to 17 in my main example.
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Identifying Interactions and Model-Building in

Genome-Wide Association Studies

% Charles Kooperberg, Fred Hutchinson Cancer Research Center, 1100
Fairview Ave N / M3-A410, Seattle, WA 98109, clk@fhcrc.org

Key Words: GWAs, predictive models, interactions, epistasis

Many genome-wide association studies, in which 100,000s of SNPs are geno-
typed in studies with a few thousand participants are now being carried out.
Some initial successes have been reported. Most of these results have come
from single SNP analyses. It is generally assumed that many genes (SNPs)
contribute jointly, either additively or with epistatic effects, to the risk if
disease. Clearly because of the size of the problem it is harder to identify epi-
static effects. In this talk we will discuss approaches to increase the power to
identify such effects, as well as methods to combine significant single SNPs
and identified epistatic effects to form genetic risk models.

Powerful Discovery of Genetic Associations
in the Presence of Gene-Gene and Gene-

Environment Interactions

*Nilanjan Chatterjee, National Cancer Institute, 6120 Executive Blvd,
Division of Cancer Epidemiology and Genetics, Rockville, MD 20852,
chattern@mail.nih.gov; Julia Ciampa, National Cancer Institute; Idan
Menashe, National Cancer Institute; Sheng Luo, Johns Hopkins University

Key Words: case-control study, genome-wide scan, score-test, pathway,
multi-locus test

The completion of the Human Genome Project and rapid advancement of
genotyping technologies now hold great promise for discovering the inher-
ited causes of complex diseases by studying genetic variations across candi-
date genes, biochemical pathways and the whole genome. This talk will ex-
amine efficient strategies for “conditional search” for disease susceptibility
loci using omnibus test statistics that can simultaneously account for genetic
main effects and gene-gene/gene-environment interactions. The venerable
and parsimonious Tukey’s “one degree-of-freedom” model for interaction
will be used in this context to develop highly powerful but simple score test
of genetic association that can be implemented using standard software. Ap-
plications of the methods for the discovery of individual susceptibility loci as
well as of global pathway effect will be demonstrated using real studies.

Efficient Statistical Analysis of Case-Control,

Genome-Wide Association Study Data
% Michael Boehnke, The University of Michigan, Department of Biostatistics,
School of Public Health, Ann Arbor, MI 48109, boehnke@umich.edu

Key Words: genetics, association, stratification, winner’s curse, type 2
diabetes

With the availability of a catalog of common human variants and the rapid
drop in genotyping costs, genome-wide association studies now provide a pow-
erful means to localize genetic variants that predispose to human diseases.
Many such studies are now in progress. In this talk, I will focus on solutions
to two statistical problems posed by genome-wide association studies: avoid-
ing spurious results owing to population stratification by matching based on
genome-wide marker data and correcting for overestimation of genetic effect
size owing to the “winner’s curse” by conditioning on the observation of a sig-
nificant result. I will illustrate the value of these methods with data from the
Finland-United States Investigation of NIDDM Genetics (FUSION) study.

@ Applied Session

sk Presenter

211 Manifold Learning and

Object-Oriented Data Analysis @A

IMS, Section on Nonparametric Statistics
Tuesday, August 5, 8:30 a.m.-10:20 a.m.

Curve and Surface Fitting: From the Viewpoint

of Manifold Recovery

Edwin Chong, Colorado State University; Hari Iyer, Colorado State
University; % Thomas Lee, Chinese University/Colorado State University,
tlee@sta.cuhk.edu.hk; Haonan Wang, Colorado State University

Key Words: curve estimation, local linear embedding, surface fitting

Since its inception, locally linear embedding (LLE, Roweis and Saul, 2000)
has become a popular method for recovering unknown low-dimensional
structures hidden in high-dimensional data. Numerous successful applica-
tions to real-life problems of LLE have been reported in the literature. How-
ever, its theoretical properties are largely unknown. In this work, we define a
population version of LLE and study its theoretical and statistical properties.
This is particularly important for understanding the good empirical perfor-
mance of LLE.

Object-Oriented Data Analysis of Tree-
Structured Objects, Random Graphs, and
Manifolds

% Haonan Wang, Colorado State University, 80526, wanghn@stat.colostate.edu

Key Words: non-Euclidean space, Lie group, centrality, dispersion, vector-
cardiography

Object oriented data, such as tree-structured data, random graphs, mani-
fold data and curve data, are frequently collected in many scientific studies.
Traditional statistical models for multivariate data are built under Euclidean
space setting. However, the elements of object oriented data analysis reside
in non-Euclidean spaces such as Lie groups, or more complex spaces such as
spaces of tree-structured data. For example, two blood vessel systems dif-
fer in terms of topological structures and geometric properties (i.e., overall
length, number of branches, and branching orientation). A mathematical
framework for statistical analysis of object oriented data, including mea-
sures of centrality, variability and a notion of curves, has been carefully de-
veloped. The methodology is illustrated through applications to the analysis
of vectorcardiography data and brain blood vessel data.

Simple Statistics on Interesting Spaces:
Regression Analysis on Manifolds for

Computational Anatomy

% Sarang Joshi, The University of Utah, 72 S Central Campus Drive, 3750 WEB,
Salt Lake City, UT 84112, sjoshi@sci.utah.edu; P. Thomas Fletcher, The University
of Utah; Brad Davis, The University of North Carolina at Chapel Hill

Key Words: Manifold Statsitics, Regresion Analysis, Manifold Regresion,
Computational Anatomy

Regression analysis is a powerful tool for the study of changes in a depen-
dant variable as a function of an independent regressor variable. When the
underlying process can be modeled by parameters in a Euclidean space, clas-
sical regression techniques are applicable and have been studied extensively.
However, recent work suggests that attempts to describe anatomical shapes
using flat Euclidean spaces undermines our ability to represent natural bio-
logical variability. In this talk,  will develop a method for regression analysis
of general, manifold-valued data. Specifically, we extend Nadaraya-Watson
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kernel regression by recasting the regression problem in terms of Frechet
expectation. Although this method is quite general, our driving problem is
the study anatomical shape-change as a function of age from random-design
image data.

212 Statistics Can Help
Reduce Child Mortality @ A

Social Statistics Section, Section on Government
Statistics, Section on Quality and Productivity,
Section on Survey Research Methods, Scientific
and Public Affairs Advisory Committee, Section
on Health Policy Statistics, Section on Statistics in
Epidemiology, CHANCE

Tuesday, August 5, 8:30 a.m.-10:20 a.m.

Child Survival Theory and Practice: How Do
They Match?

* Gareth Jones, Adeni Consulting, 301 Parnell Ave., Ottawa, ON K1Z 5J7
Canada, gjl@adeni.ca

Key Words: child survival, interventions, global

The 2003 Lancet paper on child survival reviewed interventions feasible for
delivery at high coverage in low-income settings. It showed that if key inter-
ventions were universally available, over 60% of then current global under-5
deaths could be prevented. Furthermore, while health facility-centric inter-
ventions are necessary, household-based interventions, with limited need
for external material inputs, could prevent over half these deaths. This is the
theory, what is the practice? A child survival project in four countries in West
Africa serves as the basis for assessing the situation, not only in terms of
intervention coverage and mortality measures, but also the more qualitative
aspects of people motivation and management, logistics, adaptation to local
conditions, and impact on policies. Some of the challenges of interpreting
such information are considered.

Child Mortality: What We Count Counts

% Jef L. Leroy, National Institute of Public Health, Av. Universidad No. 655,
Col. Santa Maria Ahuacatitldn, Cuernavaca, 62508 Mexico, jleroy@correo.
insp.mx; Jean-Pierre Habicht, Cornell University; Juan Rivera, National
Institute of Public Health

Key Words: program evaluation, effectiveness, child mortality, delivery,
utilization

Mortality in children (10 million annually) remains unacceptably high.
Children can be saved by improving medical technology (MT), by improv-
ing delivery and utilization (DU) of the technology or by a combination of
both. (1) We estimated that MT could reduce child mortality by 22%. This
reduction is 1/3 of what could be achieved if DU of existing technologies
were adequate. (2) We found a serious discrepancy between research needs
and research funding: a mere 3% of research grants funded by NIH and the
Gates Foundation were directed toward DU; 97% were related toward MT,
with its relatively low potential to save lives. (3) We estimated the millions
of lives currently saved by public health programs. Conclusion: effectively
implemented programs could save millions of lives. Statistics plays a key role
in the design and evaluation of effective programs.
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How Can Statistics Save Lives?

¥ Megan Price, Emory University, 1518 Clifton Rd, Biostatistics
Department, Third Floor, Atlanta, GA 30322, meprice@sph.emory.edu

Key Words: statistics, human rights, right to health, service delivery research

Numbers can’t provide food, shelter, medical treatment, or security. But
well-executed statistical analyses can help to identify programs that are suc-
cessful in providing these basic needs under challenging circumstances—
poverty, corruption, social and political instability, etc. Although the Health
and Human Rights Report Card is a work in progress, and is admittedly quite
limited in scope, it does provide a starting point to identify states that appear
to be out-performing their economic peers on key health indicators. Further
research could then be conducted within these states to uncover successful
strategies for fulfilling the right to health at high levels of population cover-
age under poor economic conditions. More generally, the report card should
be viewed as an example of how statistics can be used to identify the most
effective strategies for improving health outcomes.

Corruption Networks: Why Millions of Children
Are Dying Needlessly

% David J. Fitch, Universidad Rafael Landivar, Instituto de Investigaciones
Econémicas y Sociales, Guatemala, International 01901 Guatemala,
dfitch7@yahoo.com

Key Words: Evaluation, Corruption, Developing countries, USAID, LQAS,
Service delivery research

We statisticians, with our expertise in evaluation, could contribute much
to the reduction of child deaths in the poor world, but there are problems.
Evidence suggests that if a set of feasible, low cost health services were uni-
versally available, six million fewer children would not each year die. What is
needed are statistically knowledgeable donors, prepared to stick with things
over the long run, working with respected country groups, doing the needed
research. The two would develop services coverage guided by experimental
evaluations, similar to that carried out by PROGRESA in Mexico. But such
evaluation is foreign to the donor community. Iwill try to spell this out, from
my 18-year home in a poor indigenous village of the Guatemalan Highlands,
from watching the work of USAID in the country, as a statistician in a WHO
institute, and with a small, high-quality university.

2 1 3 Theory and

Applications of Generalized
Confidence Intervals ®

Section on Physical and Engineering Sciences, IMS
Tuesday, August 5, 8:30 a.m.-10:20 a.m.

Generalized Fiducial Inference

% Jan Hannig, The University of North Carolina at Chapel Hill, Department
of Statistics and Operations Research, Chapel Hill, NC 27599, jan.hannige
colostate.edu

Key Words: Fiducial inference, generalized confidence intervals, asymptot-
ics, MCMC

In this paper we extend Fisher’s fiducial argument and Weerahandji’s gener-
alized inference to obtain a generalized fiducial recipe that greatly expands
the applicability of both fiducial ideas and generalized inference. We do this
assuming as little structure as possible. We demonstrate generalized fidu-
cial inference on examples and investigate, by simulation and by theoretical
considerations, some properties of the statistical procedures derived by the
generalized fiducial recipe.
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Generalized Confidence Intervals for Normal
Orthant Probabilities

% Thomas Mathew, University of Maryland Baltimore County, Department
of Mathematics and Statistics, 1000 Hilltop Circle, Baltimore, MD 21250,
mathew@math.umbc.edu; David Webb, U.S. Army Research Laboratory

Key Words: Bivariate normal orthant probability, Generalized pivotal
quantity, Tolerance limit

For the interval estimation of a bivariate normal orthant or rectangular
probability, the generalized confidence interval idea will be applied. The
problem has applications in ballistics, where it is required to estimate the
hit probabilities based on live-fire weapon performance. This parameter is
obviously a function of the unknown mean vector and covariance matrix. A
second problem to be discussed is on the computation of an upper tolerance
limit for the ratio of the bivariate normal random variables. This problem can
be reduced to that of computing an upper confidence limit for an appropriate
bivariate normal orthant probability. The problem has relevance in bioassay
applications. Numerical results on the performance of the proposed general-
ized confidence intervals will be reported, along with some data analysis.

Using Generalized Confidence Intervals To
Estimate Misclassification Rates of Bullet Lead
Data

* Connie Borror, Arizona State University West, 4506 W. Kaler Circle,
Glendale, AZ 85301, chorror@asu.edu

Key Words: Gauge R&R Study, Measurement System, Classification

To determine the ability of a measurement system, it is often necessary to
conduct a gauge repeatability and reproducibility (R&R) study. By comparing
the relative magnitudes of the sources of variation due to the measurement
system with the variation inherent in the measured process, decisions are
made concerning the capability of the measurement system. The purpose of
most measurement systems is to discriminate between good and bad items.
In a more general case, this is true with any classification process. In this
paper, measurement methods are proposed to classify bullet lead by their
chemical composition. Using a generalized confidence interval approach pre-
viously applied to a gauge R&R applications, upper bounds on misclassifica-
tion rates of these results are provided and discussed.

Assessing Equivalence of Two Assays Using
Sensitivity and Specificity

% Jorge Quiroz, Schering-Plough Research Institute, 2015 Galloping Hill
Road, Kenilworth, NJ 07033, jorge.quiroz@spcorp.com

Key Words: Eqvuivalence studies, Generalized confidence intervals, Inter-
section-union tests, Misclassification rates, Sensitivity and specificity, Vari-
ance components

The equivalence of two assays is determined using the sensitivity and speci-
ficity relative to a gold standard. The equivalence testing criterion is based on
a misclassification rate proposed by Burdick et al. (2005) and the intersec-
tion-union test (IUT) method proposed by Berger (1982). Using a variance
components model and the IUT methods, we construct bounds for the sensi-
tivity and specificity relative to the gold standard assay based on generalized
confidence intervals.

@ Applied Session

sk Presenter

214 Recent Developments

for Nonpharmaceutical Clinical
Trials @ A

WNAR, Biopharmaceutical Section, Biometrics Section
Tuesday, August 5, 8:30 a.m.-10:20 a.m.

Multicenter Studies of Diagnostic Imaging

Constantine Gatsonis, Brown University; % Mei Hsiu Chen, Brown
University, Center for Statistical Sciences, Box G-S121-7, Providence, RI
02912, chenmei@stat.brown.edu

Key Words: diagnostic imaging, multi-center studies, diagnostic accuracy,
prediction

Although information from imaging has long been an integral part of health
care, the evaluation of imaging modalities in the multicenter settingis arela-
tively recent development. Such studies assess the performance of imaging
modalities for early detection, diagnosis, staging, and for monitoring and
management of patient therapy. In this presentation we will discuss the de-
sign, conduct and analysis of multicenter studies of imaging modalities. We
will highlight issues specific to imaging and will place emphasis on the most
recent types of studies evaluating imaging as a biomarker for disease pro-
gression and response to therapy. The studies of imaging in cancer conducted
by the American College of Radiology Imaging Network will be used as the
main source of examples.

Study Designs for Biomarker-Based Treatment

Selection
¥ Amy Laird, University of Washington, Seattle, WA 98195, amylairdeu.
washington.edu; Andrew Zhou, University of Washington

Key Words: Biomarker, Personalized medicine, Clinical trials, Sample size
calculation

Among patients with the same clinical disease diagnosis, response to a treat-
ment is often quite heterogeneous. For many diseases this may be due to
molecular heterogeneity of the disease itself, which may be measured via a
biomarker. In this talk, we consider the problem of evaluating clinical trial
designs for drug response based on an assay of a predictive biomarker. In the
planning stages of a clinical trial, one important consideration is the number
of patients needed for the study to be able to detect some clinically meaning-
ful difference between two treatments. We outline several marker validation
trial designs in terms of the scientific questions each one is able to address,
and compute the number of patients required for each one. We exhibit effi-
ciency graphs for several special cases to summarize our results.

Subgroup Analysis for Assessing Treatment
Efficacy with a Survival Outcome and
Missing Subgroup Status, with Applications to
Cancer Management and Clinical Trials with

Noncompliance
* Gang Li, University of California, Los Angeles, 2868 Nicada Drive, Los
Angeles, CA 90077, vli@ucla.edu

Subgroup analysis is often needed in medical studies when only for a subgroup
of the study subjects are thought to benefit from the treatment under study.
For instance, when studying the efficacy of a drug in the presence of noncom-
pliance, only the compliers who actually take the drug are expected to ben-
efit from the drug. In this research, we develop large sample nonparametric
procedures for comparing subgroup survival curves when the subgroup status
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is unknown in the control arm. Small sample performances of the proposed
methods are investigated using simulations. The methods are illustrated using
a dataset from a Multicenter Selective Lymphadenectomy Trial (MSLT).

2 1 5 New Directions in

Safety Planning and Analysis for
Clinical Development @

Biopharmaceutical Section, WNAR, Biometrics Section
Tuesday, August 5, 8:30 a.m.-10:20 a.m.

Regulatory Perspectives on Planning for Pre-
Marketing

% George Rochester, U.S. Food and Drug Administration, 10903 New
Hampshire Ave, Silver Spring, MD 20993, george.rochester@fda.hhs.gov

Key Words: risk, safety, safety analysis plan, risk identification model

In the current climate of heightened expectation from consumers, legislative
bodies and other stakeholders, there is a need to improve pre-marketing risk
assessment. Risk evaluation must be systematically considered throughout the
lifecycle of a product. This presentation will discuss two new ideas. The first is
the Pre-approval Risk Identification Model (PRIM), which aims to streamline
safety evaluation throughout the life-cycle to meet regulatory requirements
for good safety assessment which forms the basis for good risk management.
The second is the Safety Analysis Plan, presented as a tool for documenting the
risk identification processes and analytical framework for regulatory submis-
sions, data analysis and presentation. A case study will be presented.

Planning for Meta-Analysis

% Jesse A. Berlin, Johnson & Johnson Pharmaceutical R&D, LLC, 1125
Trenton-Harbourton Road, PO Box 200; Mail Stop 67, Titusville, NJ 08560,
jberlin@prdus.jnj.com

Key Words: meta-analysis, safety data

Considering a clinical development program as a whole, the Integrated Sum-
mary of Safety (ISS), essentially a meta-analysis of individual patient data,
should be planned to address safety questions of interest. Planning should
involve consideration of statistical power and precision, anticipated subgroup
analyses, and how study design elements will complement each other across
the program. Planned meta-analyses offer precision for subgroup analyses
that won't be available within individual studies. With regard to design ele-
ments, the issue of confounding of study design elements should be explicitly
addressed. For example, a low dose study in one subgroup (e.g., women) and
a high dose study in another (e.g., men), completely confounds dose and sex,
making it impossible to disaggregate the effects of either on study findings.

Safety Analyses: Thoughts on Tackling
Multiplicity
% Devan V. Mehrotra, Merck Research Laboratories, Mailstop: UG1CD-44,

351 N. Sumneytown Pike, North Wales, PA 19454, devan_mehrotra@merck.
com; Joseph Heyse, Merck Research Laboratories

Key Words: Adverse experiences, Clinical Trials, False discovery rate,
Multiplicity, Safety analyses

Adverse experience (AE) data in randomized clinical trials are routinely eval-
uated using between-group p-values for every AE encountered within each
of several body systems. If the p-values (or confidence intervals) are inter-
preted without multiplicity considerations, there is a potential for excessive
false positive findings that can needlessly cloud the safety profile of the drug
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or vaccine. We propose a method for addressing multiplicity that achieves an
ICH-recommended balance between type I and type II errors. The method
involves a two-step application of the Benjamini and Hochberg false discov-
ery rate (FDR) procedure. Data from three moderate to large vaccine trials
are used to illustrate the proposed “Double FDR” approach, and a fourth ex-
ample serves to reinforce the potential consequences of failing to account for
multiplicity. (Joint work with the late Professor John W. Tukey.)

Detecting Safety Signals in Clinical Trials: A

Bayesian Perspective

¥ H. Amy Xia, Amgen, Inc, One Amgen Center Dr, MS 24-2-A, Thousand
Oaks, CA 91320, hxia@amgen.com; Haijun Ma, Amgen, Inc; Bradley P. Carlin,
The University of Minnesota

Key Words: multiplicity, signal detection, clinical trials, Bayesian hierar-
chical modeling, drug safety

Detection of safety signals from routinely collected adverse event data in
clinical trials is critical in drug development. How to deal with the multi-
plicity issue and rare adverse event (AE) data in such a setting is a challeng-
ing statistical problem. Bayesian hierarchical mixture modeling [Berry and
Berry (2004)] is appealing in the following aspects 1) it allows for explicitly
modeling the AE data with the existing coding structure; 2) it is attractive
in dealing with rare AE data because the model modulates the extremes; and
3) it is flexible to assess the posterior probability of a clinically important
difference with different scales. In this pres