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Abstract

The National Agricultural Statistics Service (NASS) publishes forecasts and estimates of yields
for several major crops. The yield forecasts have important economic implications through their
effects on market prices and the World Agricultural Outlook Board’s supply and demand estimates.
NASS collects information for forecasting corn yields from two sets of monthly surveys. A large
scale farmer interview survey is conducted after the corn is harvested to determine the final yield
estimate. Historically, yield forecasts are established by the Agricultural Statistics Board, a group
of commodity specialists that convenes monthly and synthesizes the survey results with external
sources information. Because of the subjective nature of the Board process, the traditional esti-
mation procedures are not reproducible, are difficult to document precisely, and do not provide a
measure of uncertainty. A model-based approach to corn and soybean yield forecasting is proposed
as an alternative to the Board process. The model incorporates the direct survey estimates as well
as external sources of information and produces a measure of statistical efficiency.

Key Words: Bayesian hierarchical model; Composite estimation; Model-based estimation; Survey
sampling.

1. Introduction

Each month, the U.S. Department of Agriculture (USDA) publishes two reports which
heavily influence crop prices by “defining the fundamental conditions in commodity mar-
kets” (Vogel and Bange 1999, p. 3). The first, the Crop Production Report, which is pre-
pared by the National Agricultural Statistics Service (NASS), an agency within the USDA,
contains estimates of harvested and planted area, yield, and production for a multitude
of U.S. crops at the national and state levels. This crop production information is uti-
lized in preparing the second report, the World Agricultural Supply and Demand Estimates
(WASDE), which forecasts crop supply and utilization in the U.S. and worldwide. Due to
the market-sensitive nature of these reports, they are prepared under “lockup”: those in-
volved are literally locked in an area without internet and telephone access from midnight
until the report is released at 8:30 a.m. Eastern time. We focus on the Crop Production
Report — specifically, the production of corn and soybeans, the two largest U.S. crops. Pro-
duction estimates of these two crops are published in tandem: “in-season” estimates are
published for the August through November reports, and the end-of-season estimates are
determined in January.

Production refers to the total harvested “fruit,” measured (domestically) in bushels,
which, for corn and soybeans, refers to kernels and beans after removal from ear and pod,
respectively. The bushel, though traditionally a unit of (dry) volume, refers to standard
weights; bushels of corn and soybeans at standard moisture levels weigh 56 and 60 pounds,
respectively. NASS computes production as harvested area multiplied by yield, where area
is measured in acres and yield is measured in bushels per acre. An acre is roughly the size
of an American football field, and 640 acres equal one square mile.

Of yield and area, it is widely recognized that yield is more difficult to measure; thus,
yield estimation is the main component of the determination of production. While there is
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a large amount of area to estimate — corn and soybeans contribute roughly 84 million and
74 million harvested acres, respectively (USDA NASS 2012a), the estimation is supported
by NASS’s largest survey, the June Agricultural Survey (JAS); the JAS collects the planted
area of over 125,000 farmers per year. Further, the harvested area estimates are highly
correlated to planted acres, with the former being roughly 98% of the latter. On the other
hand, the true yield is not known until harvest, and yield is difficult to predict in the early
stages of the season. In the following, we review NASS’s yield estimation methods.

Crop yield estimation at NASS is primarily based upon three probability-based sur-
veys: the Agricultural Yield Survey (AYS), Objective Yield Survey (OYS), and December
Agricultural Survey (DAS). The AYS and OYS, both of which are panel surveys subsam-
pled from the JAS, are conducted monthly for the in-season reports from August through
November, and the OYS also occurs in December. The AYS is a farmer interview sur-
vey, conducted in nearly every state, in which producers are asked for their expected crop
yields. The Objective Yield Survey, so-named due its independence from farmer response,
is a field measurement survey in which enumerators take commodity-specific measure-
ments (e.g. number of ears of corn) from randomly selected plots within the selected fields.
Due to its restrictive expense, the OYS is only undertaken in the highest-producing states;
NASS refers to these groups of states as speculative (or “spec”) regions due to their market
influence. The DAS is a farmer interview survey like the AYS, but it is only conducted
in December after the harvest is complete and has a much larger sample size than either
the AYS or OYS. As a result, of the three surveys, the DAS provides the most reliable
indication of the end-of-season yield. After weighting the survey records to adjust for se-
lection probabilities and response, yield indications and standard errors are produced for
each survey. At NASS, these direct survey estimates are referred to as “indications” instead
of estimates as the latter term is reserved for published numbers.

Indications from the OYS and AYS improve as estimators of the end-of-season yield
as the growing season progresses. For instance, early-season AYS responses may be well-
described as opinion due to the lack of information upon which they are based, but, later
on, AYS responses are based upon actual harvest numbers. The same is true for the OYS.
Consider the OY model for corn yield, which considers the grain weight per ear (USDA
NASS 2006). In the early season when the kernels are not fully formed, OY models predict
the grain weight through historical averages; however, when the corn is mature later in the
season, the grain weight is measured directly from harvested ears.

It is widely recognized at NASS that the OYS and AYS indications are biased as es-
timators of the end-of-season yield; specifically, the OYS indications have a positive bias
while the AYS indications have a negative bias. As a result, these indications are adjusted
for bias, where the biases are estimated from historical differences between the indications
and end-of-season yield estimates. The source of these biases is not completely understood.
The negative AY bias is generally attributed to the tendency for farmers to be pessimistic
and conservative in outlook. The positive OY bias is attributed to the OY model specifica-
tion (Warren 1985), but the details are not well understood. In contrast, the DAS indications
are treated as unbiased due to their collection after harvest completion.

In addition to the survey indications, NASS considers various sources of auxiliary
information. For example, NASS monitors weather conditions such as temperature and
precipitation. Specifically, high corn yields are commonly associated with below-normal
temperatures and above-normal precipitation in July and August (Thompson 1986) while
soybean yields are particularly sensitive to August precipitation (Tannura, Irwin, and Good
2008). Further, NASS’s weekly Crop Progress and Conditions survey provides crop con-
dition ratings in terms of five categories from very poor to excellent. NASS also utilizes
satellite information such as the Normalized Difference Vegetative Index (NDVI), a mea-



sure of biomass density which has been shown to be related to yield (Doraiswamy et al
2005). Last, a linear time trend is commonly used to model the increasing yields brought
about by technological innovations; this effect has been most pronounced for corn yields,
which have ten-year averages of 46, 72, 92, 109, 125, and 149 bushels per acre beginning
in 1950 (USDA NASS, 2012b).

The final published estimates are determined by the Agricultural Statistics Board (ASB),
a group of commodity experts which convenes during lockup. The ASB sets yield esti-
mates for states comprising the spec region during lockup; the non-spec state yields are
determined before the meeting. Recall that the spec regions are the groups of states em-
ploying the OYS; the regions for corn and soybeans include 10 and 11 states, respectively,
and account for 84 and 83 percent of U.S. production (USDA NASS 2012a). In determin-
ing the yield estimates for spec region states, the ASB follows a top-down approach: for
each commodity, it first sets yields for the speculative region as a whole and then sets yields
for its component states subject to the restriction that the harvested-acres-weighted average
of the state-level yield estimates equals the regional yield estimate. For the first task, the
ASB considers spec-region-level indications, which are aggregated from the state level as
a harvested-acres-weighted average. This top-down approach is justified by the belief that
estimates are strongest at the regional level where the sample size is largest. Note, however,
that this approach does not specify an explicit estimation method.

For this reason, the ASB has been criticized for being subjective. Other than calcu-
lating the published yield as a simple average of each Board member’s estimate, the ASB
does not utilize explicit mathematical rules to synthesize the variety of yield information
sources. As previously mentioned, early-season yield estimation is a difficult task, and this
lack of transparency grants them flexibility to adapt to changing and uncertain crop con-
ditions. However, as a result, the emphases placed on different features of the data will
inevitably vary from person to person and depend upon the composition of the Board (See
Caristi (2012), who studies the dispersion of the Board members’ estimates over time.)
Thus, reproducibility is an issue: if the ASB is provided with the same information on
two different occasions, there is no guarantee that it would arrive at the same yield esti-
mate. Further, no statistical measure of uncertainty such as a standard error is provided.
Although a reliability measure is published for the forecasted estimates, it is only based
on historical differences between the projected estimates and the end-of-season estimates.
These criticisms are motivated by OMB Standard 4.1, which says that “Agencies must use
accepted theory and methods when deriving ... model-based estimates and projections that
use survey data” and that “error estimates must be calculated” (OMB 2006, p. 20).

NASS has made efforts to address these criticisms. Keller and Olkin (2002) developed
a composite yield estimator which computes a weighted average of bias-adjusted AY and
OY indications. Although this methodology removes subjectivity from the yield estima-
tion process and provides a standard error, it does not incorporate the sources of auxiliary
information available to the ASB.

To this end, in a cooperative agreement with the National Institute of Statistical Sci-
ences (NISS), NISS-NASS researchers developed a Bayesian hierarchical model for the
spec-region-level corn yield (Wang et al 2011). Because this model provides the founda-
tions for this paper, we review this model in detail, describing the modeling levels starting
at the top. The top level models the finite sampling processes which produce the survey
indications; that is, the survey indications differ from their superpopulation means due to
sampling errors, which are quantified according to the given standard errors. Below this
level, the superpopulation means of the OYS and AYS indications are linked with the true
end-of-season yields through bias parameters and forecasting errors. The DAS indications,
however, are assumed unbiased for the true yields with no forecasting error. At both of the



previous levels, the model recognizes correlations between monthly OYS and AYS indi-
cations within the same year and survey due to the repeated panel designs. At the lowest
level, the underlying true yields follow a linear regression model in terms of several aux-
iliary covariates. Yield estimates are computed via MCMC sampling from the posterior
distribution defined by this model, for which a Gibbs sampling algorithm is described.

My NASS colleagues and I have modified and extended this hierarchical Bayesian mod-
eling approach. First, we pared down this model for spec-region-level yield to a more par-
simonious version. Our model retains most of the previous features, except that now only
the current month OYS and AYS indications are utilized. Further, we develop a model for
the individual spec region states — herein referred to as the state-level model — that applies
the ASB’s top-down approach. That is, after obtaining the spec-region-level yield estimate,
we apply to the method of Nandram and Sayit (2011) so that the harvested-acres-weighted
average of the state-level model yield estimates equals the regional estimate.

The article proceeds as follows. Section 2 provides the necessary background informa-
tion about the survey indications and auxiliary covariates. Section 3 introduces the method-
ology behind the spec-region- and state-level yield models. We provide concluding remarks
in Section 4.

2. Survey indications and auxiliary covariates

In this section, we provide the necessary background information about the data. We begin
by discussing the temporal and geographical supports of the survey indications. Regarding
the former, the indications cover different months and years depending on survey. As
previously mentioned, the OYS is employed monthly from August through December, the
AYS monthly from August through November, and the DAS once in December. In addition,
indications for the OYS, DAS, and AYS are not available before 1993, 1996, and 2001,
respectively: the first two are due to changes in NASS processing environments and the
latter is due to a change in sampling methodology. Further, recall that while the AYS and
DAS are taken in almost all states, the OYS is only employed in spec region states. There
are currently 10 and 11 states in the corn and soybean spec regions, respectively, and nine
states are in both: Illinois, Indiana, Kansas, Minnesota, Missouri, Nebraska, Ohio, and
South Dakota. The addition of Wisconsin completes the current corn spec region, while
Arkansas and North Dakota round out the soybean region. Three states were added to
each spec region in 2004, which included Kansas and South Dakota for both commodities,
Missouri for corn, and North Dakota for soybeans. Arkansas was also added to the soybean
spec region in 2004, but, unlike the other added states, it was part of the region prior to and
including 2001.

Next, we introduce the utilized set of auxiliary covariates. We use monthly, state-level
temperature and precipitation data provided by NOAA (NOAA NESDIS 2012), which we
denote by TMPmm and PCPmm, respectively, with mm referring to the month number. We
use July data in the corn yield model and both July and August data for soybeans. We also
use the state-level crop condition ratings (in percent) given by the weekly Crop Progress
and Condition Survey. Specifically, we consider the sum of the percentages for the “good”
and “excellent” ratings, which we denote by AGRww, where ww refers to the week number;
we use the 30th and 34th week ratings for corn and soybeans, respectively, which occur
near the last week of July and August. The covariates are available for all years.



2.1 Harvested-acres-weighted aggregation of state-level yields

As previously mentioned, NASS aggregates state-level yield indications and estimates to
the spec region level according to a harvested-acres-weighted average. After introducing
some notation, we show that this practice follows directly from the definition of production.
Denote the production, yield, and harvested acreage in year ¢ and state [ by py;, g, and by,
respectively, and the corresponding spec-region-level quantities by p;, ¢, and h. Further,
denote the year-t proportion of spec-region-level harvested acreage coming from state [
by wy = hy/hi. Now, py = ZlL:l pu = Zszl hyuy by the definition of production.
Dividing both sides by h; gives

L
He = Zwtlﬂtl- (1)
=1

Though not mathematically complex, this relationship motivates the methodology for the
state-level yield model.

2.2 Argument for using only current month indications

As mentioned in the introduction, the Wang et al (2011) model uses all monthly OYS and
AYS indications. For example, in calculating the October Crop Production Report forecast,
this model would utilize the August, September, and October OYS and AYS indications.
We argue that only the OYS/AYS indications from the current month (per our example: Oc-
tober only) should be used. As previously mentioned, the record-level AYS and OYS data
becomes more predictive of the end-of-season yield as the season progresses: while early
season data are based upon farmer opinion and historical averages, late season indications
use current-year harvest data. Furthermore, the OYS and AYS are panel surveys, meaning
the records represent the same farmers and fields in each month of the survey. Thus, we
argue that it does not make sense to include outdated indications in the model when more
current information is available.

3. Methodology

3.1 Notation

Due to the general nature of the model, our notation is not commodity-specific. De-
note the survey indication from survey k, year ¢, month m, and state | by Yty and its
(given) sampling standard error by Sg¢mi, where k = O, A, D for OYS, AYS, and DAS,
t € {1,2,...,T}, T representing the forecasting year, m € {8,9,10,11,12} for Au-
gust through December, and [ € {1,...,L}. To be more specific, the index ranges are
t = tg,tx + 1,...,T, where t; represents the first year of available data for survey
k;y m = 8,9,...,12 for OYS, m = 8,9,10,11 for AYS, and m = 12 for DAS; and
Il =1,...,L(t) due to the changing definition of the spec region. Further, we denote the
vector of covariates for year ¢ and state [ by z;;. The corresponding spec-region-level quan-
tities are aggregated from the state-level quantities according harvested-acres-weighted av-

erages: the spec-region-level indications, standard errors, and covariates are computed as

L(1) 2 L), 2 2 L(t) :
Yktm = D11 WaYktmls Skpm = 211 WiSiemi» a0 2¢ = >0 wyzy, where the vari-

ance aggregation assumes independence between the states.

Continuing, we let u; and uy define the spec-region- and state-level end-of-season
yields and denote the bias and non-sampling variance associated with the spec-region-level
indication for survey k and month m by by, and Jim; the corresponding state-/ quanti-



ties are by, cr,%ml. Last, we denote the forecast month by m*, m* = 8,...,12, which
correspond to the August through November yield estimates and the end-of-year estimate.

3.2 Spec-region-level model

For forecasting month m*, the spec-region-level yield model is given by

yktm* ’/’Lt ~ indep N(/’Lt + bkm*vsitm* + UI%m*)? tk S t S T7 k - 07 A; (2)
ypiizlpe ~ indep N(ue, shy10), tp <t < T(m*), 3)
pe ~ indep N(2y8,07),1 <t <T, 4)

where T'(m*) = T for m* = 12 and T' — 1 otherwise, and z, depends on m* and the com-
modity. For the corn yield model, z; = (1,¢,PCP07;, Temp07;, AGR30;)’ for all m*; for
soybeans, the same variables are used for m* = 8, but z; = (1,¢,PCP08, Temp08;, AGR34,)’
for m* > 8 because the August information is more predictive of the soybean yield. Note
that (2)-(4) follows the Wang et al (2011) model except for the following: first, as previ-
ously mentioned, we only consider OYS and AYS indications at month m*. Further, we
integrate out the superpopulation mean parameters and use the condition rating covariate
instead of planting progress. The application of diffuse prior distributions, which is de-
scribed in Appendix A.1, completes the model specification.

We employ MCMC simulation via a Gibbs sampling algorithm (Gelman et al 2004) for
parameter estimation. We show only the full conditional distribution of p7, the parameter
of interest, and leave the remaining parameters to Appendix A.2. Denoting the set of other
parameters by (2,

pr |2~ N(Az/Ay,1/Ay), ©)
1 ety | 1
Ar = Z o2 .+ 82 T2 o
k=0,A km* kTm* DT, 12 n

Ay = YrTm® = brme I=12yyDT,12 N 2h.8

2 2 2 27
k=0,A T lem + SkTm* SDT,12 9y

where [ I is the indicator function with 14 equal to 1 if A is true and O otherwise. The
yield estimate ji7 is the posterior mean, the mean of the MCMC sample for pr after the
“burn-in” period has been removed. Similarly, the standard error of [ is the standard
deviation of this sample.

3.3 State-level model

The state-level model follows the same structure as the regional-level model. For month
m*, it is given by

Yktmetlpt ~  indep N (i + benrt, Spimet + One1)s k=0, A (6)
Yptazglpe ~ indep N(pu, $hy121), (N
pri ~ indep N (2,0, 07271) ®)

over the ranges of ¢t and [. The parameters have diffuse priors such as those given in
Appendix A.1. The state-level model yield estimates fi;, like the spec-region-level model
estimates [, are the means of MCMC samples computed via a Gibbs sampling algorithm.
Although (1) holds for the parameters p; and p;, the same relationship does not necessarily



hold for the estimates [i; and fi;;. As a result, we refer to (6)-(8) as the “unconstrained”
model.

Because the incompatibility of the state- and regional-level yield estimates is not ac-
ceptable, we enforce this relation by specifying a constrained state-level model. In an
adaptation of the class of models developed by Nandram and Sayit (2011), we augment
(6)-(8) with the constraint (1) for each ¢. In doing so, we use the posterior distribution of
¢ from the spec-region-level model as its prior distribution for the constrained state-level
model. Thus, the constrained state-level model may be thought of as a hierarchical model
with regional and state modeling levels — given by (2)-(4) and (6)-(8), respectively — linked
by (1). In practice, this involves performing MCMC sampling for the spec-region-level
model first and then inputting these i iterates into the Gibbs sampling algorithm for the
state-level model.

For each ¢, the full conditional distribution of g1, = (fs¢1, - - -, f1¢,1,(¢)) under the con-
strained state model is obtained by conditioning its (full conditional) distribution under the
unconstrained model on (1). The unconstrained-model distribution is given by

: Aoy . 1
pe. |2 ~ indep MV N( vec ( , diag [— ), 9)
! | P ( 1<I<L(t) Altl 1<I<L(t) Altl )
Tis1y Ttme=12 1
Ay = - + + —,
k:ZO,A i1 + Shtmei 52Dt,12,l 0'7271

/
Yktm*1 — bem= I L =123YD1,12, i 2B
2 I

2 2 2
k=0,A Tkm*1 + Sktm*1 SDt,12,1 Unl

where vec(-) and diag(-) represent vectors and diagonal matrices (with entries indexed
by [). Then, by properties of the multivariate normal distribution, it can be shown that

conditioning (9) on (1) gives the distribution defined by (1, - -, gy, p1y—1) ~ N(i2, %)
L(t)—1
and iy, (1) = (e — Zl:(? Wy ) /Wy, 1 (1) Where

- Agy — awy
= —_— 10
H 1§1§V§8)—1< Ay ' (19)
S . 1 Wy Wy )
¥ —  dia = ) —bp  mat [ 2uww ) 1)
1§l§L(§)71 <A1tl> 1<LI<L(t)-1 <A1tZA1tl’

where mat(-) represents a matrix (with rows and columns indexed by [ and I’, respectively),
and the scalars a and b are given by b = [ZZL:(? w? /Ay tanda = b[ZlL:(? wy Aoy /A1y —
pt]. For sake of brevity, we omit the full conditional distributions of the other state-level
model parameters, which are similar to those in Appendix A.2.

3.4 Weighted average decompositions of yield estimates

In this section, we present useful interpretations of the spec-region- and state-level yield
estimates as weighted averages of estimates coming from each survey indication and the
auxiliary covariates. For instance, the year-T" and month m* spec-region-level yield esti-
mate may be approximated as

pr~ Y i, (12)
i=0,A,D,C
where fi;, for i = O, A, D, C, are the separate estimate components coming from the

OYS, AYS, DAS, and auxiliary covariates, respectively, and ¢; are their weights such that



>.;¢ = 1. The approximation (12) is computed from the mean of the full conditional
distribution (5), applying the posterior means of the parameters 2. (The approximation
falls within one-tenth bushel of /i;.) The estimate components for the OYS, AYS, and DAS
are the bias-adjusted indications fi; = y;7m»* — blm*, 1=0,A (blm* denoting the posterior
mean of b;,+), and fip = ypr,12; the estimate component from the auxiliary covariates is
the fitted regression line fic = zTB Further, the weights c; are proportional t0 the inverse
variances for each data source; specifically, ¢; = r;/ Y, ki, where r; = 1/(62,. + 827+
fori =0, A, ko = 1/0,], and kp = I{m*=12}/SDT,12

A similar interpretation is available for the state-level yield estimates. The year-7" and

month m* state-level yield estimates, for [ = 1,..., L, may be approximated as
ir~ Y caj+d, (13)
i=0,A,D,C
where fi;; and ¢;; are the state-/ estimate components and weights such that ) . ¢;; = 1

for each [. Further, d; represents the adjustment to the state-/ unconstrained-model yield
estimate in order that the state-level yield estimates are compatible with the regional-model
yield estimate. Using (9) and the same approximation method as before, the estimate com-
ponents are fiy = Yirm-1 — bim-1, i = O, A, jipy = = YpTmen, and fioy = Ztlﬁz, the
weights are given by i = Ki/ Y, nzl, where ry = 1/(62 ., + s%0), @ = O, A,
kDl = L{mr=12} /52 Drme>and Koy = 1/6 O'nl Note that the above posterior means are under
the unconstrained model. The adjustment d; is the difference of the posterior means under

the constrained and unconstrained models; that is, d; = Mg) — u(T[{) Note from (10) that
the relative sizes of d; for{ = 1, ..., L are proportional to wry.

4. Conclusion

In conclusion, the methodology presented allows for yield estimates that are reproducible
and objective and produces statistically based error estimates. The model-based yield esti-
mates have been presented to the ASB for consideration during the 2011 and 2012 growing
seasons.

A. Spec-region-level parameter estimation via MCMC

A.1 Prior distributions

We place diffuse prior distributions on the parameters. Specifically, let by, ~ iid N(0 (5?)
and B ~ N (0, (52,[), where I is the identity matrix, for 52 = 5% = 10% and O'km*, % ~
iid IG(A,, By), where “IG” refers to the inverse gamma distribution and A, = B,

0.001.

A.2 Gibbs sampling algorithm

Let p = (p1,...,p7) and let Z denote a matrix with rows 2/, ..., z/.. The following
describes a single iteration of the Gibbs sampling algorithm.

1. Fort = 1,...,T, generate ji; using (| ~ N(Ao /A1, 1/A1), where Ay =
> k0.4 L=t/ (O 5% 4m ) F ID(tme) /5D 10 F1 /05 and Doy = 3746 4 Tiis,y Ykt —
bkm*)/(azm* + S%tm*) + ID(t,m*)yDtJ?/S%)t,lQ + 22,3/0727, with D(t, m*) = {tD >
t>T—1}or{t=T,m* =12}.



2. Fork = O, A, generate by~ according to by,,= |2 ~ N(Aop, /A1y, .1/ A1, . )s

where Ay, =31 Toog ) /(07 8t ) H1/67 and Aoy, = 3710 Tsg, ) (Yktme —

Ht)/(o-im* + Sitm*)‘

3. Generate 3 using 3|2 ~ N(AI_BIAQB, Al_ﬁl) where Ag = Z'Z /0 + 5§2I and
Agg = Z/;L/O'%.

4. Generate o, according to 07| ~ IG(T/2 + A,, (n — ZB)' (n — ZB)/2 + B,).

5. Generate o}, . for k = O, A using a Metropolis-Hastings algorithm with a lognor-

mal proposal distribution. That is, we generate the proposed values JZSZ = exp(Vk)

for k = O, A, where v, ~ N (log Ji%:l), ag). In the previous, aifﬁb:l) refers to the
value of oy,,+ on the previous iteration and J?Y = 0.05. To determine whether the

proposed values are accepted, we calculate R = Rp R4, where

2(x) \ ~Ae

9 kem> 1 1
Ry = ] exp § —Bs —0 ~ 2D
O ko Ol Tl 14
T .
< exp d I > t)LLL(0") ~ LLLy(09 )]
t=1
for k = 0, A, where LLiy(8) = ~(1/2)108(0},,.. + s%0) = (1/2)(yhem —

1)

pt — bgme)/ (02, . + 5%, .) and O *) and U1 use ai(m*l and oifi: , respectively.

Then, the proposed values ai;’fbl, k = O, A, are accepted with probability min(R, 1);

2(j—1)

otherwise, the values o~ .~ are maintained.
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