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Presenter
Presentation Notes
Good afternoon everyone! Today we are going to talk about “Estimands and Analyses in Clinical Trials with Repeated Measures”.  This talk is a joint work with my co-worker, Dr. Wonyul Lee.  
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Outline

 Hypothetical estimands addressed by mixed models 
for repeated measures 

 Treatment policy estimands: slope-based estimands 
and fixed-time-point estimands 

Presenter
Presentation Notes
Here is a quick outline. We will first discuss the hypothetical estimands addressed by mixed models for repeated measures; then we will focus on two types of treatment policy estimands: slope-based estimand and fixed-time-point estimand. 
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A Hypothetical Clinical Trial for Fabry Disease
Setting similar to many trials for slowly progressive rare diseases 

 Randomized, double blind, active-controlled superiority trial
• Control: received accelerated approval based on a biomarker endpoint

 Randomize (2:1) patients to receive biweekly intravenous 
infusion of test product (TP) or control for 12 months

 Patients with severe disease progression allowed to switch 
treatment (“rescue”)

 Patients followed regardless of whether they discontinue their 
randomized treatment prematurely

 Efficacy outcome: estimated glomerular filtration rate (eGFR) 
measured at baseline and every 3 months

 Primary endpoint: change from baseline in eGFR at 12 months

Presenter
Presentation Notes

For illustration purpose, we start with a hypothetical clinical trial for Fabry disease since the setting is similar to many trials for slowly progressive rare diseases. 
This trial is Randomized, Double blind, Active-controlled Superiority trial.  The active control has received an accelerated approval based on a biomarker endpoint.
Patients are randomized in a 2 to 1 ratio to receive biweekly intravenous infusion of the test product (TP) or control for 12 months
Patients with severe disease progression are allowed to switch treatment (“rescue”)
Patients are followed for efficacy and safety assessments regardless of whether they discontinue their randomized treatment prematurely
The primary efficacy outcome is the estimated glomerular filtration rate (eGFR) measured at baseline and every 3 months
Primary endpoint is the change from baseline in eGFR at 12 months
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Primary Efficacy Analysis: Mixed Model for 
Repeated Measures (MMRM)

 Fixed effects:  treatment, time (categorical variable), 
interaction of time by treatment, and baseline value

 Unstructured covariance for within-subject correlations 

 Not include the observed data after treatment discontinuation
• Data after treatment discontinuation treated as missing

 Assume the data are missing at random (MAR)
• The distribution of the unobserved data is well approximated by 

the distribution of the observed data

 Does not employ formal imputation for missing data
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Supportive Analyses: all observed data are used 
regardless of treatment discontinuation

1. Same MMRM as used for the primary analysis

2. ANCOVA: with missing data imputed by the median 
value from the control group (Control-Median)

Presenter
Presentation Notes
To support the primary analysis, two additional analyses are specified. These supportive analyses use all observed data regardless of treatment discontinuation.

The first analysis uses the same model, MMRM, as for the primary analysis
The second analysis is ANCOVA: with missing data imputed by the median value from the control group (Control-Median)
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Based on the primary analysis, one might conclude that the trial 
demonstrates a statistically significant treatment effect of TP on 
eGFR at 12 months 

Efficacy Results: Mean Change from Baseline in eGFR at 12 Months

Presenter
Presentation Notes
These are the primary and supportive analyses results
 
The primary analysis shows that the decline in eGFR at 12 months is smaller in  the test product group compared to the control group. The difference between the groups is statistically significant. On the other hand, while the supportive analyses show numerically favorable results, they are not statistically significant. 
 
Based on the primary analysis, one might conclude that the trial demonstrates a statistically significant treatment effect of TP on eGFR at 12 months 
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Treatment Effect (Estimand) Estimated by the Primary 
Analysis?

Hypothetical estimand: it concerns the treatment effect as if 
all patients had continued on randomized treatment for 12 
months

 For patients who discontinue treatment, desired outcomes 
are the hypothetical values as if patients had not 
discontinued randomized treatment

• These hypothetical values are treated as missing data in 
the MMRM analysis 

Presenter
Presentation Notes
What is the treatment effect (estimand) estimated by the Primary Analysis?
 
Using the terminology of the ICH E9 addendum, this is a hypothetical estimand.

It concerns the treatment effect as if all patients had continued on the randomized treatment for 12 months

For patients who discontinue the randomized treatment, the desired outcomes are the hypothetical values as if patients had not discontinued the treatment

These hypothetical values are treated as missing data in the MMRM analysis 
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Intercurrent Events:  Treatment Discontinuations

Blue dots indicate values after treatment switch

Presenter
Presentation Notes
In the trial,  a total of 7 patients discontinue their randomized treatment. 
One in the control group due to consent withdrawal; and 6 in the test product group due to lack of efficacy or adverse events.
 
These patients’ eGFR  profiles are  presented in the figure . The red color indicates the 3 patients who dropout the study due to adverse events; the bottom three lines indicate the three patients who switch treatment due to lack of efficacy. One patient dies after treatment switch. The blue dots are the observed values after treatment switch.
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MMRM (Hypothetical Estimand): Implicitly Impute 
Values for Patients Who Discontinue TP

Would have much better outcomes if patients had continued TP

The hypothetical treatment effect (estimand) estimated by 
the MMRM is not recommended

Such hypothetical scenarios are not clinically plausible 
because these patients discontinue TP due to lack of efficacy

Presenter
Presentation Notes
As mentioned earlier, with MMRM, one doesn’t need to impute missing data. However, to understand how the MMRM handles the hypothetical values for treatment dropouts, we obtain the implicitly imputed values for the 6 patients who discontinue the test product. (based on the EM perspective for maximizing the likelihood of the MMRM model) 

Their imputed values are presented in the last row of this table. For the 3 patients who discontinue the test product due to lack of efficacy, their imputed values are much better than the last observed outcomes. This is not clinically plausible since these patients discontinue the test product due to lack of efficacy. Therefore, the hypothetical treatment effect estimated by the MMRM is not recommended.
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Supportive Analyses: use all observed data regardless of treatment 
discontinuation  estimate treatment policy estimand

Efficacy Results 

Using MMRM to estimate the treatment policy estimand 
may be less concerning

Presenter
Presentation Notes

The two supportive analyses, MMRM and ANCOVA use all observed data regardless of treatment discontinuation and thus they estimate the treatment policy estimand.  

For the 3 patients who discontinue treatment due to adverse events, their imputed values indicate worse outcomes compared to the last observed values. Thus, using the MMRM to estimate the treatment policy estimand may be less concerning.
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Summary: Estimands Estimated by MMRM

 MMRM is one of the most commonly proposed primary 
analysis methods, targeting either a hypothetical estimand or 
the treatment policy estimand 

 Major concern with using MMRM to estimate hypothetical 
estimands
• No rationale is provided on why MMRM is a reasonable approach 

for handling “hypothetical values” for patients who discontinue 
study treatment due to lack of efficacy or adverse events

 Using MMRM to estimate treatment policy estimand may not 
be concerning if the amount of missing data is small 

Presenter
Presentation Notes
In Summary, we have the following three observations based on our work experience

MMRM is one of the most commonly proposed primary analysis methods, targeting either a hypothetical estimand or the treatment policy estimand 

One major concern with using MMRM to estimate hypothetical estimands is that
 
No rationale is provided on why MMRM is a reasonable approach for handling “hypothetical values” for patients who discontinue study treatment due to lack of efficacy or adverse events

Finally, using MMRM to estimate Treatment policy estimand may not be concerning if the amount of missing data is small 
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Two Types of Treatment Policy Estimands 
Clinical Trials for Fabry Disease

 Fixed-time-point estimand:  Treatment difference in the mean 
change from baseline in eGFR at a pre-defined fixed time point

 Slope-based estimand:  Treatment difference in the mean 
annualized rate of change in eGFR (slope)
• Assume that the trajectory of eGFR is approximately linear
• Reasonable assumption for slowly progressive rare diseases  

Question: When the outcome trajectory is linear, should one select 
the slope-based estimand as the primary estimand?

Presenter
Presentation Notes
In the remaining slides, we will focus on two types of the treatment policy estimands:  fixed-time-point estimand and slope-based estimand. 

Question: Should one select the slope-based estimand as the main estimand when the outcome trajectory is linear?

Before we address this question, we introduce the two analysis approaches for estimating the slope-based estimand:
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Analysis Approaches for Slope-based Estimand 
One-stage vs. Two-stage

 One-stage approach: repeated measures are analyzed using a 
linear model that includes time as continuous variable 
• When the model includes intercept and slope as random effects, 

within-subject residual errors are typically assumed to be independent

• When the model does not include random effects, within-subject
correlations are characterized by a covariance structure, such as 
compound symmetric, autoregressive, or unstructured covariance 

 Two-stage approach:
• Stage 1:  A slope is estimated for each subject from the simple linear 

regression of the subject’s outcome variable on time

• Stage 2:  ANCOVA (or non-parametric methods) is used to estimate the 
mean slopes between groups

Presenter
Presentation Notes
One-stage approach: repeated measures are analyzed using a linear model that includes time as continuous variable 
When the model includes intercept and slope as random effects, within-subject residual errors are typically assumed to be independent
When the model does not include random effects, within-subject correlations are characterized by a covariance structure, such as compound symmetric, autoregressive, or unstructured covariance 
Two-stage approach:
Stage 1:  A slope is estimated for each subject from the simple linear regression of the subject’s outcome variable on time
Stage 2:  ANCOVA (or non-parametric methods) is used to estimate the mean slopes between groups
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Slope-based Estimand
Which analysis approach should be used?

 One-stage approach: 
• Higher power to detect a treatment difference compared to two-stage?

 Two-stage approach:  
• No assumption on within-subject correlations!

• Lower power compared to one-stage approach?

Presenter
Presentation Notes
Which analysis approach should be used for slope-based estimand?

Trial sponsors typically prefer One-stage approach because intuitively it is likely to have higher power to detect a treatment difference compared to two-stage approach.

Some statistical reviewers, however, prefer the Two-stage approach because it relies on less assumptions compared to the two-stage approach. It has No assumption on within-subject correlations!

In the next few slides, we present our simulation study results to address these questions.
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Simulation Study Evaluating Performance (Power) of 
Slope-based and Fixed-time-point-based Approaches 

 Slope-based estimand:

• One-stage:  a linear model with random intercept and 
random slope  RIRS

• Two-stage

 Fixed-time-point estimand:  MMRM (time is treated as 
categorical variable) and ANCOVA

 Small sample size:  Test Product (TP) = 30 & Control = 15

 Replications:  5000 

Presenter
Presentation Notes
Our simulation Study focuses on Evaluating the Performance (Power) of Slope-based and Fixed-time-point-based Approaches

The one-stage analysis is based on a linear model with random intercept and random slope. For fixed time point estimand, two analysis methods, MMRM and ANCOVA are considered.

Each simulated study has small sample size: Test Product (TP) = 30 & Control = 15

The replications of study are 5000
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Case 1: Data are generated under a linear model with a 
covariance of compound symmetry (CS)

 Slope-based methods: power ↑ as 
correlation ↑

 2-stage method has higher power 
than 1-stage method (RIRS) when 
correlation < 0.8

 Fixed-time-point method have higher 
power than slope-based methods
when correlation is small (0.2)

No missing data 

Presenter
Presentation Notes
In the first case of the simulation: data are generated under a linear model with a covariance of compound symmetry (CS)

In the figure on the right, the power curve is presented as a function of the correlation parameter. One-stage is indicated by the blue color; the 2-stage by the green color, and MMRM by the red color. 
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Case 2: Data are generated under a linear model with a 
covariance of autoregressive 1 (AR (1))

 Slope-based methods: similar power;
power ↑ as correlation ↑

 Fixed-time-point method have higher 
power than slope-based methods

No missing data 

Presenter
Presentation Notes
In the second case of the simulation: data are generated under a linear model with a covariance of autoregressive 1 (AR (1))
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Case 3: Data are generated under RIRS

No missing data Missing data (MAR): 10% 

Var (random intercept) = 0.5 *{ Var(random slope) + Var(residual error) }

 Slope-base methods outperform fixed-time-point method
 Slope-based methods:  power ↑ as variance ratio ↑
 Without missing data, 2-stage performs as good as RIRS
 With missing data, RIRS performs slightly better when variance ratio ≤ 1.5 

Presenter
Presentation Notes
In the third case: data are generated under a linear model with random intercept and random slope (RIRS)

The power calculation is performed under two scenarios: no missing data and with 10% missing data.  The power curve is presented as a function of the variance ratio, defined as the ratio of the variance of random slope to the variance of residual error.
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No missing data Missing data (MAR): 10% 

Case 4: Data are generated under RIRS
Var (random intercept) = 0.1 *{ Var(random slope) + Var(residual error) }

 Fixed-time-point method (MMRM) outperforms slope-base methods
 Slope-based methods:  power ↑ as variance ratio ↑
 2-stage performs as good as one-stage (RIRS)

0.6

0.65

0.7

0.75

0.5 1 1.5 2
Variance ratio: random sl    

RIRS
2-stage

MMRM

0.6

0.65

0.7

0.75

0.5 1 1.5 2
Variance ratio: random sl    

RIRS
2-stage

MMRM
ANCOVA

Presenter
Presentation Notes

In the third case: data are generated under a linear model with random intercept and random slope (RIRS)

The variance of the random intercept is set as one third of the total variance.
The power calculation is performed under two scenarios: no missing data and with 10% missing data.  The power curve is presented as a function of the variance ratio, defined as the ratio of the variance of random slope to the variance of residual error.
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No missing data Missing data (MAR): 10% 

Case 5: Data are generated under RIRS

Var (random slope) = 0.5 *{ Var(random intercept) + Var(residual error) }

 Slope-based vs. fixed-time-point:  no consistent winner

 RIRS vs. 2-stage:  performs similarly
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Application: Hypothetical Clinical Trial for Fabry Disease

Trial objective is to compare the mean slopes of eGFR 
change from baseline between two treatment groups

Mean Change in eGFR

~8% missing data at 18 months

Presenter
Presentation Notes
We apply the various methods to a Hypothetical Clinical Trial for Fabry Disease
 
The trial objective is to compare the mean slopes of eGFR change from baseline between two treatment groups.  
This figure depicts the observed mean change in eGFR over time. The patterns appear to be quite linear. 
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Application: Hypothetical Clinical Trial for Fabry Disease 

 Slope-based methods: RIRS yields less favorable results 
compared to 2-stage method

 Slope-based methods yield much less favorable results 
compared to fixed-time-point methods 

Efficacy Results

Presenter
Presentation Notes
We apply the various methods to a Hypothetical Clinical Trial for Fabry Disease
 
The primary analysis is based on RIRS 




23

Additional Simulation: Based on Application of RIRS  

Sample Size: TP=60 vs. Control =30;   Estimated slope: TP=-0.5 vs. Control=-1.7

Estimated variances: 
Random intercept = 7.7,   Random slope = 7.0,   Residual error= 7.9

Variance ratio = Var(random intercept) / Var(residual error) = 0.98

Var (random slope) = 0.45 *{ Var(random intercept) + Var(residual error) }

Fixed-time-point methods 
outperform slope-based methods
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Conclusions 

 In terms of power, the performance of slope-based analyses 
depends on the underlying covariance structure of the 
repeated measures  power ↑ as correlation ↑

 Slope-based: One-stage vs. two-stage:
• Without missing data, two-stage approach performs as 

good as (if not better) one-stage approach
• With missing data (MAR), one-stage approach slightly 

performs better than two-stage approach

 Slope-based vs. fixed-time-point: no approach universally 
outperforms the other
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