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and

Once SCIentifiC questions are determlned’ Other design ® WE implement SSR |f the trial IS dEterminEd to continue after the

features of clinical trials including increasing the power while V. ifjé¢c second interim analysis.
controlling the type | error rate, planning interim analysis, V,i={ '’ 7=
and achieving treatment balance among subgroups will be d5(Vy) ifjeC* e The cap of the sample size at stage 3 is 500 and byax = 2.

either required or preferred. We propose to sequentially
monitor the covariate adaptive randomization (CAR)
procedures with sample size re-estimation (SSR) to satisfy a
variety of design objectives of clinical trials. However, each of
the three adaptive designs (sequential monltorlnF, CAR, and
SSR) poses a challenge to the control of the type I'error rate.
In this research, we investigated how to utilize the
advantages of the three adaptive methods and control the

where C' = {[| X is continuous,l =1,...,p},

C* = {l|V; is continuous,l =1, ..., q}, and d(-) and d*(-) are certain

discrete functions.
e \We propose the following sequential statistics

e All the results are based on 10, 000 replications.

Table 1: Performance of different designs under Hy when all the ran-

domization covariates are included in the data analysis.

Both covariates are discrete

- con ( Zadj iff < f-L (Bo,p1.P2) Design o B DIF,, DIF{q DIFq.
typel error rate. We provec that the as mptOtlc JOInt b , o (0.5,0.5,0.5)  SPB 0.049  0.000(0.080)  1.32(1.27)  0.67(0.62)  0.99(0.84)
dlStrlbUtl(?n of the Sequentlal St_atls'thS O |OWS the . U = 4 uatlfz % Ztﬂ'df 1 (1 _ -u.rt)lfgx (0.5,0.5,0.5)  PS 0.051  0.000(0.080)  170(170)  5.44(4.16)  154(1.42)
dasSym totic canonical Olnt C |Str|bUthn deflne_d INn Jennison L (0.5,0.5,0.5) CR 0051  0.001(0.080)  207(157)  10.4(7.91)  145(111)
and Turnbull (2000) e5|deS, numerical studies \ {[B(b(f — ILL) +175) — B(ILL)]/[E}(!L — IL.L)]UQ}‘ ift >t (2,0.4,0.6) SPB 0.050  0.000(0.079)  1.33(127)  066(0.62)  0.99(0.83)
demonstrated that our methods could control the type | (3) (204,000 5 001 000008 LSE(SS) 820400 1514
error rate, increase the power, and lead to much-improved wdj soney B B
treatment balance aCrOSS SU bgrou pS- Where 'H:’t — tL/f-’ B(f_) — \/Ezt ! Both covariates are continuous

. (Bo.491.492) Design o B DIF, DIF{4 DIF;,
: Ln(t
INTRODUCTION Zs'd‘} = - - n( ) — . (4) (0.5,0.5,0.5)  SPB 0.055  0.000(0.081)  132(128)  0.68(0.62)  1.00(0.84)
] ] ] ] ] E(f) \/G(T)QL(X( L'?E.T-J ]TX( Lﬂ.-fj ))_1LT (0.5,0.5,0.5)  PS 0.040  -0.001(0.080)  169(1.68)  543(414)  153(1.38)
e Covariate adaptlve randomization (CAR), Sequentlal (0.5,0.5,0.5)  CR 0.055  0.000(0.082)  208(16.0)  10.5(8.04)  14.8(114)

. . . . . and é(#)2 is anv consistent estimator of (2,0.4,0.6) SPB 0.054  0.000(0.080)  133(127)  0.66(0.62)  0.99(0.83)
monitoring, and sample size re-estimation (SSR) are often €(t) Y (2.0.4.0.6)  PS 0052  0000081)  171(L68)  5.17(395)  152(1.39)
preferred in practice Z f.}___ggg_ 1 g2 (2,0.4,0.6) CR 0.057  0.000(0.082)  21.2(16.0)  10.0(7.79)  13.2(10.0)

: i85 T ¢
: H M jECT* oTel ! error rate; 3 estimator of B : overall difference in patient numbers Detwesn the two
° Howeverl there IS nOt a ComprEhenSIVe theoretlcal and q ! (5) Eeat.men.tjp;:’i’:'ll: theljf?;r.ence of patiefn:cir?;%‘ti:EFb?elt';veen t}'llledt'::: treatme:tS in the EtEatumbEfcrmed l:-.f X1 =1and
. . . . 2 f ey 7. T = 1; .. marginal imbalance for = 1.
numerical study about sequential monitoring of CAR o=+ 2, Var(Ving) X2 = 1 DI mergial imbalanes for X1 =1
orocedures with SSR in the literature = Table 2: Performance of CAR under Hy when unadjusted t-test is used.
. P : ro " * 4 " r . r * r
. - : o. = E|\Var(0;|d*(V;))|, and 0, = V., — E(V:|d%5(V5)). .- P ) .
 Consequence: The clinical trialists usually implement v Var (9 ’ “1_” S (V315 (V3) e i T o e o
sequential monitoring of CAR with SSR based on the Let Wi = (i1, .-, @i, 0315+ vyq) represent the ith subject’s (05,0.5,08)  dsrew  PS  00I5 || (0.5,05,0.5)  contiuows  PS 0007
] ] ] ‘ . . . . ) - ‘ c* (0.5,0.4,0.6) discrete SPB 0.013 (0.5,0.4,0.6) continuous SPE 0.008
theories on complete randomization and assume the covariate profile if X is at level 7 and V;; is at level v;7. (0.5,0.4,0.6)  discrete PS 0.014 || (0.5,0.4,0.6)  continuous  PS 0.010
. . .. . . . . (2,0.5,0.5) discrete SFB 0.010 (2,0.5,0.5) continuous SPEB 0.007
discrepancy is negligible. e [Vl F,: the overall difference in patient numbers between two (2.0.5.0.5)  dscrete  PS 0016 || (2.0.5.0.5)  comimous  PS 0.006
treatmentﬁ- after n patiEHtS. (2,0.4,0.6) discrete SFB 0.011 [EE._D.i.D.E] cnntinuc:us SPEB 0.006
(2,0.4,0.6) discrete P5 0.012 (2,0.4,0.6) continuous PS5 0.007

FRAMEWORK and ASYMPTOTIC RESULTS

Consider a two-arm randomized clinical trial with CAR,

e Originally planned sample size: n

o DIF, (k:ck): the marginal difference with respect to the level x}*
of covariate X}..
o DIFH_U:{-}T}: the marginal difference with respect to the level r*;l"i

Table 3: Performance of CAR under Hy when adjusted t-test is used.

Both covariates are discrete

: . ' - (Fo.P1,P2) Design o« DIFy, DIF13 DIFy
e Treatment assignments: T; (i =1,.... n) of covariate V.
| o DIF, (cq...., Cpy s Cloe e f;}: the difference in patient numbers in (0.5,0.5,0.5) P8 0052 132(127)  0.67(0.62)  0.99(0:84)
e Covariates: X,; = (X;1..... X'f'.”] and V; = (Vjq..... V‘,q) o _ _ _ (0.5,0.5,0.5) PS 0.051  168(1.60)  543(4.16)  1.51(1.37)
the stratum containing the subjects with covariates (0.5,0.5,0.5) CR 0049  208(158)  103(7.90)  14.6(11.1)
e Responses: Y, (;‘ =1..... ”) 1 c, c} ‘c; (2,0.4,0.6) SPB 0.049  1.33(1.27)  0.66(0.62)  0.99(0.83)
(-f ] s Lp U1 e n, Uqg ) (2,0.4, 0.6) PS 0.055  168(1.68)  521(3.98)  1.52(1.38)
Ay | . - o o ] ' (2,0.4, 0.6) CR 0051  20.9(16.1)  10.3(7.83)  13.3(10.1)
Yi=mli+mp(l = 1) + Xabi+ .+ Xl + Vam + .+ Vi + 6 (1) Theorem 1 Let BY = \/tU,. Assume the CAR design satisfies
DIF () (J_) _DIPX (.IL ) () (J_) ;1 1 d Both covariates are continuous
= , A kyep) = k=1,...,p, o a1, o o )
where n P n Ck) — Up ; = P, an (B0.4q1.q2) Design DIF DIF{q DIFy
‘ - _ . } [ .
_ DIF,E (;}; f_'.‘;) — Op(l)gj — L_ e (. Then U.’?dE‘!’ HD, BE IS (0.5,0.5,0.5) SPB 0.050 1.33(1.27) 0.68(0.62) 0.98(0.84)
e /i1 and jio are treatment effects for treatment 1 and 2, cal] dard B ) ) o distributi d th (0.5,0.5,0.5)  PS 0.055  170(1.67)  5.45(4.18)  1.54(1.39)
| | | R asympmhca VY 4 standar rownian motion 1n distribution, and the (0.5.0.5.0.5) cR 0.051 20.8(16.0) 10.5(8.01) 14.8(11.4)
e ¢; are independent errors with mean 0 and variance o=. sequence of test statistics (2,0.4,0.6) SPB 0.054  1.32(1.28)  0.66(0.63)  0.99(0.83)
. . : . . | . , i i o (2,0.4, 0.6) PS 0.056  1.70(1.68)  5.20(3.96)  153(1.42)
® Assume that the covariates (Xy,...,X,) and (V3,..., V,) are used to implement CAR {({-*’tlf U ), 05t <t < <t < 1} satisfies (2,0.4,0.6) CR 0048  21.2(161)  10.0(7.77)  13.2(10.0)

We perform the following hypothesis testing to compare two
treatments in clinical trials:

Hy : ji1 = pio versus piq # pis. (2)|
Sequential monitoring with sample size re-estimation:

(i) {Us,,...,Us,. } follows multivariate normal distribution;
(H) E[ﬁrti — () ;
(iii) Cov(Uy,, Uy, ) = /|nt; | /| nt;], 0 <t; <t; <1.

Two special cases:

Note: o type | error rate; DI Fy; : overall difference in patient numbers between the two treatments; DT Fy4:
the difference of patient numbers between the two treatments in the stratum formed by X1 = 1 and X5 = 1;
DI Fq.: marginal imbalance for X1 = 1.

Table 4: Performance of CAR under H; when adjusted t-test is used.

Both covariates are discrete

L | S | e (1) If all the randomization covariates are used in the data Pr. e p2) deen | Power  PIPe DAL PIRL
e /1 interim analyses at information time points t1,....¢t.....tK. Ve . (0.3,0.5.0.5)  SPB 0893  133126) 065062  099(0.84)
analysis, an (0.3,0.5,0.5) PS 0.892 160(1.67)  4.46(3.54)  1.53(1.40)
e We implement SSR at the end of the Lth interim analysis (6) (0.8,0.5,0.5)  CR 0735  182(143)  9.21(7.16)  129(10.1)
. _ _ _ Y= T+ ol =TV 4+ X8+, ..+ X. 3 Le. (0.35,0.4,0.6)  SPB 0.960 130(125)  0.67(0.63)  1.00(0.83)
(L < K') based on the observed data using the method in Cui et i = pli 1 pal ) i1l PP o (0.35,0.4,0.6)  PS 0965  171(167)  401(320)  154(139)
. . . (0.35,0.4,0.6) CR 0.870 17.4(13.7)  8.48(6.71)  11.0(8.66)
al. (1999). then we do not need to adjust the regular statistics obtained from
. ] f|tt|ﬂg the |iﬂear regrESSi[}n and Lse Both covariates are continuous
e We first calculate the conditional power, C'Fr,, based on observed (B, a1 492) Design  Power  DIF,  DIFy;  DIFy.
data for originally planned sample size n. If C'Py, is not less than 7 Ln(t) - (0.4,0.5,0.8)  SF8 09 1AL 06052 0508
t = . 5 = = ( () (0.4,0.5,0.5) PS 0.900 171(1.69)  4.46(3.55)  1.55(1.41)
the desirable level of ¢p, then no SSR will be implemented. Vo (t)2L(X (|[nt])T X (|nt]))~1L (0.4,0.5,0.5)  CR 0691  186(146)  936(7.22)  133(103)
_ s , (0.45,0.4,0.6)  SPB 0.053 130(126)  0.67(0.63)  1.00(0.84)
Otherwise, search n* that satisfies C'Fr, = ep. to calculate Us. (0.45,0.4,0.6)  PS 0043  170(167)  411(3.20)  154(140)
(0.45,0.4,0.6) CR 0.792 18.2(14.2)  8.82(6.80)  11.3(8.86)

e [Next, we increase the original sample size at stages &k > L + 1 by
a multiplier of b = min(b*, byyax ), Where biax is a prespecified
maximum sample size factor, and b* = (n* — N)/(n — N).

. . . CONCLUSIONS
Write 1 = (i1, )T 1 = (st 12, B By NUMERICAL STUDIES (CONCLUSIONS
_ T N (V R Y I T
Tln) =y, dn)", Xn) = (.. Tn)" €(n) = (e, en) Vi = i Ty + po(1 = T)) + X1 1 + Xiofa + €5, = 1,...,500, (8)  When unadjusted t-test is used, the type | error rates
L=(1,-1.0,....0), and | | | | : :
. . . are all conservative for CAR when both covariates are
Equivalently, it can be written as . . .
T T 1T, X Y. ] either discrete or continuous.
' oo Y; = Bo + BT + X1 + Xiofa + esi=1,...,500.  (9) _— - - -
T 1_T. Y y i = 20T PT T AP T Aa2P2 T G 8 Ly e DUL * When all the randomization covariates are included in
2 — 132 <321 <A . . .
X(n) = ’ e Originally planned sample size: n = 500 the data analysis or adjusted t-test is used, our
L L methods can control the type | error rate well and
) ~ } ® (::'_"}1,_{}2] — (l J_} .
T, 1-T, X Xop accurately estimate the unknown parameters.

When implementing CAR regarding continuous covariates, we first
discretize these continuous covariates and apply CAR designs
regarding the discretized covariates. Specifically, let

X
dr(Xp)

f k¢ C

X, =
‘ { if kel

e (2) If we do not want to include any randomization covariates in
the data analysis (t-test), we just need to divide the t-test

statistics by €(#) to obtain Zfdj for our procedure.

e ¢; are independent errors from normal distribution N (0. 1)
o Case 1: Xy € Bernoulli(pr) and X9 € Bernoulli(ps).

o Case 2: X; € N(0.1) and X5 € N(0.1).
e [ime points: t; = 0.2 (n; = 100), t5 = 0.5 (ny = 250),
lg = 1 ('H.-g — :JOU).

e O'Brien-Fleming-like boundaries (4.877,2.963. 1.969).

Mote: «: type | error rate; DI F'y,: overall difference in patient numbers between the two treatments; DT Fy4:
the difference of patient numbers between the two treatments in the stratum formed by X1 = 1 and X9 = 1;
DI Fq.: marginal imbalance for X1 = 1.

 CAR can lead to significantly better overall, marginal

or stratum-level balance than complete

randomization.

 Our proposed methods can increase the power.
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