JSM2007

July 29 — August 2, 2007

ADStract
SO0K

Table of Contents

Session Abstracts. ..., 1
Continuing Education Courses
Continuing Education Instructor Index. . 449
Index of Participants . ............... 453

Salt Lake City

July 29 — August 2, 2007




Session Abstracts



& Themed Session

Bayesian Statistics and Random
Matrices &

Section on Bayesian Statistical Science
Sunday, July 29, 2:00 pm-3:50 pm

Covariance Selection and Bayes Classification via Modal
Shrinkage Estimators

% Jingqin Luo, Washington University in St. Louis, Box 8067, Division of
Biostat, School of Medicine, 660 S. Euclid Avenue, St. Louis, MO 63110,

rosy@wubios.wustl.edu; Merlise A. Clyde, Duke University; Edwin Iversen,
Duke University

Key Words: Bayesian analysis, covariance selection, Baye classification,
shrinkage regression, scale mixtures of normals

Due to the positive definiteness constraint and the rapidly growing num-
ber of parameters with dimensions, covariance estimation in a multivariate
normal population has been a classic but challenging statistical problem.
Many approaches shrink a covariance/precision matrix toward some spe-
cial parsimonious structures, which may suffer from misspecification er-
ror. By describing the covariance selection problem as a system of linear
recursive equations, we work in the Cholesky decomposition framework
of a precision matrix. Through application of Bayesian shrinkage regres-
sions, we obtain robust estimators for a precision matrix of a flexible sparse
pattern. A further application of Bayesian shrinkage regressions to Bayes
classifier results in classifications comparable to some state-of-the-art
methods.

Discrete Hierarchical Model Search with Conjugate
Priors for Log-Linear Parameters

#* Adrian Dobra, University of Washington, 15514 Bothell Way NE, Apt.
202, Seattle, WA 98155, adobra@u.washington.edu; Helene M. Massam,
York University

Key Words: Model selection, log-linear models, Bayesian statistics, Con-
tingency tables, Reversible jump

We propose a novel reversible jump Markov chain Monte Carlo method
(Green, 1995) for model selection in hierarchical log-linear models. Our
approach is based on the conjugate priors for log-linear parameters intro-
duced in Liu and Massam, 2006. We discuss the computation of Bayes fac-
tors as an alternative to RIMCMC and the Bayesian iterative proportional
fitting algorithm for sampling model parameters. We also compare our
work with similar results based on multivariate normal priors for log-linear
models (Dellaportas and Forster, 1999; King and Brooks, 2001).

Local Graphical Model Search

o Liang Zhang, Duke University, 214 Old Chem, ISDS, Durham, NC
27708, Iz9@stat.duke.edu; Adrian Dobra, University of Washington; Mike
West, Duke University

Key Words: Local Graphical Model Search, MCMC, Metropolis-Hastings

Compared to general graphical model search methods, we present here our
work on local graphical model search algorithms. Local graphical model
search algorithms will apply to the problem if we are only interested in one
gene Y in thousands of genes in the gene expression data, for example, and
wish to understand the graphical structure of Y and its graphical structure,
where usual (global) graphical model search methods will not be efficient
and precise. Also, the prediction of Y based on the local graphical structure
is one of our interests. Monte Carlo Markov Chain methods and Shotgun

@ Applied Session
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Stochastic Search will be tried to do the search. We will provide several ex-
amples to analyze the efficiency as well as the precision of our algorithms.

Flexible Priors for Covariance Matrices in Gaussian
Graphical Models
% Bala Rajaratnam, Statistical and Applied Mathematical Sciences

Institute, 19 T.W. Alexander Dr., Durham, NC 27709, br62@samsi.info;
Carlos Carvalho, Duke University; Helene M. Massam, York University

The hyper-inverse Wishart distribution is a commonly used prior for Bayes-
ian inference on covariance matrices in Gaussian Graphical models. This
prior has the distinct advantage that it is the conjugate prior for this model
but suffers from lack of flexibility in high dimensional problems due to its
single shape parameter. In this paper, we propose flexible classes of priors
for posterior inference on covariance matrices in Gaussian Graphical mod-
els that allow for up to k+1 shape parameters where k denotes the number
of cliques in the graph. We investigate the corresponding Bayes estimators
under usual losses considered in the literature and exploit the conjugacy
relationship in these models to express Bayes estimators in closed form.
The closed form solutions allow us to avoid heavy computational costs that
are usually incurred in these problems.

The Special Interest Group on
Volunteerism: Two Years Out

Section on Statistical Education, Committee on Scientific Freedom
and Human Rights, Section on Government Statistics
Sunday, July 29, 2:00 pm-3:50 pm

Update on SIG on Volunteering Efforts

% Robert Starbuck, Wyeth, 500 Arcola Road, A-5114A, Collegeville, PA
19426-3930, starbur@wyeth.com

A number of volunteering efforts are underway and being tracked and
managed by the Special Interest Group on Volunteering. An update on the
progress of these efforts will be presented, including a brief description of
the efforts, and a mention of the person leading the effort and the key par-
ticipants.

Developing Graduate Degrees in Statistics at Universities
in Vietnam

% Alicia Carriquiry, Iowa State University, Department of Statistics, 102D
Snedecor Hall, Ames, IA 50011-1210, alicia@iastate.edu

Key Words: MS degree, Vietnam

This work is the joint effort of the Committee for Graduate Education in
Vietnam, established under the umbrella of the SIG in Volunteerism of the
ASA. The committee includes 14 members from academia and industry
and was charged with developing approaches to create graduate degree
programs in statistics at universities in Vietnam. The committee held sev-
eral electronic discussions and prepared a report proposing a plan for a
MS degree in statistics. The components of the MS degree in statistics, the
resources that must be in place to establish the new degree program and
possible strategies for building the necessary capacity are discussed in the
report. The committee is currently constructing a web-based resource with
course notes, datasets and software. Findings and web-based resources can
be adapted for implementation in other developing nations.
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Discussion of the Special Interest Group on Statistical
Volunteerism

o Jana Asher, Carnegie Mellon University, 26 Underwood Place NE,
Washington, DC 20012, jana@asher-resnick.us

Key Words: Volunteerism, Human Rights, Humanitarian

The Special Interest Group on Statistical Volunteerism is now two years old
and going strong. A variety of initiatives - from a meta-analysis of data from
Darfur to the development of a protocol for rapid response to requests for
statistical assistance in humanitarian and human rights crises - have been
initiated. This paper discusses the initiatives of the Special Interest Group
from the viewpoint of an active participant in the international human
rights regime and makes suggestions for future directions for the Group.

Promoting Quantitative Literacy for School-Age Children

#* Shail J. Butani, Bureau of Labor Statistics, 6007 Marilyn Dr., Alexandria,
VA 22310, butani.shail@bls.gov

Key Words: Quantitaive Literacy

These are some of the activities I have undertaken for Washington Statisti-
cal Society to promote quantitative literacy (QL). A vision of the Special
Interest Group of volunteers is to inspire other statisticians to adopt these
or similar ones in their local communities. 1) Conducted and organized
speakers and materials for career days for over 100 math classes each year.
2) Participated and provided consultants for QL workshops conducted by
ASA forlocal teachers. 3) Provided statisticians to assist in developing math
curricula for Fairfax County Public Schools. 4) Conducted and provided
statisticians for elementary schools teachers’ workshops. 5) Presented ma-
terials at Female Achieving Mathematics Equity (FAME) project. 6) Pro-
vided speakers for Girls Excelling in Math and Science (GEMS) programs.
7) Conducted and provided consultants for girl scouts’ workshops.

Fundamental Statistical Questions
Underlying Clinical Trials ® &

Biopharmaceutical Section, ENAR, Biometrics Section, WNAR
Sunday, July 29, 2:00 pm-3:50 pm

Beyond Statistical Methods: Quality of Trial Issues

“*Guoxing Soon, Food and Drug Administration, MD , soong@cder.fda.gov
Key Words: missing data, open label, quality of trial

Statisticians are sometimes being referred to as number crunchers. This
is unfortunate and in no way reflect the real role of statisticians in clinical
research. Although statistical methods are important, what gets into those
formula are even more important and should be an integral part of statisti-
cal considerations. For example, a lot of papers have been written regard-
ing the missing data, however, no statistical method can truly address this
issue satisfactorily because we can not make unknowns known afterward.
A better approach is to think creatively how to reduce the missing rate and
how to collect information that will help addressing this issue. In this talk
I will go through some trial design, conduct and data collecting issues and
discuss how statistician can play an important role in these areas.

On Criteria for a Measure of Statistical Evidence in
Clinical Trials: What We Want and What We Don’t

o Jeftrey D. Blume, Brown University, Center for Statistical Sciences, Box
G-S121, Providence, RI 02818, jblume@stat.brown.edu

Key Words: Statistical Evidence, Clinical Trials
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It is important to assess the strength of statistical evidence in a clinical tri-
al. But how statisticians choose to communicate this varies by philosophy
and training. Some argue that this is communicated by the p-value, some
argue for the posterior probability and some for Likelihood ratios. We pro-
pose three evidential quantities that every clinical trial should present: (1)
the probability that the study design will generate misleading evidence, (2)
the strength of the evidence in the observed data, and (3) the probability
that the observed evidence is misleading. We'll argue that no matter what
philosophical approach one prefers, only #2 and #3 are relevant at the end
of the study and that #1 is always critical in the design stage. We'll explore
if current paradigms identify these quantities and why this framework re-
solves problems of multiple comparisons and multiple looks.

Some New Developments in
Statistical Learning @ &

Section on Statistical Computing, Section on Bayesian Statistical
Science, Section on Teaching Statistics in the Health Sciences,
Section on Nonparametric Statistics, Section on Physical and
Engineering Sciences

Sunday, July 29, 2:00 pm-3:50 pm

The Adaptive Lasso and Its Oracle Properties

% Hui Zou, The University of Minnesota, 362 Ford Hall, 224 Church
Street, Minneapolis, MN 55455, hzou@stat.umn.edu

Key Words: Adaptive Lasso, Oracle Propertties, Model Selection

The lasso is famous for its ability to automatically produce a sparse subset
model. The LARS algorithm further facilitates the applications of the lasso
in practice. The lasso method now seems to become the default choice for
building a sparse model. In this talk, we first show a necessary condition
for the lasso variable selection to be consistent. We present some examples
in which the lasso is inconsistent for variable selection. We then propose a
new version of the lasso, called the adaptive lasso, where adaptive weights
are used for penalizing different coefficients in the lasso penalty. We show
that the adaptive lasso is consistent in variable selection, and in addition, it
possesses the oracle properties.

Robust Support Vector Machines

¢ Yufeng Liu, The University of North Carolina at Chapel Hill, 306 Smith
Building, CB 3260, Chapel Hill, NC 27599, yfliu@email.unc.edu

Key Words: classification, D.C. Algorithm, Fisher Consistency, Regular-
ization, Truncation

The Support Vector Machine (SVM) has been widely applied for classifica-
tion problems in both machine learning and statistics. Despite its popular-
ity, it still has some drawbacks in certain situations. In particular, the SVM
classifier may be sensitive to outliers in the training sample. Moreover,
the number of support vectors (SVs) can be large in many applications. To
circumvent these drawbacks, we propose the robust truncated-hinge-loss
SVM (RSVM), which utilizes a truncated hinge loss. The RSVM is shown
to be more robust to outliers and deliver more accurate classifiers using a
smaller set of SVs than the standard SVM. Our theoretical results show that
the RSVM is Fisher consistent, even when there is no dominating class, a
scenario that is particularly challenging for multicategory classification.

Bayesian Ensemble Active Learning

% Hugh Chipman, Acadia University, Department of Mathematics and
Statistics, Wolfville, NS B4P2R6 Canada, hugh.chipman@gmail.com;
Edward I. George, University of Pennsylvania; Robert McCulloch, The
University of Chicago Graduate School of Business
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Key Words: sequential design, machine learning, flexible modelling,
Bayesian, active learning, ensemble

In supervised learning problems, “'Active Learning” refers to the iterative
process of sequential data selection and model building, with the goal of
building a better model while requiring fewer observations. From a statis-
tical viewpoint, sequential design of experiments seeks to solve a similar
problem, but often focuses on parametric models such as linear regression.
We consider the challenge of Active Learning with very flexible models. In
order to meet this challenge, a framework for formal statistical inference
must be available for the model. We consider Bayesian Additive Regression
Trees, a flexible ensemble model which can deal with high dimensional-
ity, irrelevant predictors, nonlinear relationships, interactions, and local
effects. We will discuss issues involved in the development of BART as an
active learning tool, including computation and comparisons with other
methods.

Time Series Studies of Air
Pollution and Health @

WNAR, ENAR, Section on Health Policy Statistics, Section on
Risk Analysis, Biometrics Section, Section on Statistics and
the Environment

Sunday, July 29, 2:00 pm-3:50 pm

Estimating the Distributed Lag between Air Pollution and
Hospitalization Using a Bayesian Hierarchical Model

% Roger Peng, Johns Hopkins University, Department of Biostatistics, 615
N Wolfe St, Baltimore, MD 21205, rpeng@jhsph.edu; Francesca Dominici,
Johns Hopkins University; Leah Welty, Northwestern University

Key Words: air pollution, time series, distributed lag, hierarchical model

Numerous epidemiologic investigations have provided strong evidence of
an association between increased levels of ambient air pollution and in-
creased levels of hospital admissions. Time series studies have demonstrat-
ed an association typically at 0, 1, or 2 days after an air pollution episode.
An important research aim is to obtain a more detailed understanding of
the time course between exposure to air pollution and the onset of disease.
Information about this time course could provide the basis for hypotheses
concerning the mechanism by which air pollution causes disease. We in-
troduce an hierarchical Bayesian distributed lag model that incorporates
prior information about the time course of pollution effects and informa-
tion from multiple locations. We examine the effects of pollution on car-
diorespiratory diseases in a large United States air pollution and hospital-
ization database.

Reassessing the Relationship Between 0zone and Short-
Term Mortality in U.S. Urban Communities

#* Richard L. Smith, The University of North Carolina at Chapel Hill,
Department of Statistics and Operations Research, Chapel Hill, NC
27599-3260, ris@email.unc.edu; Baowei Xu, The University of North
Carolina at Chapel Hill; Allen S. Lefohn, A.S.L. & Associates; Paul Switzer,
Stanford University

Key Words: Air pollution and mortality, Hierarchical models, Nonlinear
regression, Time series analysis

In this paper we re-analyze data collected in connection with the National
Morbidity, Mortality and Air Pollution Study that have led to estimates of
the relationship between ozone and short-term mortality, with the inten-
tion of examining the sensitivity of the results with respect to a number of
methodological features. Among the features we examine are (a) sensitivity
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of the results to the selection of lags for meteorological and air pollution
variables, including backwards in time analysis; (b) nonlinear models for
the ozone-mortality relationship; (c) alternative approaches to distributed
lags; (d) alternative approaches to hierarchical models for combining data
from different cities.

Looking Through the Time Series Study Lens: Do We See
Reality or Fiction?

¢ Elizabeth A. Sheppard, University of Washington, Box 357232, Seattle,
WA 98195-7232, sheppard@u.washington.edu

Key Words: air pollution, times series study, ecological study, study design

Air pollution scientists and policymakers rely heavily on time series study
estimates of air pollution health effects. As a design time series studies are
a paradox. By comparing day-to-day changes in air pollution concentra-
tions with health event counts, their ecological structure suggests loss of
information and bias in the parameter estimates. However, because they
rely on huge populations from entire metropolitan areas, such studies are
able to detect very small effects. In this talk I discuss the utility and inter-
pretation of time series studies. I frame the discussion in terms of an in-
dividual-level disease model to describe the association between personal
air pollution exposure and health. I discuss the impact of the ecological
design, the specific risk and exposure models, and the need to substitute
ambient concentration for personal exposure in the time series analysis.

Threshold Estimation for
Functions in Nonparametric and
Semiparametric Pproblems &

Section on Nonparametric Statistics
Sunday, July 29, 2:00 pm-3:50 pm

Asymptotically Optimal Tests Under Loss of Identifiability
in Semiparametric Models

Rui Song, The University of North Carolina at Chapel Hill; %* Michael
Kosorok, The University of North Carolina at Chapel Hill, Department of
Biostatistics, Chapel Hill, NC 27599-7420, kosorok@unc.edu; Jason Fine,
University of Wisconsin-Madison

Key Words: Semiparametric methods, Optimal tests, Loss of identifiabil-
ity, Change-point models, Transformation models, Mixture models

We consider tests of hypotheses when the parameters are not identifiable
under the null in semiparametric models. Under a weighted average power
criterion, exponential average tests are characterized and shown to be as-
ymptotically optimal. The results can be applied to a variety of semipara-
metric models, for example, tests of presence of change-point in transfor-
mation models, tests of regression parameters in gamma frailty models,
and tests of the number of mixture components in finite components mix-
ture models are discussed. We also propose a modified weighted bootstrap
for computing the critical values of the test statistic.

Trajectories as Predictors of Univariate Responses

% Ian McKeague, Columbia University, , im2131@columbia.edu

Key Words: functional data analysis, change-points, empirical processes,
misspecified models, diffusion processes, functional linear regression

This talk discusses a new type of functional regression model involving
trajectories as predictors of univariate responses. The basic idea is to in-
clude time points among the parameters of interest, and to fit a (possibly
mis-specified) model using just the values of the trajectories at those times.

Sabt Lake City 3



& Themed Session

This provides greater interpretability than the functional linear regression
approach that has become popular in recent years. The new methodology
involves nonstandard asymptotic theory; specifically, non-Gaussian limit
distributions and rates of convergence that are determined in some sense
by the smoothness of the trajectories. In the case of trajectories that are
single-jump counting processes, it specializes to an existing type of change-
point analysis. Trajectories of diffusion-type are also studied in detail.

Multistage Procedures for Change Point Estimation

o George Michailidis, The University of Michigan, 439 West Hall, 1085 S.
University, Ann Arbor, MI 48109, gmichail@umich.edu

Consider a constant regression model for a bounded covariate that has a sin-
gle discontinuity (change point). It is assumed that one can sample the co-
variate at different values and measure the corresponding responses. Budget
constraints dictate that a total of n such measurements can be obtained. The
goal is to estimate accurately the location of the change-point. A multistage
procedure is proposed and its properties examined, where at each stage an
estimate of the change point is obtained and new points are sampled from
its neighborhood. The asymptotic distribution of the least squares estimate
is derived using ideas from empirical processes. The improved efficiency of
the procedure is demonstrated using real and synthetic data. The problem is
primarily motivated by problems in engineering systems.

Medallion Lecture |

IMS, General Methodology, Biometrics Section
Sunday, July 29, 2:00 pm-3:50 pm

Modeling Genes: Statistical Challenges in Modern
Genetics

% Peter Donnelly, University of Oxford, Department of Statistics, 1 South
Parks Road, Oxford, International OX1 3TG United Kingdom, donnelly@
stats.ox.ac.uk

Key Words: statistical genetics, association studies, coalescent, human
diseases

Advances in experimental technology have made possible hypothesis-free,
genome-wide, case-control association studies. These are proving to be a
very powerful tool for unlocking the genetic basis of common human dis-
eases, but they bring with them a number of challenging statistical prob-
lems and opportunities. The talk will describe some of these in the context
of the largest such study to date, the Wellcome Trust Case Control Con-
sortium, a UK collaboration studying the genetic basis of seven common
human diseases which measured the genetic types of 2000 cases for each
disease and 3000 common controls at each of 500,000 positions in the hu-
man genome. The study identified more than 10 novel genes involved in the
etiology of the diseases studied.

Nonlinear and Nonstationary Time
Series Analysis &

International Indian Statistical Association
Sunday, July 29, 2:00 pm-3:50 pm

Multiple Local Whittle Estimation in Stationary Systems

4 Peter M. Robinson, London School of Economics, Houghton Street,
London, WC2A 2AE United Kingdom, p.m.robinson@lse.ac.uk

4 (SWMZo07
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Key Words: long memory, semiparametric estimation, cointegration,
phase, consistency, asymptotic normality

Related long memory time series x(t), y(t) may have different or identical
memory parameters. In the latter case the possibility exists of domination
by a single common component, such that an instantaneous linear combi-
nation y(t)-flx(t) of the series has shorter memory than x(t), y(t). A semipara-
metric version of the problem presents four unknown parameters of inter-
est: two memory parameters, a phase parameter, and fl. We estimate them
jointly by optimizing a local Whittle function that entails a single smooth-
ing number, covering also the case where fl=0 and y(t) and z(t) have differ-
ent memory parameters. The consistency proof is non-standard in that the
fl estimate converges faster than the others. Joint asymptotic normality is
also established. Misspecification of the phase can slow convergence of esti-
mates of fl, and cause inconsistency of memory parameter estimates.

Generalized R-estimators Under Conditional
Heteroscedasticity
+% Kanchan Mukherjee, The University of Liverpool, Department

of Mathematical Sciences, Peach Street, Liverpool, L69 7ZL United
Kingdom, k.mukherjee@liverpool.ac.uk

Key Words: R-estimation, Autoregression, ARCH model, Heteroscedas-
ticity

In this talk, we discuss a class of rank estimators of the parameters as-
sociated with the conditional mean function of an autoregressive model
with heteroscedastic errors. The estimators are defined through a three-
steps procedure. We discuss the role of these estimators in mis-specified
models and their asymptotic distributions. The class of models includes
Engel’s ARCH model and the threshold heteroscedastic model. The class of
estimators includes an extension of Wilcoxon-type rank estimator. Some
simulation studies are presented.

Conditions for the Propagation of Memory Parameter
from Durations to Counts and Realized Volatility
#* Clifford M. Hurvich, New York University, IOMS Dept. 44 West 4'th

Street, Stern School of Business, New York, NY 10012, churvich@stern.
nyu.edu

Key Words: Long Memory Stochastic Duration, Autoregressive Condi-
tional Duration

We establish sufficient conditions on durations that are stationary with
finite variance and memory parameter d in [0,1/2) to ensure that the cor-
responding counting process N(t) satisfies Var N(t) ~ C t**(2d+1) as t-> in-
finity, (C>0), so that the memory parameter in durations propagates to the
same memory parameter in counts. We then show that any Autoregressive
Conditional Duration ACD(1,1) model with a sufficient number of finite
moments yields short memory in counts, while any Long Memory Stochas-
tic Duration model with d>0 and all finite moments yields long memory
in counts, with the same d. Next, we motivate the need for long memory:
aggregation ultimately destroys all autocorrelation in counts, if and only if
the counts have short memory. Finally, for a simple pure-jump price pro-
cess, we show that the memory parameter in durations propagates all the
way to the realized volatility.

Break Detection for a Class of Nonlinear Time Series
Models

#* Richard A. Davis, Colorado State University, Department of Statistics,
Ft. Collins, CO 80523, rdavis@stat.colostate.edu; Thomas C.M. Lee, The
Chinese University of Hong Kong; Gabriel Rodriguez-Yam, Universidad
Autonoma Chapingo
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Key Words: nonlinear time series, structural break, MDL, genetic
algorithm

We consider the problem of detecting break points for a broad class of non-
stationary time series models. In this formulation, the number and locations
of the break points are assumed to be unknown. Each segment of the data
is assumed to follow a model from a family of nonlinear time series models.
The minimum description length is used as a criterion for estimating the
number of break points, the location of break points, and the parameters
of the model in each segment. The best segmentation, found by minimiz-
ing MDL, is obtained using a genetic algorithm. The implementation of this
approach is illustrated using a GARCH model, a stochastic volatility model,
and a generalized state-space model as the base parametric model for the
segments. Empirical results show the good performance of the estimates of
the number of breaks and their locations for these various models.

Propensity-Score Matching
for Observational Studies: Recent
Extensions and Refinements @

IMS, Section on Statistics in Epidemiology, Section on Health
Policy Statistics, Biometrics Section, WNAR
Sunday, July 29, 2:00 pm-3:50 pm

Semiparametric Sequential Estimators for Dynamic
Causal Models

#* Michael H. Lechner, University of St. Gallen, Bodanstr. 8, SIAW, St.
Gallen, 9000 Switzerland, Michael. Lechner@unisg.ch

Key Words: Dynamic treatment effects, causal effects, nonparametric iden-
tification, sequential randomisation, programme evaluation, panel data

This paper proposes inverse selection probability weighting and sequential
propensity score matching to estimate dynamic causal effects. A Monte
Carlo study shows that the suggested matching estimators perform well
in small and medium sized samples. A re-evaluation of some parts of the
Swiss active labor market policies based on a dynamic causal model al-
lows the discussion of issues concerning the implementation of the new
methods.

Propensity Score-Matching Design in Studies with
Repeated Measures

#* Bo Lu, The Ohio State University, B110 Starling-Loving Hall, SPH, 320
West 10th Ave., Columbus, OH 43235, blu@sph.osu.edu

Key Words: Observatioanl Studies, Repeated Measures, Propensity
Scores, Optimal Matching, Non-bipartite Matching

In observational studies with repeated measures, treatment effects need
to be clearly defined. To obtain unbiased the treatment effect estimation,
with potentially time-dependent treatment and covariates, it is desirable to
balance the distribution of the covariates at every time point. A propensity
score based on the Cox proportional hazards model is proposed to incor-
porate the time dependent feature and implemented in risk set matching.
Different optimal matching designs have been explored under different
study setups. Simulation results and analysis of a practical example are
presented.

Matching with Propensity and Prognostic Scores

% Ben B. Hansen, University of Michigan, Statistics Department, 439
West Hall, Ann Arbor, MI 48104, ben.hansen@umich.edu

@ Applied Session
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Key Words: covariate balance, multivariate distance, subclassification,
poststratification

Matching is among the oldest and most transparent methods of adjust-
ment for observational studies. To extract treatment effects, it says, first
match treated subjects to untreated but otherwise similar controls; then
compare subjects to their matched counterparts and aggregate these indi-
vidualized comparisons. Used with propensity scores, the method is simple
and far-reaching, addressing high-dimensional covariates and helpfully
separating outcome analysis from the process by which candidate matches
are developed and evaluated. These benefits are shared with prognostic
scores, cousins of propensity scores addressing important aspects of the
data that propensities ignore. Combining propensity and prognostic scores
enhances matching’s scope and power as compared to matching on pro-
pensities only, while avoiding hazards to which earlier prognostic-match-
ing proposals have succumbed.

ﬂ @ Inference for Multistate Data

Under Complex Censoring Structures @

ENAR, Biometrics Section, Section on Physical and Engineering
Sciences
Sunday, July 29, 2:00 pm-3:50 pm

Statistical Analysis of Multivariate Interval-Censored
Data

% Jianguo Sun, University of Missouri-Columbia, Department of
Statistics, Columbia, MO 65211, sunj@missouri.edu; Manhua Chen,
University of Missouri-Columbia; Xingwei Tong, Academia of Science

Key Words: AIDS studies, Correlated failure times, medical studies, re-
gression analysis

Multivariate interval-censored failure time data occur when there exist
several correlated failure times of interest and for each failure time, only
interval-censored observations are available. Such data can arise from
many fields including medical follow-up studies, psychological studies and
tumorgenicity experiments. This talk will discuss statistical analysis of
these data and in particular, their regression analysis under several com-
monly used regression models will be investigated.

Analysis of Longitudinal and Response/Failure Time Data
from an Observational Study with Missing Observations

+® Dianne M. Finkelstein, Harvard/MGH, 50 Staniford Street, Suite 560,
Boston, MA 02114, dfinkelstein@partners.org; Natasa Rajicic, Pfizer Inc.;
David A. Schoenfeld, MGH/Harvard

Key Words: interval censored, failure time, multi-state

Observational studies often are interested in the relationship between a
longitudinal marker and clinical improvement (e.g., response) or progres-
sion. Often both the marker and the determination of clinical status are
assessed at regular clinic visits. If a subject misses a visit, the response and/
or progression time will only be known to have occurred in the interval
bounded by the last negative, and first positive visit times (interval censored
event time data). In addition, the marker data will be missing. This talk will
focus on methods for analysis of data from such a study. The methods are
discussed in the context of data from a diabetes and a trauma study.

Multiply Robust Higher-Order U-Statistics Estimators for
Continuous-Time Multistate Data Structures

+% James Robins, Harvard School of Public Health, 677 Huntington Ave,
Suit 821, Boston, MA 02115, robins@hsph.harvard.edu
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Key Words: Nonparmaetric, Semiparametric, Dependent Censoring, U-
statistics

Under coarsening at random, doubly robust estimators exist for the pa-
rameters of semiparametric models for continuous time multistate longi-
tudinal data processes in the presence of dependent censoring explainable
by high dimensional time-dependent covariate processes. In this talk, we
describe new multiply (i.e., triply, quadruply, etc.) robust estimators based
on higher order influence functions. These estimators are higher order U
statistics. We posit a number of models for the joint distribution of the full
data and for the censoring mechanism such that if any one of the many
models is correct, we obtain a consistent asymptotically normal estima-
tor of the parameter of interest. The more models one uses the higher the
required order of the U-statistic.

ﬂ ﬂ Alzheimer’s Disease

Research in Utah: Analysis Methods
for Early Detection, Epidemiology, and
Clinical Trials ® &

ASA, Utah Chapter, Council of Chapters, ENAR, Section on Statis-
tics in Epidemiology, Biometrics Section
Sunday, July 29, 2:00 pm-3:50 pm

Cognitive Change as a Biomarker in the Early Detection
of Alzheimer’s Disease
%* Gordon J. Chelune, The University of Utah, Center for Alzheimer’s

Care, Imaging and Research, 650 Komas Drive, Ste 106A, Salt Lake City,
UT 84108, gordon.chelune@hsc.utah.edu

Key Words: Reliable Change Methods, Individual Trajectories, Dementia,
Cognitive Assessment of Change, norms for change

Alzheimer’s Disease (AD) is characterized by progressive cognitive impair-
ment. For new drug therapies to be maximally effective, early detection
is critical. Single-point assessments using cohort norms are often insensi-
tive early in the disease course as subtle neurocognitive changes may be
masked by the effects of normal aging. Increasingly, there is reliance on
serial testing to identify abnormal cognitive trajectories. However, norms
for cognitive change do not exist, and there is a paucity of objective meth-
ods to characterize patterns of reliable change at the level of the individual.
Regression-based reliable change methods may provide a means for identi-
fying abnormal cognitive trajectories across serial assessments early in the
disease course, even when the individual is still considered to be within the
normal range, thus providing a potentially useful biomarker of prodromal
AD.

Analyzing Repeated Neuropsychiatric, Cognitive, and
Functional Measures in a Population-Based Study of
Dementia

% Chris Corcoran, Utah State University, 3900 Old Main Hill, Logan, UT
84322-3900, corcoran@math.usu.edu; Carl E. Pieper, Duke University;
Peter Zandi, Johns Hopkins University

Key Words: repeated measures, dementia, cognition, multivariate mod-
els, latent class

Studies of elderly dementia patients incorporate a variety of measures to
characterize the course of dementia. These metrics can be divided into three
general categories - cognitive, behavioral, and functional - each consisting
of subscales designed to capture more specific aspects of individual symp-
toms. Understanding what influences rates of change across these domains,
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and how these rates interact over time, may assist in creating and improving
treatments. We illustrate the issues relative to analyzing repeated-measures
data across multiple domains with data from the Cache County Memory
Study - one of the only existing population-based longitudinal studies of de-
mentia. In particular, we discuss and compare the use of multivariate hier-
archical linear models and latent class trajectory analyses to assess patterns
of change and correlations between trajectories across domains.

Responder versus Means Analysis: lllustrated with Data
from a Phase 2 Study of Tarenflurbil (MPC-7869) in
Alzheimer’s Disease (AD)

% Kenton Zavitz, Myriad Pharmaceuticals, 320 Wakara Way, Salt

Lake City, UT 84108, kzavitz@myriad.com; Mark Laughlin, Myriad
Pharmaceuticals; Edward Swabb, Myriad Pharmaceuticals

Key Words: Responder Analysis, Power, Clinical Trials, Dementia, Simu-
lation Study

Preclinical data suggests a potential for MPC-7869—a Selective Afl42-
Lowering Agent (SALA)—to have disease-modifying properties. In sub-
jects with mild AD on 800 mg BID, statistical significance was observed for
a means analysis at 12 and 24 months on the ADCS-ADL and the CDR-sb
with positive trends on the ADAS-cog. Post-hoc responder analyses showed
similar results. Responder analyses are often preferred by clinicians be-
cause they reflect a patient oriented approach, however, this analysis loses
power by categorizing a continuum. Statisticians often prefer the poten-
tially more sensitive means comparisons. In order to explore the statistical
relationship between these two analysis approaches, data was simulated
using four different distributions (a normal and a bimodal distribution
each with 2 standard deviations) and the power and efficiency of these two
approaches were compared.

ﬂ @ Measuring and Improving Data
Quality: A Prerequisite to Harnessing the
Power of Information ® &

Social Statistics Section, Section on Government Statistics, Sec-
tion on Survey Research Methods
Sunday, July 29, 2:00 pm-3:50 pm

Assessing the Effectiveness of Using Panel Respondent
Mode Preferences

% Thomas B. Hoffer, NORC at the University of Chicago, 1155 E. 60th
Street, Chicago, IL 60637, hoffer-tom@norc.uchicago.edu; Karen Grigorian,
NORC at the University of Chicago; Ron Fecso, National Science
Foundation

Key Words: respondent mode preferences, multimode surveys, response
rates, data quality

This paper uses data from the Survey of Doctorate Recipients (SDR), an
ongoing panel survey of doctoral scientists and engineers, to assess wheth-
er and how mode preference data should be used to improve panel survey
participation and data quality. In the 2003 SDR, respondents were asked to
indicate whether they would prefer to complete via paper, Web, or CATI
in the next (2006) round. Most indicated a preference for the Web mode
but honoring that preference and the supporting system of e-mail prompts
runs a risk of less-cooperative subjects more easily deflecting prompts.
Such cases may then wind up in the relatively expensive CATI mode, and
defeat the purpose of honoring preferences. We analyze response rate and
quality indicators from the 2001, 2003, and 2006 surveys to assess the
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extent to which honoring respondent mode preferences had a positive or
negative effect on survey outcomes.

Look and Listen, But Don’t Stop: Interviewers and Data
Quality in the 2007 SCF

#¢ Arthur B. Kennickell, Federal Reserve Board, Mail Stop 153,
Washington, DC 20551, Arthur.Kennickell@frb.gov

Key Words: Data quality, Interviewers, Quality control

In most field surveys, the data collection process is observed only by the
respondents and the interviewers. Others can observe only the traces re-
flected in the data and paradata. Careful hiring and training of interview-
ers is, of course, very important in maintaining data quality. But creating
a continuing mechanism for clarifying, reinforcing and enforcing the sur-
vey protocols is also important. The 2004 Survey of Consumer Finances
(SCF) introduced a new two-part system of data review coupled with regu-
lar feedback to the interviewers throughout the field period. Based on the
experience with that system, a more refined process was developed for the
2007 SCEF. This paper presents a discussion of the process as seen from the
perspective of the ongoing survey.

Survey Quality and Quality Metrics: An Economic
Approach

3 Julia Lane, NORC at the University of Chicago, 55 E Monroe St, Suite
4800, Chicago, IL 60603, gasparac-julie@norc.org; Suzanne Bard, NORC at
the University of Chicago; Judith Petty, NORC at the University of Chicago

Key Words: Quality metrics, Survey quality, Economic Approach

This paper describes the results of a new initiative at NORC that directly
includes quality metrics into a survey instrument. The economic approach
used is a principal/agent model, which argues that wages, together with
alternative employment opportunities, affect the quality of agents that
are available to a firm (the principal). The paper uses these direct quality
metrics measures of field interviewer quality, and examines the impact of
alternative employment opportunities on the recruitment and retention of
high quality interviewers. The analysis is based on the Survey of Consumer
Finances.

ﬂ @ 2007 Government Statistics,

Social Statistics, and Survey Research
Methods Student Paper Awards
Session @

Section on Survey Research Methods, Social Statistics Section,
Section on Government Statistics, SSC
Sunday, July 29, 2:00 pm-3:50 pm

Small-Area Estimation in Multivariate Surveys

+* Hukum Chandra, University of Southampton, Building 39,
Southampton, SO1 71B] United Kingdom, hchandra@soton.ac.uk; Ray
Chambers, University of Wollongong

Key Words: Multivariate Surveys, Multipurpose sample weights, MBD
approach, Small Areas

Sample surveys are generally multivariate, in the sense that they measure
more than one response variable. In theory, each variable can then be as-
signed an optimal weight for estimation purposes. However, it is often a
distinct practical advantage to have a single weight that is used with all
variables collected in the survey. This paper describes how such multipur-
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pose sample weights can be constructed when small area estimates of the
survey variables are required. The approach is based on the model-based
direct (MBD) method of small area estimation described in Chambers and
Chandra (2006). Empirical results show that MBD estimators for small ar-
eas based on multipurpose weights perform well across a range of variables
that are often of interest in business surveys. Furthermore, these results
show that the proposed approach is robust to model misspecification.

Nonparametric Modeling of the Second Order Structure
of Processes with Time-Varying Memory

¢ Georg Goerg, Vienna University of Technology, Argentinierstrabe
8/105, Vienna, 1040, Austria, e0225792@stud3.tuwien.ac.at; Dana
Draghicescu, Hunter College

Key Words: Hurst parameter, nonstationary time series, time-varying
memory, optimal bandwidth selection, returns, river flow

In this paper we consider nonstationary time series, characterized by time-
varying memory. We model the temporal changes of the memory param-
eter (or Hurst parameter) in the time domain, by using a moving window
approach. Our estimation procedure incorporates a data-driven scheme
for optimal bandwidth selection. The proposed methodology is illustrated
on hydrological and financial datasets.

Cosponsorship in the U.S. Senate: A Mixed Effects
Approach to Detecting the Subtle Influence of Social
Relational Factors on Legislative Behavior

% Justin Gross, Carnegie Mellon University, 984 Greenfield Ave,
Pittsburgh, PA 15217, jhgross@andrew.cmu.edu; Stephen Fienberg,
Carnegie Mellon University; Cosma Shalizi, Carnegie Mellon University;
David Krackhardt, Carnegie Mellon University

Key Words: Relational data, random effects, social network analysis, po-
litical methodology, GLMM, legislative behavior

Why do members of the United States Congress choose to cosponsor leg-
islation proposed by their colleagues and what can we learn from their
patterns of cosponsorship? These questions have attracted increased in-
terest among legislative scholars over the past several years, and are, fun-
damentally, questions about relationships. Unfortunately, most methods
of statistical inference with which political scientists are likely to be fa-
miliar tend to be ill-suited for the analysis of relational data, where ob-
servations are interdependent. We use mixed effects to capture network-
type patterns of dependence (e.g., sender- and receiver-specific effects,
reciprocity). Explicitly modeling network phenomena allows us to more
confidently examine whether various dyadic properties of interest, such as
similarities and opportunities for interaction between senators, translate
into increased cosponsorship.

Imputing Missing Data in the FBI’s Uniform Crime
Reports
«¢ Clint Roberts, The Ohio State University, 2513 Mt. Holyoke Rd.,

Columbus, OH 43221, roberts.694@osu.edu; Elizabeth A. Stasny, The Ohio
State University; Michael D. Maltz, The Ohio State University

Key Words: GLM, Poisson regression, Time series

The Uniform Crime Reports, collected by the FBI, contain monthly crime
counts for each of the seven index crimes, but for one reason or another, a
police agency may miss reporting for a particular month. The data are not
complete, hence the need for the development of an imputation procedure
to fill in the gaps. Since the early 1960’s, an imputation technique imple-
mented by the FBI has been used to make annual crime count estimates.
This approach ignores concerns of seasonality and does not make use of the
agencies’ long-term data trends. Computing power has radically improved
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since the 1960’s, and it is now feasible to develop a more involved yet flex-
ible method that can incorporate more information into our estimation
procedure. Our model-based approach also has the added value of making
available variance estimates for the imputed data.

Using the Multiple Imputation Technique To Correct for
Measurement Error and Statistical Disclosure Control in

Sensitive Count Data in a National Survey

¢ Mandi Yu, University of Michigan, 426 Thompson Street, Rm 4050,
Program in Survey Methodology, Ann Arbor, MI 48106, mandiyu@isr.
umich.edu

Key Words: Multiple Imputations, Sensitive Question, Measurement Er-
ror, Social Desirability, Statistical Disclosure Control, Bayesian

Measurement error in sensitive question is pervasive, therefore, biasing the
estimation of most statistical models. The objective of this paperis to correct
for measurement error in the number of life-time sexual partners by treat-
ing it as a missing data problem and using multiple imputation technique
to synthesize this underlying “true” attribute. Bayesian Bivariate Poisson
model with diffuse Gaussian priors was fitted to the 1996 General Social
Survey combining knowledge of data quality from the mode experiment
conducted by Tourangeau and Smith (1996). Ignored in existing literature,
the threat of augmented disclosure harm from releasing both imputed and
original data to the public was recognized and tackled by statistical per-
turbation. Bias reduction and statistical integrity were evaluated. Markov
Chain Monte Carlo algorithm was programmed using WinBUGS.

ﬂ él:!:' Efficient Designs in Drug

Development ® &

Biopharmaceutical Section, Biometrics Section, ENAR
Sunday, July 29, 2:00 pm-3:50 pm

Bayesian Forecasting of Multicenter Enroliment

% Byron Jones, Pfizer Inc., Pfizer IPC 193, Ramsgate Road, Sandwich,
Kent, International CT13 9N]J United Kingdom, Byron.Jones@pfizer.com

Key Words: multicenter, enrollment, Bayesian, prediction, updating,
decision

A key design element of a multicenter trial is the number of centers and
the rate at which each center enrolls patients. During the trial these rates
are monitored to determine if the trial will complete enrollment on time.
If enrollment is going too slowly then either more centers need be added
or the rates of the existing centers increased. We describe (i) a Bayesian
approach to monitoring enrollment and forecasting future rates and (ii) a
decision scheme for deciding whether to add or drop centers or increase
current enrollment rates.

A Bayesian Design and Analysis for Dose-Response Using
Informative Prior Information

#* Michael Smith, Pfizer Inc., Ramsgate Rd, IPC096, Sandwich, CT13 9NJ
United Kingdom, mike.k.smith@pfizer.com; Scott Marshall, Pfizer Inc.

Key Words: Dose-response, Bayesian, Emax model, Informative priors,
relative potency, proof of concept

We wish to use prior information on an existing drug in the design and
analysis of a dose-response study for a new drug candidate within the same
pharmacological class. Using Bayesian methodology this prior information
can be used quantitatively and the randomization can be weighted in favor
of the new compound, where there is less information. An Emax model
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is used to describe the dose-response of the existing drug. The estimates
from this model are used to provide informative prior information used for
the design and analysis of the new study to establish the relative potency
between the new compound and the existing drug therapy. Simulations
were performed to assess the operating characteristics of various designs
and robustness to underlying assumptions.

Model-Based Trial Design in Depression Using Bayesian
Monitoring and Bootstrap Trial Simulation

#* Roberto Gomeni, GlaxoSmithKline, Via Fleming 4, Verona, 37135 Italy,
roberto.a.gomeni@gsk.com

Key Words: Bayesian Monitoring, Posterior Probability of Superiority,
Bootstrap, Trial Simulation, Model-based drug development, Risk analysis

We present a methodology for continuous monitoring of efficacy data
(HAMD-17) in placebo-controlled trials in depression and to implement
decision rules based on a Bayesian trial simulation to support progression
or discontinuation of a treatment arm. The Posterior Probability of Supe-
riority resulting from the application of MCMC to a longitudinal model
of placebo and antidepressant drugs was used to estimates criteria to dis-
continue a treatment arm for futility, and to predict the treatment effect at
study-end while the trial was still ongoing. The results showed the possibil-
ity to stop a trial for futility when about 50% of total information was avail-
able and to detect signal of a treatment effect based on limited information
(<40%). Bootstrap analysis was able to protect from improper decision in
presence of data heterogeneity, providing a framework for a scenario-based
risk analysis.

Optimizing the Manufacturing of Phase Il Material
During Phase Il Trials

% Nitin Patel, Cytel Inc., 675 Massachusetts Ave, Cambridge, MA 02139,
info@cytel.com; Francoise Vandenhende, Eli Lilly and Company

We will describe a Bayesian decision analysis model developed for late stage
Phase Il trials. The aim of the model is to explore the opportunity to reduce
the time to market for a drug in a Phase II clinical trial by triggering the
Compound Manufacturing and Control (CMC) process before completion
of the trial. Since the CMC effort for a drug often lies on the critical path
to release, early triggering has the promise of increasing revenues over the
life of the drug. The risk is that the CMC work may be fruitless as there is
a chance that the drug will fail on the Phase II trial. The model optimizes
this trade-off and is currently being actively investigated for application to
a Phase II trial of a cancer drug.

Accounting for Patient Heterogeneity in Phase Il Clinical
Trials

o J. Kyle Wathen, The University of Texas M.D. Anderson Cancer Center,
1515 Holcombe Blvd, Box 447, Houston, TX 77030-4242, jkwathen@
mdanderson.org; Peter F. Thall, The University of Texas M.D. Anderson
Cancer Center; John D. Cook, The University of Texas M.D. Anderson
Cancer Center

Key Words: Adaptive design, Bayesian design, Futility rule, Phase II clini-
cal trial, Simulation

Phase II clinical trials typically are single-arm studies conducted to decide
if an experimental treatment, E, is promising, relative to standard treat-
ment, S, to warrant further investigation. Many methods exist for con-
ducting phase II trials under the assumption of patient homogeneity. In the
presence of patient heterogeneity, however, these designs are likely to draw
incorrect conclusions. We propose a class of model-based Bayesian designs
for single-arm phase II trials with a binary outcome and two or more prog-
nostic subgroups. The designs’ early stopping rules are subgroup-specific
and allow the possibility of terminating some subgroups while continuing
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others. We require informative priors on S and subgroup main effects, and
noninformative priors on E and treatment-subgroup interactions. An algo-
rithm for computing prior hyperparameter values and a simulation study
are presented.

ﬂ 5 Novel Analyses of

Time-To-Event Data @ &

Biopharmaceutical Section, ENAR, Section on Risk Analysis
Sunday, July 29, 2:00 pm-3:50 pm

Extensions of Cure Models for Clustered Time-to-Event

Data

+* Jeremy Taylor, University of Michigan, 1420 Washington Heights,
Department of Biostatistics, Ann Arbor, M1 48109, jmgt@umich.edu;
Yingwei Peng, Queen’s University

Key Words: cure models, clustered data

Cure models are attractive approaches in survival analysis when there is a
rationale for a non-susceptible group and there is good follow-up beyond
the typical event times. The standard mixture cure model has a logistic
model for long term incidence and a Cox model for latency amongst the
susceptible group. We extend this model to the situation of clustered ob-
servations. In a conditional approach random effects are introduced in
both the incidence model and the latency model to incorporate the cluster
effects. In a marginal approach the variance-covariance of the estimates
is obtained from a sandwich estimator. For both methods estimation is
performed by extensions of the EM algorithm. Simulation studies are per-
formed. The methods are applied to a multi-institutional study of local re-
currence of tonsil cancer patients who received radiation therapy.

Constructing Approximate Confidence Bounds for the
True Survival Curve Using the Kaplan-Meier Survival
Function by Adding an Imaginary Failure or Eternal
Survivor

o Craig B. Borkowf, Centers for Disease Control and Prevention (CDC),
1600 Clifton Road NE, Mail Stop E48, Atlanta, GA 30333, uzz3@cdc.gov

Key Words: censored data, clinical trial, Clopper-Pearson method,
Greenwood variance estimator, Kaplan-Meier survival function, survival
analysis

We present a method for constructing confidence bounds for the true sur-
vival curve as estimated by the Kaplan-Meier survival function, derived as
an extension of the Clopper-Pearson method for Binomial proportions. As
a consequence of the definition of the Kaplan-Meier survival function, the
upper bound should decrease only when events occur, but the lower bound
should decrease when either events or censorings occur. The confidence in-
terval width is proportional to the current weights of the observations still
present in the sample under Efron’s redistribute-to-the-right algorithm.
Simulations show that the proposed method gives at least nominal cover-
age in a variety of situations, even for small sample sizes, except in the right
tail of the survival distribution with heavy censoring. Finally, the proposed
method is illustrated with an application from a leukemia clinical trial.

A Two-Stage Procedure for Comparing Hazard Rate
Functions

4 Peihua Qiu, The University of Minnesota, 313 Ford Hall, 224 Church St.
SE, Minneapolis, MN 55455, qiu@stat.umn.edu

@ Applied Session

«% Presenter

Key Words: Additive tests, Censoring, Crossing hazard rates, Sequential
tests, Significance level, Survival analysis

We consider comparison of two hazard rates that may cross each other.
A number of existing procedures for handling this problem only consider
the alternative hypothesis with crossing hazard rates; many other realistic
cases are excluded from consideration. We propose a two-stage procedure
that considers all possible alternatives, including ones with crossing or
running parallel hazard rates. To define its significance level and $p$-value
properly, a new procedure for handling the crossing hazard rates problem
is suggested, which has the property that its test statistic is asymptotically
independent of the test statistic of the logrank test. We show that the two-
stage procedure, with the logrank test and the suggested procedure for
handling the crossing hazard rates problem used in its two stages, perform
well in applications in comparing two hazard rates.

Improved Hazard Ratio Estimation in Small Time-to-Event
Trials

#* Devan V. Mehrotra, Merck & Co., Inc., Mailstop UG1CD44, 351 N
Sumneytown Pike, North Wales, PA 19454, devan_mehrotra@merck.com;
Arthur Roth, Pfizer Inc.

Key Words: Cox model, Efron approximation, Generalized logrank test,
Proportional hazards, Survival Analysis, Ties

The Cox proportional hazards (CPH) model is the standard tool for hazard
ratio estimation in time-to-event trials. Mehrotra and Roth (2001) pro-
posed an alternate approach based on a generalized logrank (GLR) statistic,
and showed it to be notably more efficient than CPH for small trials (< 200
patients), and equally efficient for large trials. However, a limitation of the
GLR approach is that it assumes no (or very few) tied event times, which is
restrictive because continuous event times are often rounded to the nearest
day, week, etc., resulting in ties. The best tie-handling methods for the Cox
model are those of Kalbfleisch and Prentice [KP] (1973) and Efron (1977).
Two extensions of the original GLR approach, GLR-KP and GLR-E, will be
developed and shown (via simulations) to yield estimators that are more ef-
ficient than those based on the KP and Efron methods, respectively.

ﬂ @ Design and Inference in

Multinational Trials @

ENAR, Biometrics Section, Biopharmaceutical Section, WNAR
Sunday, July 29, 2:00 pm-3:50 pm

Design of Multinational Study for Global Development

% Yoshiharu Horie, Nippon Boehringer Ingelheim Co. Ltd., Yato,
Kawanishi, 666-0193 Japan, horiey@kaw.boehringer-ingelheim.com;
Masahiro Takeuchi, Kitasato University

Key Words: Multinational study, Study design, Dose response, Drug de-
velopment

One of the new challenging issues regarding global development in the ICH
E5 guideline is to plan and conduct the multinational study and inference
the results of study. A lot of papers for multinational studies were published
in medical journals, especially cardiovascular disease. Overall results were
attracted attention from investigators as the scale of that type of study was
large. However, there are several considerations from a pharmaceutical
point of view if results of each country are included into the new drug ap-
plication in each country. We show these considerations and propose the
corresponding approaches.
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Sample Size Determination of Japanese Patients for
Multiregional Clinical Trial in Oncology

+* Risa Sekiguchi, Eli Lilly and Company, Sannomiya Plaza Bldg 7 1 5,
Isogamidori Chuoku, Kobe, 651-0086 Japan, sekiguchi_risa@lilly.com;
Sachio Ogawa, Eli Lilly and Company; Hiroyuki Uesaka, Eli Lilly and
Company

Key Words: hazard ratio, multi-regional clinical trial, oncology, sample size

Recently, the pharmaceutical companies in Japan tend to join multiregion-
al clinical trials in order to achieve a simultaneous submission globally.
One of the critical issues in the design of a multi-regional trial is sample
size determination of Japanese patients. It is not feasible to take account
of statistical significance of efficacy in Japanese patients when we estimate
the sample size of Japanese patients. It will be preferable to estimate the
sample size of Japanese patients so that we can show that the effect size in
Japanese patients is bigger than by the specified fraction of the effect size
in the whole or in the patients other than Japan at least. We will present
the example of how to estimate sample size of Japanese patients in multire-
gional clinical trial in oncology from this point of view.

Issues in Design of Multiregional Trials

% Yoichi Ii, Pfizer Japan Inc., Shinjuku Bunka Quint Bldg, 3 22 7
Yoyogi Shibuya ku, Tokyo, 151-8589 Japan, yoichi.ii@pfizer.com; Osamu
Komiyama, Pfizer Japan Inc.; Kazuhiko Kuribayashi, Pfizer Japan Inc.

Key Words: Multi-regional trials, ICH-E5 Q&A 11, Multi-national trials,
Bridging

ICH-E5 Q&A 11 introduced a concept of multi-regional trials (MRT) serv-
ing as a bridging study and intended to facilitate moving from “sequential
bridging” to simultaneous global development. While it is still based on
philosophy of ICH-E5, MRT is the first step toward “multi-national trials”
that have been common in the US and EU, and try to talk multinational
trials as a natural extension of ICH-E5. When planning a MRT, one needs
to address design elements such as sample size for each region. At the time
of analysis and interpretation, after looking at the overall results, one needs
to evaluate sensitivity to various factors, including how each regional result
contributed to the overall result. We will discuss approaches to determin-
ing sample size in each region and dealing with regional results.

Issues in Conducting Multiregional Trial: Experience in
the PMDA Consultation Meetings

% Yuki Ando, Pharmaceuticals and Medical Devices Agency, 3 3 2
Kasumigaseki Chiyodaku, Tokyo, 100-0013 Japan, ando-yuki@pmda.go.jp

Key Words: multi-regional trial, simultaneous drug development

Recently an increasing number of Japanese pharmaceutical companies
have planned to participate in multi-regional trials, in order to reach the
goal of global simultaneous drug development and nearly simultaneous
world-wide registration. Although it is desirable for such trials to be con-
ducted under a common protocol among the participating regions, there
may be a need to allow minor regional design differences e.g., concomitant
medication. In this presentation, recent issues raised in PMDA consulta-
tion meetings that focused on global simultaneous drug development pro-
grams will be reviewed with a few examples in which regional protocol
differences were needed.
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ﬂ ? Sufficient Dimension

Reduction and High-dimensional Data &

IMS, Section on Nonparametric Statistics
Sunday, July 29, 2:00 pm-3:50 pm

Generalized K-Means Inverse Regression Estimation

% Xuerong Wen, University of Missouri-Rolla, 220 Rolla Bldg, 1870 Miner
Circle, Rolla, MO 65409, wenx@umr.edu

Key Words: Dimension Reduction, Multivariate Regression, Central Sub-
space, K-means Clustering, Intra-cluster Information, IRE

Few methodologies are available for estimating the central subspace for
regressions with multivariate responses due to the difficulties arising from
slicing multivariate responses. Setodji and Cook(2004) introduced a new
way of performing the slicing. They developed a method called k-means
inverse regression (KIR), which makes use of the K-means algorithm to
cluster the observed response vectors. However, their method ignored the
intra-cluster information which could be substantial under some circum-
stances. In this paper, we proposed an improved method by incorporating
the intra-cluster information into estimation. Our method outperformed
KIR with respect to estimation accuracies of both the central subspace and
its dimension. It also allows us to test the predictor effects in a model-free
approach.

A Novel Moment-Based Sufficient Dimension Reduction
Approach in Multivariate Regression

% Jae Keun Yoo, University of Louisville, 555 South Floyd Street, Dept of
Statistics, Louisville, KY 40202, peter.yoo@louisville.edu

Key Words: sufficient dimension reduction, multivariate regression, mo-
ment-based method, predictor tests

Recently, a moment based dimension reduction methodology in multi-
variate regression, focusing on the first two moments, was introduced. We
present in this paper a novel approach of the earlier method. This novel
method possesses several desirable properties that the earlier method did
not have such as dimension tests with chi-squared distributions, predic-
tor effects test for the first two conditional moments without assuming
any model, and so on. Simulated and real data examples are presented for
studying various properties of the proposed method and for a numerical
comparison of the presented method to the earlier method.

Principal Components for Regression: A Conditional
Point of View
4 Liliana Forzani, The University of Minnesota, 313 Ford Hall, School

of Statistics, 224 Church Street S.E., Minneapolis, MN 55455, liliana.
Sforzani@gmail.com

Key Words: Dimension Reduction, Principal component analysis

Many statistical applications involve regression with many predictors and
problems arise when the number of predictors is large or they are very
correlated. One way to tackle the problem is to reduce the dimension of
the predictors. The focus of this talk is reduction of the dimension of the
predictors from the Inverse Regression point of view. Assuming that the
inverse regression X|Y follows a normal distribution with covariance in-
dependent of Y, Cook (2007) was able to find the linear combinations of
the predictors X that are sufficient for the regression of X, in the sense that
the distribution of Y|X is the same than the distribution of Y|fI'X for fl e
Rpxd with d< p the smallest possible number. In this talk we present the
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maximum likelihood estimators for such combinations as well as testing
procedures for this setting.

Dimension Reduction in Time Series

3 Jin-Hong Park, University of Georgia, 104 College Station Rd, E214,
Athens, GA 30605, jinpark@uga.edu

Key Words: Time series central subspace, Kullback-Leibler distance,
Density estimator, Nonlinear time series, Threshold

We develop a sufficient dimension reduction theory for time series, which
does not require specification of a model but seeks to find a p times d ma-
trix with the smallest possible number d such that the conditional distri-
bution of current value given past vector with p lags is the same as that
of current value given past linear combinations, resulting in no loss of
information about the conditional distribution of the series given its past
p values. We define the subspace spanned by the columns of a p times d
matrix as the time series central subspace and estimate it using Kullback-
Leibler distance. We show that the estimator is consistent. In addition, we
propose a consistent estimate of d and a graphical method to determine
the lag p. Finally, we present examples and real data analysis to illustrate
the proposed theory, which may open new research avenues in time series
data analysis.

Model-Free Multivariate Reduced-Rank Model
Regression with Categorical Predictor

4 Messan C. Setodji, RAND Corporation, 1776 Main St, PO Box 2138,
Santa Monica, CA 90407, setodji@rand.org; Lexin Li, North Carolina State
University

Key Words: Dimension reduction, Central partial mean subspace, Multi-
variate regression, Multivariate reduced rank models

Cook and Setodji (2003) introduced the notion of model free reduced rank
in multivariate regression when one is dealing exclusively with continuous
predictors and developed a test of dimension for multivariate regression
models. In this article, we propose an extension of the model free multi-
variate reduced-rank model to allow for a mixture of continuous and cat-
egorical predictors. The use of the method can be really useful at the onset
of a multivariate analysis and an example of it’s application to a study of the
effect early life trajectories on aging is presented.

ﬂ ' Spatial Statistics Applied to

Environment @ &

IMS, Section on Statistical Consulting, Section on Statistics and
the Environment
Sunday, July 29, 2:00 pm-3:50 pm

Block Bootstrap Procedures for Modeling Inhomogeneous
Spatial Point Patterns

o Yongtao Guan, Yale University, 60 College Street, New Haven, CT
06520-8034, yongtao.guan@yale.edu

Key Words: Block Bootstrap, Inhomogeneous Spatial Point Process

When modeling inhomogeneous spatial point patterns, it is often of inter-
est to fit a parametric model for the first order intensity function (FOIF)
of the process in terms of some measured environmental covariates. Es-
timates for the unknown coefficients can be obtained by maximizing a
Poisson maximum likelihood criterion. We propose new block bootstrap
procedures to estimate the variance of the estimated parameters. These
procedures depend only on the FOIF of the process but not on any high-or-
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der terms and thus can be easily applied once the FOIF has been estimated.
We demonstrate the use of these procedures through both simulations and
an application to a tropical forestry data example.

Assimilation of Current Measurements into a Circulation
Model of Lake Michigan

% Zepu Zhang, The University of Chicago, 5734 S. Ellis Ave, Chicago,
IL 60637, zpzhang@stanfordalumni.org; Dmitry Beletsky, University
of Michigan; David Schwab, National Oceanic and Atmospheric
Administration; Michael Stein, The University of Chicago

Key Words: stream function, kriging, Princeton Ocean Model, data as-
similation, hydrodynamic modeling

We present a method for assimilating current measurements into a 2-D
circulation model of Lake Michigan. Measurements are assimilated by up-
dating the stream function of the velocity field via kriging interpolation,
therefore the physical constraint of a non-divergent flow is satisfied in the
updated field. Moreover, the use of stream function avoids a component-
wise treatment to the velocity vector. The coastal constraint is represented
by the stream function being constant along the coastline, and is imple-
mented by incorporating pseudo coastal data into the interpolation. This
eliminates the need to construct complex spatial covariance models. The
method also accommodates measurement uncertainties. Results show the
method’s ability to successfully meld measurements into simulations with
the effect propagating in space and time, and the critical role of the covari-
ance model.

Spectrum Estimation for Isotropic Intrinsically Stationary
Spatial Processes

¢ Chunfeng Huang, The Ohio State University, Department of Statistics,
Columbus, OH 43210, chuang@stat.ohio-state.edu; Tailen Hsing, The
Ohio State University; Noel Cressie, The Ohio State University

Key Words: Spectrum Estimation, Spatial Processes, Isotropic, Intrinsi-
cally Stationary, Regularized inverse problem

In the study of isotropic intrinsically stationary spatial processes, the spec-
tral density function is a parameter of interest. A new spectrum estimation
is formulated in terms of solving a regularized inverse problem. The regu-
larized inverse problem is solved in a reproducing kernel Hilbert space as a
constrained optimization problem. This methodology is applied to a spatial
dataset of temperature changes over Americas.

Taxonomy of Spatially Clustered Disease Data: Capturing
and Explaining Spatial Clustering and Cluster

% Ge Lin, West Virginia University, 406 White Hall, Morgantown, 26506,
glin@wvu.edu

Key Words: disease cluster, local, global, disease mapping, loglinear model

Spatial cluster detections often divided into general and focused tests. The
general test is to detect a global or overall clustering trend, while the focus
test is to identify the location of a local cluster. Although some tests are de-
veloped for the general, and some are developed for the focused, and some
for both, the relationship between global and local has not been fully de-
fined. In this paper, I first provide the taxonomy of global clustering and lo-
cal clusters. I pointed out that global clustering and local clusters sometime
are attributable the existence of local clusters, or the combination of both
global and local trends. In some situations, even just a global trend could
result the significant test results for both general and focused tests. Sec-
ond, I define some global trends that may render different influence on the
detection of a local cluster. Some global trends can be captured by spatial
autoregressive models, some can be captured by explanatory variables, and
some can be dealt with non-parametrically. Third, I relate global trends to
common spatial events and point out that global trends are almost as a rule
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in spatial events rather than an exception. Both simulations and case stud-
ied are provided. In the case studied, infant mortality data from Guangxi
province, China are used. It shows that without accounting for the global
clustering trend, the detection of local clusters can be a moving target with
significant local clusters almost covering the entire province. When the
global trend is accounted for by elevation, which is a proxy of many factors,
a number of significant local clusters can be detected.

Space-Time Latent Structure Modeling for Small-Area
Health Data

% Andrew B. Lawson, University of South Carolina, Epidemiology
Biostatistics, Columbia, SC 29209, alawson@gwm.sc.edu

Key Words: space-time, health, basis-functions, mixtures, MVCAR, latent

In this talk I will compare two basic approaches to space-time latent struc-
ture modeling. The first approach will be focused on the use of mixtures
where a weighted linear combination of m temporal profiles is assumed.
The temporal components have temporal dependence, flexibly defined by
autoregressive priors. The weight components are scaled to yield proba-
bilities over the components but are allowed to have cross-correlation and
spatial correlation between sites. Prior comparison of these approaches is
made to some county-level lung cancer mortastributions are assumed for
both the temporal and spatial components. A second approach to this form
of modeling is the use of linear combinations of basis functions where the
regression parameters have spatially structured prior distributions. These
models allow the use of zero-inflated mixture priors to let components
drop from the model.

ﬂ @ Bayesian Modeling of

Longitudinal or Event-Time Data Subject
To Nonresponse or Censoring @ &

Section on Bayesian Statistical Science, ENAR, Section on Health
Policy Statistics
Sunday, July 29, 2:00 pm-3:50 pm

Bayesian Variable Selection in Linear Mixed-Effects
Models for Longitudinal Data with Missing Values

% Xiaowei Yang, University of California, Davis, 2221 Caravaggio Drive,
Davis, CA 95618, xdyang@ucdavis.edu

Key Words: Bayesian Variable Selection, Multiple Imputation, Mixed-Ef-
fects Models, Missing Data

Mixed-effects models are popularly applied in statistical practice with
longitudinal data for which a challenge arises from the missing values on
either outcome or predictor variables. For the purposes of model selection,
we propose two imputation-based strategies: ITS (impute, then select) and
SIAS (simultaneously impute and select). ITS applies the method of mul-
tiple imputation directly to first generate several complete data sets, then
conduct Bayesian variable selection on each imputed data set, and finally
combine the selection results. SIAS embeds the data imputation and vari-
able selection steps within one integrated Gibbs sampler. By applying the
two strategies with various Bayesian variable selection algorithms to both
practical and simulated data sets, we evaluate their performance and com-
pare them with traditional methods (step-wise, AIC, BIC, etc.).
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Bayesian Variable Selection for Analyzing Longitudinal
Substance Abuse Treatment Data Subject to Informative
Censoring

% Susan Paddock, RAND Corporation, 1776 Main Street, Santa Monica,
CA 90401, paddock@rand.org

Key Words: Bayesian variable selection, conditional linear model, infor-
mative censoring, longitudinal data, nonignorable nonresponse, pattern-
mixture model

Measuring the process of care in substance abuse treatment requires ana-
lyzing repeated client assessments at critical time points during treatment
tenure. These assessments are frequently censored due to early departure
from treatment. Informative censoring is often characterized by the last
observed assessment time. However, if missing assessments for those who
remain in treatment are attributable to logistical reasons rather than to the
underlying treatment process being measured, then length of stay might
better characterize censoring than would time of measurement. In this
talk, I will describe how to incorporate Bayesian variable selection into
the Conditional Linear Model to assess whether time of measurement or
length of stay better characterizes informative censoring while incorporat-
ing uncertainty about the effect of censoring on treatment process change
into the analysis.

Approximate Bayesian Model Averaging for Latent Class
Pattern Mixture Models with an Unknown Number of
Classes

o Jason Roy, Geisinger Health System, Center for Health Research,
MC:44-00, 100 N. Academy Ave, Danville, PA 17822, jaroy@geisinger.edu;
Michael Daniels, University of Florida

Key Words: missing data, dropout, latent variable, longitudinal data

We consider the problem of fitting pattern mixture models to longitudinal
data when there are many unique dropout times. We propose a margin-
ally specified latent class pattern mixture model. The marginal mean is as-
sumed to follow a generalized linear model, while the mean conditional on
the latent class and random effects is specified separately. Because the di-
mension of the parameter vector of interest (the marginal regression coef-
ficients) does not depend on the assumed number of latent classes, we pro-
pose to treat the number of latent classes as a random variable. We specify
a prior distribution for the number of classes, and calculate (approximate)
posterior model probabilities. In order to avoid the complications with im-
plementing a fully Bayesian model, we propose a simple approximation to
these posterior probabilities.

Institutionalization at Follow-Up: An Application of
Principal Stratification to the Evaluation of Substance
Abuse Treatment

+* Daniel McCaffrey, RAND Corporation, 4570 Fifth Avenue Suite 600,

Pittsburgh, PA 15213-2665, danielm@rand.org; Beth Ann Griffin, RAND
Corporation

Key Words: potential outcomes, treatment effects

Participants in longitudinal studies on the effects drug treatment and crim-
inal justice system interventions are at high risk for institutionalization
(i.e., spending time in an environment where their freedom to use drugs,
commit crimes, or engage in risky behavior may be circumscribed). Meth-
ods used for estimating treatment effects in the presence of institutional-
ization during the follow-up can be highly sensitive to assumptions that are
unlikely to be met in applications. In this paper, we extend the methods of
principal stratification to model institutionalization at follow-up for the es-
timation of the effect of residential substance abuse treatment versus out-
patient services. We discuss practical issues in applying the model to data
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and show via simulation that the model can recover true effects, but that
careful selection of starting values is essential for consistent estimation.

Latent Class Modeling of Growth and Reproduction in
Sublethal Toxicity Tests
#* Michael Pennell, The Ohio State University, 320 West 10th Avenue,

Columbus, OH 43210, mpennell@sph.osu.edu; David B. Dunson, National
Institute of Environmental Health Sciences

Key Words: Bayesian methodology, Dirichlet process, Latent variables,
Mixture model, Order restrictions, Toxicology

Medium-throughput methods have been established to rapidly screen
many developmental toxins using Caenorhabditis elegans. In these studies,
organisms are exposed to one of 12 doses and their size is measured after
72 hours, during which time unaffected organisms may also reproduce.
This presents some interesting statistical challenges as 1.) there is no way
of distinguishing the progeny from the original experimental units and 2.)
there is no consensus on how to define larval stage in terms of size. To
address these issues, we propose a latent class model for growth and repro-
duction. We model the number of organisms at each dose using a Dirichlet
process mixture of Poissons and size using a mixture of two multivariate
t distributions. We also use mixture priors to test for changes across dose
with respect to growth and reproduction and apply order restrictions to
increase efficiency.

2@ Section on Bayesian Statistics

Student Paper Competition ® &

Section on Bayesian Statistical Science
Sunday, July 29, 2:00 pm-3:50 pm

Bayesian Classification of Sleep States in Mice (Student
Paper Competition)

% Chaitra Nagaraja, University of Pennsylvania, 2400 Chestnut St,
Wharton School, Apt 3212, Philadelphia, PA 19103, chaitra@wharton.

upenn.edu; Shane T. Jensen, University of Pennsylvania; Abraham Wyner,
University of Pennsylvania

Key Words: Bayesian, classification, hidden Markov model, Viterbi

We examine the problem of inferring sleep states (awake, non-REM sleep,
and REM sleep) in mice based on video data. Observed measures of veloc-
ity, size, and aspect ratio of a mouse were taken from video images over
extended time periods. Data from one mouse was used to fit a hidden Mar-
kov model with the sleep states for each observation as latent variables.
Mixture modeling in the emission densities was needed to account for
multi-modality in the observed variables. We compare the accuracy of
predictions based on the optimal path of sleep states generated from a Vit-
erbi algorithm with predictions generated directly with the posterior state
probabilities for each observation. The proposed Bayesian procedure pro-
vides more accurate classifications.

Path Sampling To Compute Bayes Factors: An Adaptive
Approach

** Genevieve Lefebvre, McGill University, 805 Sherbrooke W, Burnside
Hall room 1005, Montreal, QC H3A 2K6 Canada, lefebvre@math.mcgill.
ca; Russell Steele, McGill University; Alain C. Vandal, McGill University;
Sridar Narayanan, McConnell Brain Imaging Centre; Douglas L. Arnold,
McConnell Brain Imaging Centre

Key Words: Model Selection, Monte Carlo Integration, Adaptive Quadra-
ture, Mixed-Effects Model, Importance Density
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Performing model selection using Bayes factors (BF) is a challenging task,
particularly when the models are large and complex. Path sampling (PS) is
recognized as one of the most powerful Monte Carlo integration methods
for BF estimation. We examine the impact of two tuning parameters of
PS, the specification of the importance density and of the grid, which are
shown to be potentially very influential. We then propose the use of an
algorithm to automate the selection of the grid in PS, the Grid Selection by
Adaptive Quadrature (GSAQ) approach. A bound for the bias of the cor-
responding PS estimator is also provided. We perform a comparison be-
tween GSAQ and standard grid implementation of PS using a well-studied
dataset; GSAQ is found to yield superior results. GSAQ is then successfully
applied to longitudinal regression models in Multiple Sclerosis research.

Multivariate Developmental Trajectory Models To Identify
Longitudinal Patterns of Disability in Seniors

#* Jason Connor, Berry Consultants, 117 Westchester Blvd, Noblesville, IN
46062, jason@berryconsultants.com

Key Words: Bayesian analysis, Mixture models, Longitudinal data, Health
policy, Disability

I introduce two analytical methods which extend group-based trajectory
models to multivariate outcomes. The first, the marginal developmental
trajectory model, identifies latent patterns separately for each outcome,
then uses a contingency table framework to identify common combina-
tions of trajectories. The second, the joint developmental trajectory model,
considers all outcomes simultaneously to identify combinations of trajec-
tories. I use group-based finite mixture models to identify and describe la-
tent subpopulations for the multivariate outcomes of interest. I apply these
methods using data from the National Long Term Care Survey, which
measures disabilities in American elderly from 1982 to 2004. Within latent
classes, the models clearly illustrate the age of onset and order in which
disability patterns typically appear. Finally, I describe how disability is
changing over time.

Analysis of Inmunohistochemical Data Using
Measurement Error Models
+* Ronglai Shen, University of Michigan, 1789 Beal Ave Apt 2, Ann Arbor,

MI 48105, rishen@umich.edu; Debashis Ghosh, University of Michigan;
Jeremy Taylor, University of Michigan

Key Words: Biomarker, Immunohistochemical data, Latent Expression
Index, Measurement error, Tissue Microarray

The advent of Tissue Microarrays (TMAs) has provided a proteomic plat-
form for validating cancer biomarkers emerging from large-scale DNA
microarray studies. Repeated observations from each tumor result in sub-
stantial biological and experimental variability. We propose to analyze
TMA data with patient survival endpoints in a measurement error model
framework. Two goals are explored: 1) in a two-stage approach, a Latent
Expression Index (LEI) is introduced as a summary protein expression in-
dex estimated from the TMA measurements; 2) a joint model of survival
and TMA expression data is established via a shared random effect. Bayes-
ian estimation is carried out using a Markov Chain Monte Carlo (MCMC)
method. In a case study, we compared the expression estimates from the
proposed error methods in differentiating risks of developing PSA failure
among surgically treated prostate cancer patients.
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2 ﬂ Identifying and Overcoming

Barriers to Teaching a Reformed
Introductory Course

Section on Statistical Education, Section on Teaching Statistics in
the Health Sciences
Sunday, July 29, 2:00 pm-3:50 pm

Identifying and Overcoming Barriers to Teaching a
Reformed Introductory Statistics Course

+* Marjorie Bond, Monmouth College, 218 E. Girard Avenue, Monmouth,
IL 61462, mebond@monm.edu; #* Christine Kohnen, Saint Olaf College,
1520 Saint Olaf Ave, MSCS, Northfield, MN 55124, kohnen@stolaf.

edu; *® Karen Kinard, Tallahassee Community College, 3440 Thresher
Drive, Tallahassee, FL 32312, kinardk@tcc.fl.edu; %* Mary Parker, Austin
Community College, 1622 Waterston Ave, Austin, TX 78703, parker@
math.utexas.edu

Key Words: time, change, technology, tenure, interpersonal, intrapersonal

Much effort has been expended to develop materials and methods to be
used in teaching reformed introductory statistics courses. However, there
remain substantial barriers to their production and implementation. These
barriers include time, change, and technology. Interestingly enough, each of
these is a barrier in a different way for faculty, students, and administrators
involved in these courses. During this session we will present questions we
have identified relating to these barriers, solicit additional questions from
the audience, do a Pareto analysis to identify the audience’s preferences,
and address as many questions as possible, in order of the audience’s pref-
erences.

22 Bayesian Time Series and

Binary Data @ &

Section on Bayesian Statistical Science
Sunday, July 29, 2:00 pm-3:50 pm

Mixtures of State Space Models for Time Series with
Structural Breaks

#* Ori Rosen, University of Texas at El Paso, Department of Mathematical
Sciences, 221 Bell Hall, El Paso, TX 79968, ori@math.utep.edu; Sally
Wood, University of New South Wales; Robert Kohn, University of New
South Wales

Key Words: State-space Models, Kalman Filter, Mixtures-of-Experts,
MCMC

We consider mixtures of time series models which can be expressed in
state space form. The mixing weights depend on time and on unknown pa-
rameters resulting in a flexible model that can accommodate varying local
behavior of the time series. The number of components is treated as one of
the model parameters. An example is a mixture of autoregressive models
in which case both the common lag and the number of components are as-
sumed unknown. We take a Bayesian approach and sample all the param-
eters from their posterior distribution. The methodology is illustrated with
simulated data, as well as with real data.
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Bayesian Analysis and Applications of a Generalized
Threshold Autoregressive Model

o Peng Sun, Merck & Co., Inc., PO Box 1000 UG1D44, North Wales, PA
19454, peng_sun@merck.com

Key Words: Bayesian, Gibbs Sampler, Threshold Autoregressive Model

In this paper, we generalize the self exciting threshold autoregressive (SE-
TAR) model by allowing the threshold variable to be a linear combination
of functions of lag values of the series. The generalized model is then ana-
lyzed in the Bayesian framework. When applying the model to simulated
datasets, we find that the performance of the posterior simulator is highly
dependent on the choice of starting values. If the starting value is close to
the true parameter value, then the chain can easily achieve convergence.
Otherwise, it persists near a local mode of the posterior distribution. The
convergence problem is explored in detail and an effective sequential al-
gorithm is developed to address this issue. We present an application of
the generalized model to the S&P 500 daily return data. The model fitting
results compare favorably to the GARCH(1,1) model fitted to the same da-
taset.

Bayesian Clustering of Time Series with Change Points
#* Garrick Wallstrom, University of Pittsburgh, Suite M-183 Parkvale
Building, 200 Meyran Avenue, Pittsburgh, PA 15260, garrick@cbmi.pitt.
edu; William Hogan, University of Pittsburgh

Key Words: Clustering, Bayesian, Time Series, Change point,
Biosurveillance

A common problem in biosurveillance is selecting time series to aggre-
gate and monitor for the detection of disease outbreaks. Selection of time
series is complicated by qualitative changes in the time series that occur
at unknown points in time. We present a hierarchical Bayesian model for
clustering time series with change points. We use Markov chain Monte
Carlo simulation to estimate posterior distributions and point estimates
for model parameters. We also estimate smooth curves that represent typi-
cal behavior for the time series within each cluster. We apply the method to
construct aggregates of product-level sales data for over-the-counter health
care products.

Estimating Kappa Coefficient and Tetrachoric Correlation
for Clustered Binary Data

% Xiao Zhang, The University of Alabama at Birmingham, 1665
University Blvd. 414A, Birmingham, AL 35294, xzhang@ms.soph.uab.edu;
Gary Cutter, The University of Alabama at Birmingham

Key Words: Kappa Coefficient, Tetrachoric Correlation, Multivariate
Probit Model, Markov chain Monte Carlo, Simulation Study, Sensitivity

We estimate the kappa coefficient and the tetrachoric correlation for clus-
tered binary outcomes from a Bayesian perspective. We construct a Bayes-
ian model and develop a Markov chain Monte Carlo (MCMC) algorithm to
sample the tetrachoric correlation. Based on the definition of the kappa co-
efficient which is the function of the mean and the tetrachoric correlation
of the binary outcomes, our method produces the posterior inference of the
kappa coefficient. We investigate the sensitivity of the posterior estimation
of the kappa coefficient and the tetrachoric correlation. We illustrate our
method through the psychiatric data used by Lipsitz, Laird, and Brennan
(1994) and through the data from an epitope-specific immunotherapy in
rheumatoid arthritis study.

Selected Bayesian Inference for Correlated Binary Data

¢ Patricia Bahnsen, Stephen F. Austin State University, SFA Station Box
13040, Nacogdoches, TX 75962, pbahnsen@sfasu.edu
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Key Words: Bayesian methods, correlated binary data, structural zero
model, bivariate binomial model

Correlated binary measurements can occur in a variety of practical con-
texts and afford interesting statistical modeling challenges. In order to
model the separate probabilities for each measurement we must somehow
account for the relationship between them. Here we consider Bayesian
models for three different prior structures using likelihoods representing
the data in the form of a 2 ? 2 table. To do so, consider the data as counts
resulting from two correlated binary measurements: the onset of diabetic
retinopathy and the onset of diabetic nephropathy. We compare resulting
posterior distributions from a Jeffreys’ prior, independent beta priors, and
conditional beta priors, based on a structural zero likelihood model and
the bivariate binomial model.

Bayesian Inference in 2 by 2 Tables

o Yong Chen, Johns Hopkins Bloomberg School of Public Health, 4014
Linkwood Rd, Apt E, Baltimore, MD 21210, yonchen@jhsph.edu; Sining
Chen, Johns Hopkins Bloomberg School of Public Health; Haitao Chu,
Johns Hopkins Bloomberg School of Public Health

Key Words: Bayesian Inference, 2 by 2 table, Dirichlet priors, exact distri-
bution, Relative risk, Risk difference

The relative risk, odds ratio and risk difference are the most commonly
used measures of the association between binary exposure and outcome.
Using conjugate Dirichlet priors and Beta priors, we derive the exact pos-
terior distributions of these measures. Bayesian inference based on these
exact distributions is discussed, particularly when the sample size is small.
The proposed method is applied to several biomedical studies.

Classification with Spectroscopic Data Using Bayesian
Variable Selection

3 Hongxiao Zhu, Rice University, 6100 Main St MS 138, Houston, TX
77005, hxzhu@stat.rice.edu; Dennis D. Cox, Rice University

Key Words: Bayesian Variable Selection, Classification, Probit Model, La-
tent Variable, Fluorescence Spectroscopy, Cervical Cancer

Fluorescence Spectroscopy provides a non-invasive tool for in vivo, real
time diagnosis of cervical pre-cancer. An important issue involved is to ac-
curately classify diseased tissue from normal using extremely high dimen-
sional data-the Fluorescence excitation-emission matrices (EEMs). This
paper presents a Bayesian probit model for classification purpose based on
features extracted from EEMs. Latent variables are included to simplify
computation, and variable selection is performed through a mixture nor-
mal prior of the regression coefficients. MCMC methods-a Gibbs sampler
and a Hybrid Metropolis-Hasting/Gibbs sampler, are used to obtain poste-
rior samples. Simulations show that this model produces accurate variable
selection results and good estimates of the regression coefficients. Applica-
tion to spectroscopic data gives improved classification performance com-
pared with other methods.

2 @ Recent Advances in

Microarray Data Analysis IV @ &

Biometrics Section
Sunday, July 29, 2:00 pm-3:50 pm
A Statistical Method for Selecting Differentially

Expressed Genes

4 Zhao Chen, Florida Gulf Coast University, 10501 FGCU Blvd South,
College of Arts and Sciences, Fort Myers, FL 33965, kchen@fgcu.edu
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Key Words: microarray, differentially expressed genes

Typical Microarray data has tens of thousands of random variables and
only several samples. When we graph a scatter plot of the ratio over inten-
sity, it has pear shape, which means more variation at the lower intensity
and less variation at the higher intensity. Due to this unusual property, this
paper provides a statistical method for selecting differentially expressed
genes

Inferring Genomic Copy Number from CGH Arrays

L Stephen Erickson, The University of Alabama at Birmingham, 327
Ryals Public Health Building, 1665 University Boulevard, Birmingham, AL
35233, erickson@uab.edu

Key Words: empirical Bayes, copy number polymorphism, comparative
genomic hybridization

There is growing evidence that large-scale copy number polymorphisms
(CNPs) contribute significantly more to human genetic variation and di-
versity than recently thought. Variations in CNPs have been implicated in
a variety of disease phenotypes, especially cancers. Comparative genomic
hybridization (CGH) arrays simultaneously assay tens of thousands of loci
and are used to infer genome-wide copy number profiles. Like all genomic
microarray tiling technologies, however, CGH arrays are subject to mea-
surement error and other inconsistencies. We propose an empirical Bayes
approach to infer copy number profiles from CGH arrays. The model struc-
ture enables the sharing of power between loci, particularly in estimating
measurement error, and incorporates a spatial structure to facilitate the
identification of CNPs which span multiple CGH loci.

A Ridge Penalized Principal-Components Approach
Based on Heritability for High-Dimensional Data

o Yuanjia Wang, Columbia University, 1531 9th St, Fort Lee, NJ 07024,
yw2016@columbia.edu; Yixin Fang, Columbia University; Man Jin,
Columbia University

Key Words: Principal-component analysis, Ridge penalty, Heritability,
Family data, Cross validation, High-dimensional data

Microarray technique allows measurement of thousands of gene expres-
sion levels simultaneously and provides opportunity for mapping shared
genetic contribution to multiple expression levels. Clustering analysis and
principal component analysis are proposed to reduce the dimensionality
of phenotypes. Genetic linkage or association analysis is then applied to
the combined phenotypes. However, the usual clustering and principal
component analysis are only appropriate for independent data. In most of
the genetic studies where family data are available, applying these stan-
dard analyses to founders leads to loss of information. Here are proposed
a clustering and a principal component approach based on heritability for
high-dimensional data that take into account of the family structure in-
formation. The methods are illustrated through an application to human
lymphoblastoid gene expression data.

Robustness of Cancer Risk Prediction Using Microarrays
+* Chiang-Ching Huang, Northwestern University, 680 N. Lake Shore
Dr., Suite 1102, Chicago, IL 60611, huangcc@northwestern.edu; Irene
Helenowski, Northwestern University

Key Words: cross validation, cancer, risk stratification, sample size,
microarray

Microarrays have demonstrated its utility in cancer research for better risk
stratification. However, classifiers constructed from several cancer studies
cannot be confirmed in subsequent studies, raising the concern regarding
the robustness of cancer classification using microarrays. This hurdle is
largely due to the limited number of tumors under study and cancer het-
erogeneity evidenced by the gene expression profiles. We propose to use a
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sequential cross validation approach to investigate the sample size required
to achieve statistical robustness of a molecular classifier. This approach
also serves to identify tumors that can not be correctly classified by the
gene expression profiles of tumor tissues alone. Our result suggests current
sample size calculation for microarray studies, especially in the prognosis
problem, could be underestimated.

Incorporating Prior Knowledge of Predictors into
Penalized Classifiers with Multiple Penalty Terms
% Feng Tai, The University of Minnesota, 1979 Knapp St, Apt W4, St

Paul, MN 55108, fengtai@biostat.umn.edu; Wei Pan, The University of
Minnesota

Key Words: gene function, PAM, PPLS, penalized classifier

In the context of sample classifications with microarray data, many meth-
ods have been proposed. However, almost all the methods ignore exist-
ing biological knowledge and treat all the genes equally a priori. On the
other hand, because some genes have been identified by previous studies
to have biological functions or to be involved in pathways related to the
outcome, incorporating this type of prior knowledge into a classifier can
potentially improve both the predictive performance and interpretabil-
ity of the resulting model. We propose a simple and general framework
to incorporate such prior knowledge into building a penalized classifier.
We group the genes according to their functional associations based on
existing biological knowledge or data, and adopt group-specific penalty
terms and penalization parameters. We apply the idea to PAM and PPLS
and show the improvement.

Optimal Microarray Designs for cDNA Microarray
Experiments

+% Tathagata Bandyopadhyay, Indian Institute of Management
Ahmedabad, Wing 14 Indian Institute of Management A, Vastrapur,
Ahmedabad, 380015 India, tathagata@iimahd.ernet.in

Key Words: microarray experiment, factorial experiment, optimal design

We investigate optimal factorial designs for cDONA microarray experiments,
where the parameters of interest differ from traditional factorials. We ap-
ply approximate theory to obtain analytical results for 22 factorial. More
general, including asymmetric factorials are considered next and tools
of Kronecker representation and unimodularity are employed to derive
strong exact result on optimal saturated designs. Its impact on the study
of optimal or efficient nearly saturated designs is also investigated. These
results are then extended to more intricate situation where the underlying
model incorporates dye-coloring effects, and finally the role of dye-swap-
ping is critically examined.

An Integrated Approach Using Nonparametric Local
Correlation to Identify Critical Pathways in Disease
*® Yian Chen, Texas A&M University, 437 Blocker Building, Department

of Statistics, College Station, TX 77843, annchen@stat.tamu.edu; Marina
Vannucci, Texas A&M University

Key Words: nonlinearity, local correlation, data integration, microarray,
pathway

Nonlinearity in high-dimensional biology data and their integration are
challenging problems in the post-genomic era. Inspired by the correlation
integral analysis used in physics to measure fractal dimensions, we pro-
pose a nonparametric metric, maximum local correlation (MLC), to detect
nonlinear association. A delta statistic based on MLC is proposed to detect
critical genes and pathways by measuring association change between the
control and experimental animals. Data integration is performed through
extracting principal components (PCs) of genes using expression data for
each pathway, and then detecting association changes among the PCs be-
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tween the control and experiment. We applied our method on a microarray
dataset from the control mouse and the SWV mouse, which is susceptible
to neural tube defects, induced by hyperthermia. The results include prom-
ising candidate pathways.

2 él:!:' Recent Advances in

Longitudinal Data Analysis @ &

Biometrics Section, Biopharmaceutical Section
Sunday, July 29, 2:00 pm-3:50 pm

Self-Reported Behavior of High-Risk HIV+ Youth:
Random Effects Models for Multivariate Longitudinal
Discrete Data

% Lily Altstein, University of California, Los Angeles, 825 Weyburn
Terrace, C20, Los Angeles, CA 90024, laltstein@ucla.edu

Key Words: Multivariate categorical data, Bayesian methods, Behavioral
intervention, Sero-status disclosure

This analysis applies generalized linear mixed models to analyze longitu-
dinal data from an interventional study encouraging HIV positive adoles-
cents to attenuate high risk sexual behavior. Multivariate outcomes of in-
terest include number of sex partners, type of partner, and the frequency at
which the subject disclosed his HIV status. Bayesian methods are used to
estimate the effect of the intervention on safe sex behavior over time.

Longitudinal Analysis for Post-Transplant Serum
Creatinine Data

3 Zailong Wang, Novartis Pharmaceuticals, 50 Ridge Drive, Livingston,
NJ 07039, zailong.wang@yahoo.com; Luen Lee, Novartis Pharmaceuticals

Key Words: mixed-effect regression, covariance structure analysis, phi-
divergence statistic, goodness—of—ﬁt test, treatment effect, serum creatinine
data

In transplant clinical studies, serum creatinine (SCr) are measured longi-
tudinally on the same individuals to monitor and assess immunosuppres-
sive effects on renal function. Hence, longitudinal analysis methods should
be appropriate to model the SCr data for identifying predictors among im-
munosuppressive regimens and potential covariates of renal function by
testing the corresponding hypotheses. In this paper, we propose the use
of mixed-effect regression model to analyze SCr data that were collected
from a Novartis transplant clinical trial. The analysis covers the selection
of fixed-effect factors and variance-covariance matrix structure, and test-
ing on treatment effects. The residuals from the chosen “best” model are
analyzed for goodness-of-fit test using phi-divergence statistic which is a
generalized likelihood ratio or Pearson Chi-square statistic.

Giving Treatment to Controls: When Is It a Good Idea?

% Kimberly Walters, The Ohio State University, Cockins Hall, 1958 Neil
Avenue, Columbus, OH 43210, walters@stat.ohio-state.edu

Key Words: linear mixed effects, longitudinal methodology, simulation
studies, treatment estimation

The power of the likelihood ratio test to detect treatment effect was com-
pared for a full linear mixed effects model and a proposed reduction. Simu-
lation studies were conducted under conditions of equal or unequal slopes
in the treatment and control groups following intervention. Initial param-
eter values were generated by fitting the full model to data from a study in
which all participants received treatment, either upon entry or following
a control period. The full model does not assume equal post-intervention



& Themed Session

slopes while the reduced model does, therein combining information from
both groups to determine the effect of intervention. We anticipate the re-
duced model will offer more power to detect treatment effect and an im-
proved estimator of that effect when the post-intervention slopes are not
too dissimilar.

Comparing the Correlation Coefficients Between the
Random Effects in Multivariate Linear Mixed Models

** Yuxiao Tang, Rush University, 903 S Ashland Ave Apt 612, Chicago, IL
60607, yuxiao_tang@rush.edu; Chengjie Xiong, Washington University in
St. Louis

Key Words: linear mixed models, longitudinal study, correlation coeffi-
cients, random effects

As the linear mixed models have been extensively employed in longitudinal
studies, the demands for the appropriate methods for the inferences con-
cerning the correlations among random effects have increased. This paper
considers the situation when multiple outcome measures are longitudinal-
ly observed from the same subjects under study and the study objective is
to compare the strength of the correlations among the rates of longitudinal
changes from these outcome measures. Under the framework of multivari-
ate random intercept and random slope models for longitudinal data, we
propose two methods for testing equality of the correlation coefficients
between random slopes from multiple outcome measures: one is based on
Fisher’s z-transformation and the other is based on likelihood ratio test.
Simulations are performed to compare the powers of the two tests.

Comparison of ICC and CCC for Assessing Agreement for
Data Without and with Replications

3 Chia-Cheng Chen, North Carolina State University, 2320 Apt 308,
Crescent Creek Dr, Raleigh, NC 27606, cchend@ncsu.edu

Key Words: Accuracy, Precision, Agreement, Reliability, Intraclass Cor-
relation Coefficient, Concordance Correlation Coefficient

ICC has been traditionally used for assessing reliability between multiple
observers for data with or without replications. Definitions of different
ICCs depend on the assumptions of ANOVA models. The parameter esti-
mator for the ICC is based on the method of moment with the underlying
assumed ANOVA model. However, often times the ANOVA assumptions
are not met in practice and researchers may compute these estimates with-
out verifying the assumptions. It is not clear what these estimators are esti-
mating if the ANOVA assumptions are not met. We compute the expected
value of the ICC estimator under a very general model to get a sense of the
population parameter that the ICC estimator provides. We compare this
expected value to another popular agreement index, CCC. The main find-
ings are reported for data without and with replications for three versions
of ICCs.

A Local Sensitivity Analysis Approach to Longitudinal
Binary Data with Nonignorable Dropout

% Hui Xie, University of Illinois at Chicago, 1924 Wilmette Avenue, Unit
C, Wilmette, IL 60091, huixie@uic.edu

Key Words: Missing data, Missing not at Random, Nonignorability

Longitudinal binary data subject to potentially nonignorable dropout is a
challenging problem. Frequently an analysis has to rely on some strong but
unverifiable assumptions, among which ignorability is a key one. Sensitiv-
ity analysis has been advocated to assess the likely effect of alternative as-
sumptions about dropout mechanism on such an analysis. Previously Ma
et al. (2005) applied a general index of local sensitivity to nonignorability
(ISNT} (Troxel et al. 2004) to measure the sensitivity of MAR estimates to
small departures from ignorability for continuous longitudinal outcomes.
We extend the ISNI methodology to handle longitudinal binary data sub-
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ject to nonignorable dropout. Through a simulation study, we evaluate the
performance of the proposed methodology. We then illustrate the method
in two real examples.

A Comparison of Mixed Effect Models and Cox
Proportional Hazard Models for Unbalanced Longitudinal
Data

** Wonsuk Yoo, Wayne State University, 4201 St Antoine St UHC 4H,
Detroit, MI 48201, wyoo@med.wayne.edu; Dennis Tsilimingras, Wayne
State University; John M. Flack, Wayne State University

Key Words: longitudinal data, unbalanced intervals, mixed effect model,
Cox proportional hazard model, time dependent covariates, MedTrace

There has been huge development in research of hypertension and cardio-
vascular disease area during last ten years. Most research shows that they
provided clinical and epidemiologic evidence between time-dependent
blood pressure levels and various study subjects of interest. Even though
there has been much research including various endpoint and analysis
methods, many studies had used two statistical models including mixed ef-
fect models and Cox proportional hazard models with different risk factors
as their covariates. This research compare mixed effect models and Cox
proportional hazard models with important differences of statistical re-
sults due to association among risk factors, unbalanced intervals between
visits, and different endpoints. We use MEDTRACE (The Medical Educa-
tion, Tracking, Reporting and Clinical Evaluation) data, a HIPAA compli-
ant electronic health record.

25 Statistical Issues in Discovery

and Nonclinical Development @ &

Biopharmaceutical Section, Biometrics Section
Sunday, July 29, 2:00 pm-3:50 pm

A New, Convolution-Based Approach to Developing a
Level-A In Vitro In Vivo Correlation

*®Roel Straetemans, Johnson & Johnson PRD, Turnhoutseweg 30, Beerse,
2340 Belgium, rstraete@prdbe.jnj.com; Tom Jacobs, University Hasselt; Geert
Molenberghs, Hasselt University; Luc Bijnens, Johnson & Johnson PRD

Key Words: IVIVC, one-stage, convolution, modeling

AnIVIVC model describes the relationship between an in vitro property of
a dosage form and a relevant in vivo response. IVIVC models find multiple
practical applications within the pharmaceutical research, e.g. in reduc-
ing the number of human studies during the clinical development (CDER,
1997). Initial work on IVIVC modeling was done two decades ago (Gillespie
et al.,, 1985) with the introduction of the so-called deconvolution method.
This method, however, has some drawbacks and O’Hara et al. (2001) de-
veloped an alternative, based on a convolution procedure and involving a
two-stage analysis. We developed a convolution-based procedure, novel in
involving a one-stage approach and allowing mixture distributions for het-
erogeneous formulations (Jacobs et al., 2006). The method is successfully
applied to a Galantamine controlled release formulation, a treatment for
Alzheimer’s disease.

Application of Group Sequential Methodology to a
Preclinical Model

+ Lixin Han, Wyeth, 35 Cambridgepark Drive, MS 35 3100 60,
Cambridge, MA 02140, hanl2@wyeth.com; Suzana Marusic, Wyeth

Key Words: preclinical, group sequential, Type I error, power, simulation
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Group sequential methods have been used in clinical trials extensively and
some have advocated their use in preclinical studies. In this presentation,
multiple group sequential methods are applied to a preclinical model, in
which multiple compounds are compared to a control in repeated experi-
ments for a quantitative response. Currently, the statistical approach to
this preclinical model is to analyze the data by analysis of variance after
data of each experiment are collected; the results from repeated experi-
ments are combined by applying a decision rule without formally control-
ling for overall Type I error rate due to repeated testing. The group sequen-
tial methods are compared to the current approach in terms of Type I error,
power, benefits and drawbacks.

Developing Statistical Methods for Setting Specification
Limits

** Michelle Quinlan, University of Nebraska-Lincoln, 1601 N 35th St,
Lincoln, NE 68503, mquinlan22@yahoo.com; Erin Blankenship, University
of Nebraska-Lincoln; Walt Stroup, University of Nebraska-Lincoln; James
Schwenke, Boehringer Ingelheim Pharmaceuticals, Inc.

Key Words: shelf life, specification limit, confidence/prediction interval,
random effect

A product’s shelf life can be estimated from the time of first intersection
between the specification limit for a stability limiting characteristic of a
pharmaceutical product and an agreed upon interval estimate. In addition
to defining a shelf life, a specification limit also defines bounds for future
batches to confirm a product’s shelf life. Any statistical methodology de-
veloped to facilitate setting specification limits must provide a reliable esti-
mate of future batches. In addition, when multiple batches are used to sup-
port setting specification limits, controversy exists as to whether batches
should be considered fixed or random effects. After assessing alternative
interval estimate approaches, the goal is to develop multi-batch (fixed/ran-
dom) extensions and compare the alternatives via simulation to determine
which yield interval estimates suitable to shelf life estimation.

Statistical Consideration in the Evaluation of Red Blood
Cell Products

+* Jeongsook Kim, Food and Drug Administration, 1401 Rockville Pike,
Rockville, MD 20852, jessica.kim@fda.hhs.gov; Tie-Hua Ng, Food and
Drug Administration

Key Words: in vivo RBC survival, confidence interval, population propor-
tion of successes, radiolabeled RBC

This presentation discusses the acceptance criteria for autologous 24-hour
radiolabeled red blood cell in vivo survival studies in the evaluation of
RBC products. The current acceptance criteria is based on the individual
unit RBC survival, that is a one-sided 95% lower confidence limit for the
population proportion of successes >70%, where a “success” is defined as
an individual unit whose in vivo RBC survival is at least 75%. Alternative
approaches to meeting this acceptance criterion will be discussed.

Optimization of Dilution Scheme

%* Andrew Chen, MedImmune, Inc., One Medimmune Way,
Gaithersburg, MD 20878, chenxi@medimmune.com; Harry Yang,
MedImmune, Inc.; Iksung Cho, MedImmune, Inc.

Key Words: ELISA assay, Serial dilution

The ELISA is a fundamental tool of clinical immunology, and is used both
as screening test and potency assay. Based on the principle of antibody-an-
tibody interaction, this test allows for easy visualization of results and can
be completed without the additional concern of radioactive materials use.
However, it is also well known that the ELISA assay is, in general, very vari-
able. There are many sources of variations such as day, analytical, reagent
and etc. that may contribute to the total variability. In this paper, through
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statistical modeling, we develop a method that allows us to choose an opti-
mal dilution scheme for sample processing so as to reduce the overall assay
variability. The theoretical results were verified through a simulation study.

Statistical Analysis of Measurement Data with Values
Below Detection Limits

3 Donghui Zhang, sanofi-aventis, 1041 Rt 202 206 PO Box 6800, BRW
M203A, Bridgewater, NJ 08807, donghui.zhang@sanofi-aventis.com; Cun-
Hui Zhang, Rutgers University

Analytical laboratory measurements are often reported as less than detec-
tion limits (LDL). This poses challenges for statistical analysis unless the
percentage of data below LDL is small. This talk will discuss several statis-
tical approaches.

One-Sided Test for Gene-Gene Association

% Chaehyung Ahn, Rho, Inc., 4033 Remington Oaks Circle, Cary, NC
27519, cahn@rhoworld.com

Key Words: one-sided test, contingency table, mutation, consensus, exact
method

The genetic code can be considered as nominal data, since there is no known
way to quantify each character. Therefore, when we evaluate an associa-
tion between two positions, we usually rely on test statistics derived from a
contingency table that asymptotically follow a chi*2-distribution. Such test
statistics are by nature two-sided. To develop a one-sided method, we note
that genes tend to be very conservative, and as a result, viable mutations are
so rare that usually only one dominant character (the consensus) is allowed
at each position. Exploiting this fact, we develop a one-sided test to evalu-
ate the association with respect to the direction away from the consensus.
Appropriate test statistics are presented with an exact method for assess-
ment of statistical significance.

2 @ Generalized Distributions and

Testing Methods

General Methodology, Biopharmaceutical Section, IMS, Section on
Physical and Engineering Sciences, SSC
Sunday, July 29, 2:00 pm-3:50 pm

Iterative Modified Likelihood Ratio Test for Homogeneity
3 Pengfei Li, University of Waterloo, Unit 305, 350 Columbia Street West,
Waterloo, ON N2L6P4 Canada, p4li@math.uwaterloo.ca; Jiahua Chen,
University of British Columbia

Key Words: Asymptotic distribution, Exponential mixture, Finite mix-
ture model, Likelihood ratio test, Score test

Testing for homogeneity in finite mixture models has attracted substan-
tial research recently. Modified likelihood ratio test (MLRT) is a nice
method because it has an asymptotically distribution-free test statistic
and is locally most powerful. Interestingly, the mixture of exponential
distributions or mixture models in scale distribution families do not sat-
isfy the regularity conditions prescribed by many methods including the
MLRT. To overcome this difficulty, we propose an iterative modified like-
lihood ratio test (IMLRT) in this paper. The IMLRT statistic has the same
simple limiting distribution as MLRT statistic. The result is applicable to
much more general mixture models and it does not require the parameter
space to be bounded. Simulations show that the IMLRT has more accu-
rate type I errors and higher powers under various models compared to
existing methods.
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The Equivalence Between Selecting and Hypothesis
Testing
o Weixing Cai, Syracuse University, Department of Mathematics, 215

Carnegie Hall, Syracuse, NY 13210, wcaiOl@syr.edu; Pinyuen Chen,
Syracuse University

Key Words: Correct selection, hypothesis testing, stepwise procedure,
least favorable configuration,, Mahalanobis distance, operating character-
istic functions

We consider various definitions of positive and negative populations,
and define the corresponding “correct selection” (CS) for different selec-
tion goals. Depending on whether the covariance matrices are known or
unknown, we propose single-step and stepwise procedures to achieve the
goals of selecting populations that are equivalent to a given standard or a
control by using Mahalanobis distance function for multivariate case(p>1).
The univariate case will be considered as a special case where a standard-
ized location distance is considered. The equivalence between selecting
and hypothesis testing, including multiple hypothesis testing, is also es-
tablished. Least favorable configurations are proved. Tables and graphs are
presented to illustrate the properties of operating characteristic functions.
Simulation examples will be given. Other forms of hypothesis testing will
also be mentioned.

Small Sample Behavior of Resampling Methods

o Dongmei Li, The Ohio State University, Department of Statistics, 1958
Neil Avenue, Columbus, OH 43210, dmli@stat.ohio-state.edu; Jason C.
Hsu, The Ohio State University

Key Words: Small sample behavior, Re-sampling techniques, Multiple
testing

Re-sampling techniques are popular for analyzing microarray data. In this
talk, we discuss the small sample behavior of three popular resampling
techniques for multiple testing: permutation, post-pivot re-sampling, and
pre-pivot resampling. We will show that when the sample size is small, per-
mutation testing is unlikely to give small P-values; while post-pivot and
pre-pivot resampling both might give P-values of zero for the same data,
even adjusting for multiplicity. Conditions for the latter phenomenon will
be described.

The Skew Generalized Secant Hyperholic Distribution and
Its Properties

«% David Vaughan, Wilfrid Laurier University, 75 University Avenue West,
Waterloo, ON N2L 3C5 Canada, dvaughan@wlu.ca

Key Words: generalized secant hyperbolic, skewness, model selection

Empirical studies, especially in finance, have shown that skew error distri-
butions (typically with non-normal kurtosis) are common. The General-
ized Secant Hyperbolic (GSH) is a symmetric class of distributions that has
all moments finite (in contrast to Student’s t), and with kurtosis ranging
across all regular unimodal distributions. In this paper, skewness is intro-
duced to the GSH in a natural way. Fundamental properties of the Skew
Generalized Secant Hyperbolic (SGSH) and some basic model selection
methods are discussed. This approach is contrasted with other methods
for introducing skewness to symmetric distributions.

Generalized Exponentiated Beta Distribution
*# Alfred A. Akinsete, Marshall University, 1 John Marshall Drive,
Department of Mathematics, Huntington, WV 25755, akinsete@marshall.edu

Key Words: Beta distribution, Distribution function, Entropy, Exponen-
tiation, Moments, Parameter estimation
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This paper studies a three-parameter generalization of the exponentiated
beta distribution (GEBD). A special case of the distribution is found in
Nadarajah (2005). We discuss various statistical properties of this distri-
bution, and obtain expressions for the moment generating function, char-
acteristic function, higher order moments; mean, variance, skewness and
kurtosis. The hazard rate function of the distribution is discussed, and its
asymptotic behavior is investigated. We demonstrate the sensitivity of the
distribution to events where high risks are involved. The method of maxi-
mum likelihood estimation for the parameters of the distribution is dis-
cussed. The densities of the generalized exponentiation of other variants of
the beta distribution are provided for future investigation.

A Study of Robust Estimation Approach for Analysis of
Variance When the Distribution of Error Terms Is Non-
Normal

¢ Aysun Cetinyiirek, Ba, kent University, Baglica Kampusu, >statistik ve
Bilgisayar Bilimleri Bolum, Ankara, 06530 Turkey, cetinyurek@yahoo.com;
Bridal Senoglue, Ankara Universities

Key Words: modified likelihood, nonnormality, beta distribution,
robustness

Analysis of Variance (ANOVA) is used to test the equality of the means
when there are several groups. In ANOVA procedures, traditionally the
error terms are assumed to be normally distributed. However, non-nor-
mal distributions are more prevalent in practice. In this paper, we derive
the estimators of the model parameters in one-way and two-way ANOVA
when the distribution of error terms is Beta. For Beta(a,b) distribution, the
maximum likelihood (ML) method does not provide explicit estimators for
the model parameters. Explicit estimators are derived via modified maxi-
mum likelihood (MML) methodology by linearizing the intractable terms
in likelihood equations. MML estimators are known to be asymptotically
fully efficient in terms of the minimum variance bounds (MVBs) and they
are also robust. Hence, we propose to use MML estimators in ANOVA
models when the error distribution is Beta(a,b).

2 ? Multiple Hypothesis Testing

and Geomics &

IMS, Biometrics Section
Sunday, July 29, 2:00 pm-3:50 pm

Hierarchical Dependence in Meta-Analysis

#* John R. Stevens, Utah State University, 3900 Old Main Hill, Logan,
UT 84322-3900, john.r.stevens@usu.edu; Alan M. Taylor, Brigham Young
University-Idaho

Key Words: meta-analysis, dependence structure

A meta-analysis traditionally assumes the independence of study results. In
cases where this assumption is violated, the dependence among study results
can be estimated and accounted for at the sampling level in the meta-analy-
sis to avoid overlapping information. We present an approach to account
for the dependence at the hierarchical level also, effectively down-weighting
extreme effect size estimates that are hierarchically dependent. This hier-
archical dependence is estimated using both random effects and Bayesian
models. We apply this approach to a meta-analysis of studies examining the
effect of native language vocabulary aids on second language reading com-
prehension. Application to gene expression studies is also discussed.

Sequential Hypothesis Testing in Sensor Networks

*® Yajun Mei, Georgia Institute of Technology, ISyE Georgia Tech, 765
Ferst Drive NW, Atlanta, GA 30332-0205, ymei@isye.gatech.edu
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Key Words: distributed detection, sensor networks, sequential detection,
Asymptotic optimality, quantization, tandem quantizer

The sequential hypothesis testing problem is studied in sensor networks,
where a set of sensor receive independent observations and send summary
messages to the fusion center, which makes a final decision. In the scenario
where the sensors have full access to their past observations, the first of
asymptotically optimal sequential tests in the literature is developed, and
the proposed test has same asymptotic performance as the optimal cen-
tralized test that has access to all the sensor observations. Next, in the sce-
nario where the sensors do not have full access to their past observations,
a simple but asymptotically optimal sequential tests is developed, in which
sensor message functions are what we call tandem quantizer, where each
sensor only uses two different sensor quantizers with at most one switch
between these two quantizers.

Modified Holm’s Critical Values Using Correlation

% Zijiang Yang, Temple University, 2108B Mather Way, Elkins Park, PA
19027, zjyang@temple.edu; Sanat Sarkar, Temple University

Key Words: Multiple comparisons, Familywise error rate, Step-down
test, Modified Holm’s procedures

Holm (1979) proposed a step-down procedure for multiple hypothesis test-
ing with a control of the familywise error rate (FWER) under any kind of
dependence. Seneta and Chen (2005) sharpened the Holm procedure by
taking into account the correlations between the test statistics. In this ar-
ticle, the Seneta-Chen procedure is further modified yielding a more pow-
erful FWER controlling procedure. Simulations were carried out to show
that our procedure often provides much better FWER control and power
than the Seneta-Chen procedure.

On the Probability of Correct Selection for Large k
Populations with Application to Microarray Data

+* Jason Wilson, University of California, Riverside, Dept of Statistics,
Riverside, CA 92521, jason.wilson@email.ucr.edu; Xinping Cui, University
of California, Riverside

Key Words: Probability of Correct Selection, Ranking and Selection, Mul-
tiple Comparison, Microarray, d-best, G-best

One frontier of modern statistical research is the “multiple comparison
problem” (MCP) arising from data sets with large k (>1000) populations
(e.g., microarrays and neuroimaging data). In this talk we demonstrate an
alternative to hypothesis testing. It is an extension of the Probability of
Correct Selection (PCS) concept, which avoids the MCP by its nature. The
idea is to select the top t out of k populations and estimate the probability
that the selection is correct, according to specified selection criteria. We
propose “d-best” and “G-best” selection criteria that are suitable for large
k problems and illustrate the application of the proposed method on two
microarray data sets. Results show that our method is a powerful method
for the purpose of selecting the “top t best” out of k populations.

Alpha-Investing: A New Multiple Hypothesis Testing
Procedure
+ Robert Stine, University of Pennsylvania, 444 Huntsman Hall,

Department of Statistics, Philadelphia, PA 19104-6340, stine@wharton.
upenn.edu; Dean Foster, University of Pennsylvania

Key Words: Bonferroni, False discovery rate, FDR, Multiple comparisons,
family-wide error rate

Alpha-investing is an adaptive, sequential methodology that encompasses
a large family of procedures. All control mFDR, the ratio of the expected
number of false rejections to the expected number of rejections. mFDR
is a weaker criterion than FDR, which is the expected value of the ratio.
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We compensate for this weakness by showing that alpha-investing con-
trols mFDR at every rejected hypothesis. Alpha-investing resembles alpha-
spending used in sequential trials, but possess a key difference. When a
test rejects a null hypothesis, alpha-investing earns additional probability
toward subsequent tests. Alpha-investing hence allows one to incorporate
domain knowledge into the testing procedure and improve the power of the
tests. In this way, alpha-investing enables the statistician to design a testing
procedure for a specific problem while guaranteeing control of mFDR.

Statistics on High-Dimensional Data Analysis

o Yingli Qin, lowa State University, 315C Snedecor Hall, Ames, IA 50010,
qinyl@iastate.edu; Song Xi Chen, Iowa State University

Key Words: high dimensional data, FDR, multiple testing, Bonferroni

This talk is dealing with high-dimensional data analysis. I will start with
two sample test. Theoretical results will be given briefly because they have
been reported in my previous talk on JSM 2006. This time I will mainly fo-
cus on the simulation analysis. The simulation will be designed to compare
BS test and our new test with FDR procedure and Bonferroni procedure.
I will proceed to introduce more test problems on high-dimensional data
analysis if possible.

Pseudo-ROC: Method Comparisons in the Absence of a
‘Gold Standard’

*#Richard Bourgon, European Bioinformatics Institute, Wellcome Trust
Genome Campus, Hinxton, CB5 8HP United Kingdom, bourgon@ebi.ac.uk

Key Words: Sensitivity/specificity, Receiver operating characteristic
curve, Gold standard, Diagnostic test

In many applications in quantitative biology, one seeks to compare dif-
ferent statistical or laboratory procedures on the basis of sensitivity and
specificity. Frequently, large “gold standard” test sets are not available, but
contaminated test sets—in which putative true positives contain some true
negatives, and vice versa—are plentiful. Various authors have proposed
methods for estimation of sensitivity and specificity, or alternatively, rela-
tive true and false positive rates, in this setting. Most assume conditional
independence of procedures given the true status of each test set member,
but this is often unrealistic. Here, we describe a novel “pseudo-ROC” ap-
proach which is intuitively appealing and is valid under weaker indepen-
dence assumptions. Examples from ChIP-chip microarray experiments
are provided, along with a simple statistical test for equivalence of pseudo-
ROC curves.

2' Health Policy Interventions
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Relationship Between Competitiveness of Colleges and
Levels of Tobacco Use

o Joost Bottenbley, 7001 Birkengead Pl, Alexandria, VA 22315,
yoshiz008@yahoo.com; Yasmin H. Said, George Mason University; Edward
Wegman, George Mason University; Samer Ellahham, Innovative Medical
Institute/Paragon Cardiovascular Foundation; David Anderson,

Key Words: Tobacco, Competitiveness, Colleges

This paper describes the relationship between the compositeness of a
school and the level of smoking and makes recommendations on which
category of smokers anti-smoking campaigns can target to reduce the level
of smoking the most for the least amount of money. Data was collected
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from 15 schools over a period of three years (f2003 to 2005) in the state of
Colorado.

Restriction of Trans Fatty Acids in Washington, DC,
Metropolitan Area: Health Benefits and Economic Impact

Joost Joost Bottenblehy, Johns Hopkins University; Samer Ellahham,
Innovative Medical Institute/Paragon Cardiovascular Foundation;
Yasmin H. Said, George Mason University; Edward Wegman, George
Mason University; #* Malda Bashi, Paragon Cardiovascular Foundation, ,
samerl@ix.netcom.com

Key Words: partially hydrogenated oils, economic effects, heart disease

Heart disease is the leading cause of death in the United States. Scientific
evidence demonstrates a clear association between increased trans fat in-
take and the risk of coronary heart disease. Transfatty acids are geometri-
cal isomers of the naturally occurring cis-fatty acids. Recently the City of
New York has restricted the use of all trans fatty acids in foods. The eco-
nomic impact of such a restriction in the Washington, DC area is evaluated.
Five possible options for restaurant owners and corporations to reduce the
negative health risks of trans fatty acids are evaluated. The model includes
health benefits, consumption rate, geographic and economic impact.

Price Indexes with a Health Insurance Component

+ Ralph Bradley, Bureau of Labor Statistics, 2 Massachusetts Avenue NE,
Room 3105, Washington, DC 20212, bradley.ralph@bls.gov

Key Words: risk aversion, price index, imputation

Currently, the Consumer Price Index (CPI) does not have a sub index for
health insurance. Instead, the effects of health insurance are imputed us-
ing the prices of the medical goods and services that are in the CPI sample.
This imputation method assumes that changes in health insurance premi-
ums can be well predicted by changes in the prices of the medical items
that health insurance covers. Unfortunately, there is much evidence that
the growth of health insurance premiums have consistently outpaced the
growth in both medical prices and utilization. If that evidence is correct,
the CPI is not correctly incorporating the effects of health insurance pre-
mium growth. In this study, I price the income protection services of the
health insurance industry and I incorporate this into an alternative CPI
and compare it to the published CPIL.

Multiple Imputation of the Euroqol EQ-5D: Testing
Different Approaches Using IVEWare

#* Robert Gerzoff, Centers for Disease Control and Prevention, MS K10,
Atlanta, GA 30341, rcg8@cdc.gov; Theodore J. Thompson, Centers for
Disease Control and Prevention

Key Words: Imputation, Diabetes, Managed Care

The EQ-5D is a standardized and widely used health index consisting of
five items each with three levels. Different response profiles are converted
to a single index value using established valuation weights. When individu-
al items are missing the analyst must decide whether to impute the EQ-5D
directly, or impute the missing item(s) and recalculate the EQ-5D. Deci-
sions must also be made about the distributional assumptions underlying
the missing data and the alternative methods available to model the miss-
ingness. Using data from the TRIAD Study, a multicenter study of diabetic
11,927 patients enrolled in ten U.S. managed care plans in seven states, we
simulate missing data patterns and use IVEW are to evaluate the perfor-
mance of various imputation strategies.

@ Applied Session

«% Presenter

A Choice of Prediction Rules in Logistic Regression
Models
#* Melvin Ott, 2613 E Nicklaus Ave, Spokane, WA 99223, ott@asisna.com

Key Words: logistic regression, prediction rules, health care, market re-
search, banking

Several authors have suggested prediction rules for use in logistic regres-
sion models. However, no agreed standard for selecting prediction rules
from a logistic regression model has been given. Neter et al., in his text Ap-
plied Linear Regression Models, suggests three rules: 1. “Use .5 as the cut-
oft.” 2. “Find the best cutoff for the data set on which the multiple logistic
regression model is based.” 3. Use prior probabilities and costs of incorrect
predictions in determining the cutoff. Halpern, Gallop, and others have
suggested finding an optimal operating point (OOP) from the ROC curve.
The discussion from this paper suggests that there is no “gold” standard for
selecting the prediction rule for all applications. Three datasets and logistic
models will be presented representing market research, health care, and
banking applications.

Nonparametric Confidence Intervals for the Mean of a
Right-Skewed Distribution

% Kenny Shum, Johns Hopkins University, 2100 Lee Highway Apt123,
Arlington, VA 22201, kshum@jhsph.edu; Scott Zeger, Johns Hopkins
University

Key Words: Skewed distribution, Medical cost, Bootstrap, Confidence
interval, Mean estimation

The skewness in the distribution affects both the performance of the sam-
ple mean and the coverage of standard confidence intervals in small to me-
dium sample size. Transformation and bootstrap methods have been pro-
posed to improve coverage of the approximate intervals. We compare the
finite sample performance of confidence intervals for the mean of a class of
right skewed distribution ranging gamma to lognormal. We highlight the
improvement with the use of bootstrap calibration. This work is motivated
by the estimation of the mean medical cost.

Data Analysis and Modeling @ &

Section on Physical and Engineering Sciences, Section on Quality
and Productivity
Sunday, July 29, 2:00 pm-3:50 pm

A New Statistical Approach for the Analysis of Uncertain
Systems

o Xinjia Chen, Louisiana State University, Dept of ECE, Baton Rouge, LA
70803, chan@ece.lsu.edu; Kemin Zhou, Louisiana State University; Jorge
Aravena, Louisiana State University

Key Words: Monte Carlo Simulation, Sample Reuse, Robust Statistics,
Numerical Method, Uncertainty, Control Systems

This paper addresses the issues of conservativeness and computational
complexity of probabilistic robustness analysis. We solve both issues by
defining a new sampling strategy and robustness measure. The new mea-
sure is shown to be much less conservative than the existing one. The new
sampling strategy enables the definition of efficient hierarchical sample
reuse algorithms that reduce significantly the computational complexity
and make it independent of the dimension of the uncertainty space. More-
over, we show that there exists a one to one correspondence between the
new and the existing robustness measures and provide a computationally
simple algorithm to derive one from the other.
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The Efficiency of Ridge Regression Estimators with
Respect to Zellner’s Balanced Loss Function

#* Marvin Gruber, Rochester Institute of Technology, 85 Lomb Memorial
Drive, Rochester, NY 14623, mjgsma@rit.edu

Key Words: balanced loss function, matrix loss, simultaneous estimation,
total mean square error, ridge estimator

The optimum ridge estimator is obtained for a setup with r linear mod-
els for a generalization of Zellner’s balanced loss function. Two important
special cases are considered, matrix loss and the total mean square error.
For each of these two cases an estimator of the biasing parameter matrix
is obtained that produces a mean square error that is uniformly smaller
than that of the least square estimator. The results are illustrated with an
example that uses numerical data. In general the best improvement in the
MSE over the least square estimator occurs for the classical loss function.
Parameters with smaller values produce smaller MSE.

Identification of Dispersion Effects in Replicated
Experiments

+* Cheryl Dingus, Battelle, 505 King Ave, 11 7 026, Columbus, OH 43201,
dingusc@battelle.org; Angela Dean, The Ohio State University; Bruce
Ankenman, Northwestern University

Key Words: Dispersion, Replicated Experiment

A factor is said to have a dispersion effect if the variability of the response
is different at the different factor level settings. In replicated experiments,
replicate observations for a treatment are used as a measure of the variabil-
ity of response. Using traditional methods, a summary statistic is used as
the analysis variable in an F-test. The disadvantage of traditional analysis
methods is the loss of power to identify effects. This talk will present an
alternative method of analysis that transforms each observation into an
“individual measure of the variability”, preserving all the original degrees
of freedom and thereby increasing power over the traditional method. Sev-
eral functions that have been examined for this alternative analysis will
be presented. Results will show that the new methodology is better able to
detect dispersion of a single factor than the traditional method.

A Sequential Methodology for Change Point Estimation

+® Yan Lan, University of Michigan, 439 West Hall, 1085 South University,
Ann Arbor, MI 48109, lany@umich.edu; Moulinath Banerjee, University of
Michigan; George Michailidis, The University of Michigan

Key Words: adaptive sampling, change point estimation, two-stage pro-
cedure, Skorohod Topology

Consider a constant regression model for a bounded covariate that has a
single discontinuity. Budget constraints dictate that a total of N covariate
values and corresponding responses can be obtained. The goal is to esti-
mate accurately the location of the change-point. We propose a two-stage
procedure and its properties are examined, where at the first stage a pro-
portion of the N points are sampled and the location of the change-point
estimated. Subsequently, the remaining proportion of points are sampled
from an appropriately chosen neighborhood of the initial estimate and a
new estimate is obtained. The asymptotic statistic of the least squares esti-
mate is derived. The rate of convergence is improved to o(1/n*{1+\gammaj})
(\gamma\in(0, 1)).The improved efficiency of the procedure is demonstrat-
ed using real and synthetic data. The methodology could be generalized to
a multi-stage procedure.

Inference for Multipiecewise Regression Using the
Bootstrap

** Trevor Craney, Sikorsky, 13 Belinsky Circle, Oxford, CT 06478, trevor.
craney@sbcglobal.net
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Key Words: changepoint, pants

Inference in ordinary least squares regression is dependent on various as-
sumptions, including normality. When the least squares approach is con-
strained, as it is in piecewise regression, the standard assumptions can no
longer be assumed valid. The bootstrap approach is applicable to creating
confidence, or inference, in this case. Further, if the user allows more than
one changepoint to be estimated by the data, a suitable stopping method
must be decided, which is not unlike the question of how many variables to
add in a multiple regression model using a best subsets or forward selection
approach. The bootstrap is shown to still be applicable in the multi-piece-
wise regression model with various bootstrap approaches to be considered
by the analyst.

Generalized Confidence Intervals for Proportion of
Conformance

4 Paul Patterson, USDA Forest Service, 2150A Centre Ave, Suite 350, Fort
Collins, CO 80526, plpatterson@fs.fed.us

Key Words: Proportion of conformance, Confidence intervals, Fiducial
generalized pivotal quantity, Quality control

For a random variable X, with c.d.f. F, the proportion of conformance for an
interval (A,B) is F(B)-F(A). There are many practical applications, such as
quality control and environmental monitoring, where confidence intervals
for the proportion of conformance are needed. In this paper a method is
presented for constructing approximate confidence intervals for the pro-
portion of conformance for two distributions: the normal distribution with
unknown mean and variance and the uniform distribution with unknown
location and scale parameters. The method is very general and can easily be
extended to other distributions. The approximate confidence intervals are
constructed using Fiducial Generalized Pivotal Quantities. Performance of
the one-sided limits is assessed using a simulation study. The asymptotic
exactness of the confidence interval coverage will be discussed.

Analysis of Probability of Detection and Probability
of Alarm on Sonic IR Inspection Data Using the Mixed
Effects Model and Bootstrapping

o Chunwang Gao, Iowa State University, 46 Schilletter VLG APT

D, Ames, IA 50010, cgao@iastate.edu; William Meeker, Iowa State
University; Donna Mayton, SAIC

Key Words: Sonic IR, Thermal Acoustic, Mixed Effect Model, Bootstrap-
ping, Nondestructive Evaluation

Sequences of infrared images were taken by Sonic IR system on 10 cracks in
7 different samples. For each crack, different levels of vibration amplitude
(3 levels), pulse length (3 levels) and trigger force (3 levels) of the Sonic
IR system are arranged to study the relationship between the maximum
contrast of the images and the experimental setup. Time to alarm was also
recorded for those having an alarm. A quadratic random effects response
surface model to the combined contrast data from the 10 cracks was fit-
ted to provide an assessment of probability of detection as a function of
the experimental variables. Another linear response surface model to the
combined time-to-alarm data from the 10 blade cracks are fitted to provide
an assessment of the probability of alarm. Bootstrapping is used to explore
methods of quantifying statistical uncertainty in the two models.

@@ Statistical Process Control

and Other Related Topics in Quality @

Section on Quality and Productivity
Sunday, July 29, 2:00 pm-3:50 pm
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Multivariate Process Control for Improved Detection of
Changes in Process Location

#* Amitava Mitra, Auburn University, College of Business, Auburn, AL
36849-5240, mitraam@auburn.edu

Key Words: Process control, Cause identification, Average run length,
Type Il error

Much of multivariate process control has focused on monitoring prod-
uct/process output characteristics. However, the output variables from
a process are influenced by the levels of the input or regulatory variables
and uncontrollable factors. Thus, traditional approaches may not identify
which of the causal factors, i.e., process regulatory variables or uncontrol-
lable noise factors or both, are possible reasons for out-of-control signals.
Further, when the effect of the process regulatory variables and the noise
factors cancel each other, the impact on the output response variables may
not be detectable. Here, we consider the impact of both process regulatory
variables and noise factors through an adjusted measure. The performance
of the proposed method is determined, through simulation, by the average
run length of first detection of out-of-control conditions.

Distribution-Free Filters Used To Determine Phase |
Control Chart Limits for Spread and Location

% Victoria Jordan, Auburn University, 216 Parker Hall, Auburn, AL 36849,
jordavs@auburn.edu; Allison Jones-Farmer, Auburn University; Charles
Champ, Georgia Southern University

Key Words: Control Limits, Phase I, Distributi¢’-i 2¢ St istical Quality
Control

SQC depends on the proner estat sh ‘en’ bf »ntrol limits in Phase I. Cur-
rent Phase I procedrer v b =c¢ n ‘triar and error” and many require
normally dist{ >ute. osc vi ‘0.  some robust and distribution-free con-
trol cheit¢ b »n' ewi oped, but most are concerned with the estab-
lishmeni 21 2 v =10 imuts, robust to non-normality or outliers in the Phase
I sample. s _csearch proposes a distribution-free method for filtering
out data points associated with assignable causes in Phase L. The purpose is
to identify an in-control reference sample that can be used to estimate the
process parameters for spread and location for Phase II. The spread chart is
based on a variation of Levene’s test and the location chart is based on the
Kruskal-Wallis signed-rank procedure. Monte Carlo simulation is used to
compare performance with existing normal theory and distribution-free
procedures.

Monitoring the Slopes of Linear Profiles

% Junjia Zhu, The Pennsylvania State University, 331A Thomas Building,
University Park, PA 16802, junjia@psu.edu

Key Words: Profile Monitoring, Simple Linear Regression, Statistical Pro-
cess Control

In this paper, we focus on monitoring the slopes of linear profiles. A
Shewhart-type control chart for monitoring slopes of linear profiles is
proposed. Both Phase I and Phase II applications are discussed. The per-
formance of the proposed chart in Phase I applications is demonstrated
using both real-life data in an illustrative example and simulated data in a
probability of signal study. For Phase II applications, the average run length
(ARL) is used for comparison. It is shown that the ARL of the proposed
control chart depends only on the shifts of slopes; whereas the ARL of the
multivariate T2 chart depends on both the shifts of slopes and the correla-
tion between the estimated slope and the intercept. When such a correla-
tion is low (say within +/-0.6), the proposed control chart has a better ARL
performance than the T2 chart.
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Monitoring of Hazard Rates for Dynamically Changing
Observations

#* Emmanuel Yashchin, IBM T.J. Watson Research Center, Box 218,
Yorktown Heights, NY 10598, yashchi@us.ibm.com

Key Words: Warranty, Reliability, Control Charts, Cusum, Change Point,
Wearout

We consider life testing situations in which a relatively large portion of data
that serves as a basis for a monitoring scheme changes with time. Situa-
tions of this type are common in the areas of accelerated life testing or war-
ranty data analysis. One of the key problems in such situations is detection
of changes in the hazard rate for the tested population. For example, in the
warranty data setting one may want to detect, as quickly as possible, onset
of excessive wearout conditions for some set of manufacturing vintages.
Since the whole data set is affected at each point in time that new informa-
tion is obtained, one needs a special approach to the problem of monitoring
lifetime characteristics. In this paper we discuss one such approach and
give an example related to the problem of detection of trends in warranty
data for electronic components.

Benefits of Integrating Operational Profiles with
Classical Acceptance Sampling in the 2010 U.S. Census

+% Thomas George, Evolver, Inc, 7833 Walker Drive, Greenbelt, MD
20770, tgeorgel @evolverinc.com

Key Words: Bayesian, Quality, Production, Keying, OCR

Although classical acceptance sampling methodologies ensure a specified
output quality level, the cost of achieving that output quality is a function
of the input quality process, which is specific to each application. However,
classical sampling methodology forecasts are general in scope. Further,
some assessment of input quality is necessary in order to generate a system
that will produce an output quality with verifiable costs. Once established,
if the input to a system changes, frequently the only way to meet output
quality levels are changes in operations. Therefore, the methods used for
integrating operational and acceptance sampling profiles outlined in this
paper allowed for improved cost forecasting in regards to quality at all stag-
es of a system’s life for the U.S. 2010 Census.

Sampling Procedures for Extending the Use of the
Fishbone Diagram

¢ Frank Matejcik, South Dakota School of Mines, Industrial Engineering,
501 E Saint Joseph Street, Rapid City, SD 57701-3901, frank.matejcik@
sdsmt.edu

Key Words: Ishikawa, Fishbone, Capture, Recapture

Procedures for creating a Fishbone diagram often assume all the possible
participants are available. However, sampling among the participants may
be required. The sampling problem is similar to a capture recapture. Meth-
ods for sampling decisions and experiences from classroom trials are dis-
cussed. Potential applications are mentioned, also.

@ ﬂ Interesting Statistical

Applications

Section on Statistical Education, General Methodology, Section on
Teaching Statistics in the Health Sciences
Sunday, July 29, 2:00 pm-3:50 pm
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Regression Through the Origin: Models and Methods

¢ Patrick Johnston, Children’s Hospital Boston, Clinical Reseach
Program, 300 Longwood Ave, Boston, MA 02115, patrick.johnston@
childrens.harvard.edu

Key Words: regression through the origin, generalized linear models, im-
putation

Bowel lengths for infants undergoing gastrointestinal surgery are com-
monly imputed by more readily available lengths for deceased infants of
a similar gestational age. For reasons of tissue elasticity, it is reasonable to
expect that the latter overestimate the former by a constant factor. Several
simple and intuitive methods have been proposed to estimate this pro-
portionality factor, and we relate these estimates to more general model-
based estimates. Models we consider are regressions through the origin
estimated by maximum likelihood, maximum quasi-likelihood, and least
squares. Aspects related to efficiency, robustness, and parameterization are
discussed.

Testing the Score Invariance of State Performance Tests
Over Time

+% Jiahe Qian, Educational Testing Service, Rosedale Road 02T, Princeton,
NJ 08541, jgian@ets.org

Key Words: test score inflation, proficiency standards, assessment ac-
countability, mapping, NAEP, NCLB

In recent years, test score inflation has compromised efforts to improve
education and the accountability of performance assessments. One assess-
ment with potential for test score inflation is state performance tests. Un-
der the No Child Left Behind Act (NCLB), all states are required to select
the tests and set the proficiency standards in reading and mathematics for
grades 3-8 as well as in at least one grade in high school. This study devel-
ops a statistical approach to examine score inflation in state tests. First,
the state proficiency standards are mapped to the National Assessment of
Educational Progress (NAEP) scale. Then, rather than testing inflation of
scores, we test the invariance of the mapped proficiency standards of state
tests over time. The mapping technique is based on the enhanced method
developed by Braun and Qian (2006).

Inference for Normal Mixture Model, Univariate or
Multivariate, in Both Mean, and Variance

o Xianming Tan, Queens University, 10 Stuart Street, NCIC Clinical
Trials Group, Kingston, ON K7L3N6 Canada, xtan@ctg.queensu.ca; Jiahua
Chen, University of British Columbia

Key Words: Bernstein inequality, invariant estimation, mixture of nor-
mal distributions, penalized maximum likelihood, strong consistency

Due to the unboundedness of likelihood function, the statistical infer-
ence based on data from the finite mixture of normal distributions in both
mean and variance is particularly difficult. Through the use of some suit-
able penalized likelihood functions, we develop a new method applicable
to both univariate and multivariate normal mixture models. We show
that the penalized maximum likelihood estimators (PMLE) are strongly
consistent, asymptotically normal, and invariant under linear transforma-
tions. We also show that the constrained maximum likelihood estimator,
as proposed in Hathaway (1985), is still consistent when the lower bound
$c$ placed on the ratio of any two component variances satisfies that $c
\geq \exp \{-k (\log"2n)\}, ~ \forall ~ k>0$. Furthermore, this approach can
be readily extended to solve similar problems in other mixture models.
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Measurement Error in Factor Analysis: The Question of
Structural Validity

#* Michael K. Lauritzen, Brigham Young University, 1122 SWKT, Provo,
UT 84602, mikelauritzen@byu.edu; Landon Poppleton, Brigham Young
University; Mitchell Harris, Brigham Young University; Naomi Hunsaker,
Brigham Young University; Robert Bubb, Brigham Young University;
Bruce Brown, Brigham Young University

Key Words: Factor analysis, Structural integrity, Reliability, Monte Carlo
simulation

The central claim of factor analysis is that it can identify underlying source
variables from the correlational pattern in a larger set of surface variables.
Monte Carlo simulation is used to create surface variables from a system-
atic underlying structure, either two-dimensional or three-dimensional,
either clustered or Toeplitz, with one of six levels of measurement error
added to the data. Quantitative and also graphical methods are used to as-
sess the extent to which structural integrity is maintained for each type of
data at each level of measurement error. The watershed value is a reliability
of .50. Below that level the structural integrity of the solution deteriorates
rapidly. Interestingly, in a survey of papers in two top psychology journals
that used factor analysis, not one of the forty-three studies in the sample
had adequate reliability levels to provide structural integrity.

The Central Limit Theorem and Structural Validity in
Factor Analysis

+% Landon Poppleton, Brigham Young University, 1001 SWKT, Provo, UT
84602, landonpoppleton@hotmail.com; Mitchell Harris, Brigham Young
University; Michael K. Lauritzen, Brigham Young University; Robert Bubb,
Brigham Young University; Bruce Brown, Brigham Young University

Key Words: factor analysis, optimization, central limit theorem

Factoring methods such as principal components and factor analysis are
often used for data simplification. Over the past century a number of strat-
egies have evolved for optimizing factor analysis methods. The received
view consists of recommendations for various extraction or rotational
methods, recommended sample size, etc. An alternative view is proposed.
It is argued that the single most important consideration in producing
structurally valid factor solutions is the reliability of individual variables,
and that an approach based upon the central limit theorem is particularly
effective in increasing data reliability. Using a Monte Carlo simulation ap-
proach it is demonstrated that the central limit theorem averaging method
is substantially more effective in producing structurally valid analyses than
the various recommendations of the received view.

Determining a Minimum Number of Observations in
Factor Analytic Studies

+* Robert Bubb, Brigham Young University, 47 Wymount, Provo, UT
84604, robert_bubb@byu.edu; Bruce Brown, Brigham Young University

Key Words: Factor Analysis, Monte Carlo, Variable Stability

The minimum number of observations necessary in factor analytic stud-
ies to produce latent variable stability is inconsistent and highly debatable.
Research studies recommend minimum observations ranging from 100 to
1000 observations or observation-to-variable ratios of 2:1 to 20:1. Research
has also demonstrated that the number of observations is clearly not suf-
ficient in itself to produce latent variable stability. A Monte Carlo simulation
method is used to manipulate the number of observations, number of fac-
tors, ratios of errorless-to-random data, and the number of variables-to-fac-
tors. MANOVA statistics are used to determine latent variable stability given
the various conditions. Results indicate an intricate relationship between ob-
servations, factors, degree of error, and variables. Under certain conditions,
16 observations are sufficient to produce latent variable stability.
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A Meta-Analysis of the Content and Effectiveness of
Training Programs for Federal and State Transportation
Employees

John Aleong, University of Vermont; %* Chandra Aleong, Delaware State
University, 1200 DuPont Highway, Dover, DE 19901, caleong@desu.edu

Key Words: Training programs, benchmarking, evaluation, extrapola-
tion, Transportation, Federal and State

Successful tracking of training programs and their effectiveness is neces-
sary to determine whether transportation professionals are being prepared
for the challenges of the 21st century. Training is integral for the execution
of strategies at the federal and state levels and millions of dollars are spent
on various forms of educational opportunities. The issues that affect trans-
portation are very diverse and span disciplines and international bound-
aries. A major research question is “Are taxpayers getting their money’s
worth and are employees getting the necessary skills for the new environ-
ment?” This topic is also important for study given the high rate of retire-
ment and downsizing taking place across the country in all sectors of the
economy. Outsourcing has become commonplace and is resulting in the
loss of significant intellectual capital.

@2 Water-Related Issues and

Methodology @

Section on Statistics and the Environment, Biometrics Section
Sunday, July 29, 2:00 pm-3:50 pm

Functional Linear Models for Daily and Yearly Streamflow
Measures

#* Mark Greenwood, Montana State University, Department of Math
Sciences, PO BOX 172400, Bozeman, MT 59717-2400, greenwood@math.
montana.edu; Johnnie N. Moore, University of Montana; Joel T. Harper,
University of Montana

Key Words: functional data analysis, functional linear model, hydrology

Recent analyses of regional snow and river data for the late 20th century
suggests that western North American snow pack has decreased (Mote et
al. 2003) and the spring snow melt pulse has arrived earlier (Stewart et al.
2005). Stewart et al. (2005) found significant trends in various measures
of spring runoff timing. This work analyzes streamflow runoff using func-
tional linear models (Ramsay & Silverman, 2005) using data from 1951 to
2005 from 21 gages located on the Missouri and Columbia headwaters.
Performing the analysis based on yearly summary measures is compared
to analyzing daily flow measurements over the same time period. Poten-
tial inferences to the impacts of some forcing functions such as PDO and
ENSO will also be explored.

Modeling Shark Bycatch: The Zero-Inflated Negative
Binomial Regression Model with Smoothing

#* Mihoko Minami, Institute of Statistical Mathematics, 4 6 7 Minami
Azabu Minato ku, Tokyo, 106 8569 Japan, mminami@ism.ac.jp

Key Words: GAM, GLIM, thin plate regression splines, Generalized In-
formation Criteria, EM algorithm, Partial dependence

The zero-inflated negative binomial (ZINB) regression model with smooth-
ing is introduced for modeling count data with many zero-valued observa-
tions, and its use is illustrated with shark bycatch data from the eastern
Pacific Ocean tuna purse-seine fishery. Based on the generalized infor-
mation criterion, the ZINB regression model provided a better fit to the
data than either Poisson, negative binomial or ZIP regression models. To
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demonstrate the utility of the ZINB regression model for the standardiza-
tion of catch data, standardized temporal trends in bycatch rates estimated
with the ZINB regression model are computed and compared to those ob-
tained from fits of the other three types of models. Comparison of trends
among models suggests that the negative binomial regression model may
overestimate model coefficients when fitted to data with many zero-valued
observations.

A Distance-Based Classifier with Application to Microbial
Source Tracking

+* Jayson Wilbur, Worcester Polytechnic Institute, Dept of Mathematical
Sciences, 100 Institute Road, Worcester, MA 01609, jwilbur@wpi.edu

Most classification rules can be expressed in terms of distances from the
point to be classified to each of the candidate classes. For example, linear
discriminant analysis classifies points into the class for which the sample
Mahalanobis distance is smallest. However, dependence among these
point-to-group distance measures is generally ignored. In this talk, a gen-
eral classification rule will be defined which uses information about this
dependence structure to improve classification. This work was initially mo-
tivated by the problem of microbial source tracking which aims to identify
sources of fecal contamination in water resources based on genotypic and
phenotypic variation in public health indicator organisms such as E. coli.
An application of the proposed methodology to microbial source tracking
will be presented.

Grain Size Distributions in Modern and Ancient Fluvial
Systems

#* Snehalata Huzurbazar, University of Wyoming, Dept 3332, 1000 E.
University Avenue, Laramie, WY 82071, lata@uwyo.edu

Key Words: hydrology, functional data analysis

Examining grain-size distributions of deposits in rivers is an important
component in understanding sediment transport systems. We analyze data
obtained from a high-resolution laser analysis of particle sizes in samples
obtained from three modern rivers and three ancient rivers. Exploratory
data analysis is carried out to examine possible clusters and variation in
the empirical distributions of the grain sizes. We next discuss modeling the
data using hyperbolic distributions.

Spatial Modeling for Groundwater Arsenic Levels in North
Carolina
% Dohyeong Kim, Duke University, Box 90328, CEHI, Durham, NC

27708-0328, dohyeong@duke.edu; Marie Lynn Miranda, Duke University;
Joshua Tootoo, Duke University; Alan E. Gelfand, Duke University

Key Words: arsenic in groundwater, spatial random effects model, 3-di-
mensional arsenic surface, GIS

Growing evidence on the relationship between long-term exposure to ar-
senic in drinking water and negative health outcomes has drawn attention
to unregulated private wells with potentially high levels of arsenic. Little is
known about the environmental determinants of arsenic in groundwater.
Data collected from 475 private wells in Orange County, North Carolina
were integrated with detailed geological and tax assessor’s parcel data into
a GIS. The data were initially fitted to a left-censored regression model to
identify key determinants of arsenic levels in groundwater. Then, a Bayesian
spatial random effects model was developed to illuminate spatial pattern in
arsenic residuals. The resulting models provide a basis for public health
intervention by creating three-dimensional surface maps of predicted arse-
nic levels in groundwater for any location and depth in the area.
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Change Point Analysis for Water Pressure Data

Snehalata Huzurbazar, University of Wyoming; %* Arunendu Chatterjee,
University of Wyoming, 354 Soule Street Apt 287, Laramie, WY 82072,
achattel @uwyo.edu

Key Words: glacial hydrology, change points, wavelet coefficients

Our objective is to identify and model change points in the measurements
of sub-glacial water pressure during melt season along the length of the
Bench glacier in Alaska. This modeling will provide insights into the sub-
glacial hydrology including the discharge mechanism during the melt
season. As a first step in this modeling, we consider the identification of
change points in the twenty water pressure data sets available. We compare
an existing wavelet based method suggested by Wang (1995), which exam-
ines the empirical wavelet coefficients of the data at the fine scale levels
with a Bayesian method based on the empirical wavelet coefficients for the
standard change point problem by Ogden (1996). The above methods have
to be adapted for accommodating missing observations, which are present
in our datasets.

Weibull Prediction Limits with Retesting

¢ Kirk Cameron, MacStat Consulting, Ltd, 10330 Mill Creek Ct, Colorado
Springs, CO 80908, kcmacstat@qwest.net

Key Words: Weibull distribution, prediction limits, retesting, groundwa-
ter, monitoring

EPA guidance for groundwater monitoring recommends simultaneous
prediction limits combined with retesting. Under this rubric, an initial ex-
ceedance of the background prediction limit among measurements from a
set of monitoring wells is followed by a confirmatory test at each exceeding
well. This allows control of nominal site-wide false positive rates (SWE-
PPR) while ensuring power to detect contaminated groundwater. Past
research has led to solutions for normal-, lognormal-, and gamma-based
limits, as well as non-parametric limits. We extend that work to simultane-
ous two-parameter Weibull prediction limits, illustrating the theory and
providing methods for practical computation. We also compare Weibull
limits against other parametric and nonparametric limits in real samples
of groundwater data. The Weibull distribution acquits itself as a flexible
tool in groundwater monitoring.

@@ Modeling and Estimation

in Environmental and Occupational
Health ®

Section on Statistics in Epidemiology, Section on Health Policy
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Sunday, July 29, 2:00 pm-3:50 pm

A Comparative Analysis of the Chronic Effects of Fine
Particulate Matter

#* Sorina Eftim, Johns Hopkins University, 607 9th Street, Laurel, MD
20707, seftim@jhsph.edu; Holly Janes, Johns Hopkins University; Aidan
McDermott, Johns Hopkins University; Jonathan Samet, Johns Hopkins
University; Francesca Dominici, Johns Hopkins University

Key Words: air pollution, fine particulate matter, mortality, Medicare,
chronic effects, elderly

The American Cancer Society (ACS) study and the Harvard Six Cities study
(SCS) are the two landmark cohort studies for estimating the chronic ef-
fects of fine particulate matter (PM2.5) on mortality. To date, no compara-
tive analysis of these studies has been carried out using a different study
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design, study period, data, or modeling approach. We estimate the chronic
effects of PM2.5 on mortality for the period 2000-2002 using mortal-
ity data from Medicare and PM2.5 levels from the National Air Pollution
Monitoring Network for the same counties included in the SCS and the
ACS. We use a log-linear regression model which controls for individual-
level and area-level covariates. The results are similar to those reported by
the original SCS and ACS indicating that fine particulate matter is still sig-
nificantly associated with mortality when more recent air pollution and
mortality data are used.

The Effect of PM2.5 on Hospital Admissions Rates by
Season and Region

#* Keita Ebisuy, Yale University, 60 College Street, New Haven, CT 06510,
zhize@aol.com; Michelle Bell, Yale University; Roger Peng, Johns Hopkins
University; Francesca Dominici, Johns Hopkins University

Key Words: Air Pollution, Hospital Admissions, Particulate Matter

We investigated the seasonal and regional associations between PM2.5 lev-
els and cause-specific hospital admission rates using two models: a pollut-
ant-seasonal indicator model; and a model to smooth seasonal patterns of
county-specific log relative rates with a sine/cosine function. Both models
were fitted using a generalized additive model adjusting for potential con-
founders. In order to pool the county-specific estimates to form national
average estimates, we fit a Bayesian hierarchical model using Two-Level
Normal independent sampling estimation with non-informative priors.
The results of both models showed that the association between PM2.5 and
admissions were larger in the winter for cardiovascular and respiratory
causes. There was also a regional difference between eastern and western
us.

Statistical Issues in Health Effects of Air Pollution

** Donna Stroup, Klemm Analysis Group, Inc., 1339 Green Court, 4th
Floor, Washington, DC 20005, rklemm@klemmanalysis.com; Rebecca
Klemm, Klemm Analysis Group, Inc.

Key Words: air pollution, particulate matter, modeling, environmental
epidemiology, distance effect

We examine issues in estimating the effect of air pollution on the health of
populations. We used mortality data from CDC, air quality data from EPRI
and EPA, and weather data from NOAA. We calculate distance between
location of death and monitoring and the sensitivity of estimates to this
distance and smoothing parameters. Multiple cause of death (in addition to
underlying cause) adds additional information for selected causes of death,
particularly respiratory conditions, unintentional injuries, septicemia, and
Alzheimer’s disease. Choices of parameters in modeling were less sensitive
to distance from power monitoring source than previously determined.
Proper use and interpretation of models of air pollution’s effect on human
health should enable more complete understanding of the effect of air pol-
lution and should inform policy in this arena.

Exposure-Response Assessment of Airhorne Indoor
Allergen Inmunoassay

+ Juan Liang, University of Cincinnati, Department of Environmental
Health, PO Box 670056, Cincinnati, OH 45267, liangji@email.uc.edu;
Linda Levin, University of Cincinnati; Tiina Reponen, University of
Cincinnati; Grace LeMasters, University of Cincinnati; David Bernstein,
University of Cincinnati; Rolanda Olds, University of Cincinnati; Zana
Lummus, University of Cincinnati

Key Words: Four Parameter Logistic, Nonlinear Mixed Model, Immu-
noassay

This study is to apply state-of-the-art statistical techniques to the analysis
of allergen assay data. Ultimately it will unify statistical methodology for
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estimating allergen concentrations. Data were from the Cincinnati Child-
hood Allergy and Air Pollution Study (CCAAPS). As part of a birth co-
hort study, dust samples from homes of infants in the Greater Cincinnati
Area were analyzed by using monoclonal ELISA. Four-parameter logistic
models were chosen. NLMIXED with heterogeneous variance structure
was utilized to describe within- and between-assay variability in order to
determine the standard exposure-response curves. By reversing the esti-
mated standard curves, detection limits and calibrated concentrations of
allergens were obtained. It was shown that the precision of estimated con-
centrations was substantially improved and the limits of the detection were
quantified.

Correcting for Shared Measurement Error in Complex
Dosimetry Systems
¥ Terri K. Johnson, University of Southern California, 1540 Alcazar St

CHP220, Los Angeles, CA 90089, tkang@usc.edu; Daniel Stram, University
of Southern California

Key Words: Monte-Carlo maximum likelihood, full parametric boot-
strap, complex dosimetry, shared uncertainty, multiplicative error

In occupational cohort studies, a panel of experts often creates an expo-
sure matrix or a dosimetry system that estimates dose histories for work-
ers, and then these estimates are used in disease-risk analysis. Errors in
the exposure matrix that were shared by time and/or a group of workers
were generally ignored. We tested two different methods (Monte-Carlo
maximum likelihood and full parametric bootstrap methods) to study the
effect of shared uncertainties. The MCML agreed with the uncorrected
likelihood ratio test for small additive and small shared multiplicative error
distributions. Clear widening of confidence intervals were seen from the
MCML and the full parametric bootstrap methods as the shared multipli-
cative error increased. Although the confidence intervals widened for both
methods under the large error model, the range of the confidence intervals
disagreed.

The Comparison of Fitted Nonlinear Exposure-Response
Relationships in Cox Models Using Smoothing Methods
Through Simulations

% Usha Govindarajulu, Yale University, 2 Livingston St, Apt A32, New
Haven, CT 06511, usha@alum.bu.edu; Betty Malloy, American University;
Bhaswati Ganguli, University of Calcutta; Donna Spiegelman, Harvard
School of Public Health; Ellen Eisen, Harvard School of Public Health

Key Words: penalized spline, restricted cubic spline, fractional polyno-
mial, exposure-response, simulations, Cox model

We fit non-linear exposure-response relationships using smoothing tech-
niques in Cox models. Previously, we compared smoothing techniques on
actual occupational cohort data, in which time to incidence or mortality is
modeled as a function of exposure. We simulated data in order to further
compare these smoothing techniques: penalized spline, restricted cubic
spline, and fractional polynomial, to the true exposure-response curve,
where we know particular characteristics such as the exposure distribu-
tion and dose-response curve. We used several measures to compare the
fitted curves to the truth: mean-squared error calculations, test for linear-
ity, test for null effect, and % relative bias calculations and concluded that
of the various dose-response shapes, the linear dose-response function was
the best fitting. Furthermore, the penalized splines were generally closer
to the truth.
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Recovering the Estimated Slope of an Unobservable
Predictor in a Simple Regression

o Wenyaw Chan, The University of Texas at Houston, 1200 Herman
Pressler, Houston, TX 77030, wenyaw.chan@uth.tmc.edu; Hung-Wen Yeh,
The University of Kansas Medical Center; Elaine Symanski, University of
Texas at Houston

Key Words: attenuation, measurement error, regession, surrogate vari-
able

Attenuation of regressor effects in simple regression when a surrogate vari-
able is used as a substitute for a latent predictor has long been a concern
in public health. Recognizing that the surrogate variable is an imperfect
measure of the true predictor, prior work has focused on estimating at-
tenuation in the slope caused by using the surrogate variable. In addition,
there is interest in recovering the estimated slope of the latent predictor.
Thus, this study proposes an estimator of the attenuation using condition-
al expectation of the two slopes estimated from the latent and surrogate
predictors given the outcome and surrogate variables. Simulation studies
were conducted to examine the performance of this estimator in terms of
recovering the estimated slope of the latent predictor. An application of the
method is illustrated using data from the occupational health arena.

@4 Modeling and Estimation of

Disease Prevalence, Incidence, and
Spread @

Section on Statistics in Epidemiology, Section on Health Policy
Statistics, Section on Teaching Statistics in the Health Sciences
Sunday, July 29, 2:00 pm-3:50 pm

Informative Allocation To Stahilize MLE in Finite Mixture
Models

¢ Nong Shang, Centers for Disease Control and Prevention, CDC,
Atlanta, GA 30333, nms6@cdc.gov

Key Words: Mixture model, EM algorithm, MLE

There is often additional information that may not be easily incorporated
into the individual components of a mixture distribution. For instance, ex-
treme values of a test may definitely diagnose or rule out a disease. That
is, there may be thresholds of perfect accuracy that may be incorporated
into mixture models. Unlike the regular truncated distribution approach,
which would involve more complicated computations and may result in
less stable MLE, our direct and computationally simple method allocates
extreme observations into specific components in the EM algorithm of
the MLE. Such method maximizes a slightly different likelihood function.
However, it greatly improves the stability of the MLE procedure, resulting
in much more accurate estimations. The method has been applied success-
fully to estimate TB infection prevalence rates. Extensive numerical simu-
lations are also conducted.

An Incidence Model for Capture Recapture

% Lawrence Lessner, State University of New York at Albany, State
University of New York, One University P, Rensselaer, NY 12155-3456,
llessner@nycap.rr.com

Key Words: capture recapture, Poisson point process, decisions

The objective of this work is to present a probability model for the data in a
two source capture recapture situation. The model uses nonhomogeneous
Poisson point processes and constructs a sequence of point processes that
models the construction (incidence of decisions) of the lists. In this model
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the “capture probabilities” may be time dependent. The resulting data is a
2 by 2 table as usual, whose entries are independent Poisson random vari-
ables. The intensities for all point processes are given in closed form.

Spatial Analysis of Breast Cancer Incidence in Rockland
County, New York County, and Western Queens County
% Heather Watson, New York University, 324 E 52nd St Apt 2C, New
York, NY 10022, hnw206@nyu.edu; Mengling Liu, New York University;
Judith D. Goldberg, New York University

Key Words: spatial statistics, small area, aggregate, breast cancer, cluster

At the census tract level, female breast cancer cases are reported from
1990 to 2000 in Rockland County, New York County and Western Queens
County in New York State. The United States Census 1990 and 2000 Long
Form provided the population at risk and characteristics of interest, such
as education and income. Several spatial methods are used to assess breast
cancer standardized incidence rates in relation to environmental risk fac-
tors, such as distance from local power plants and census tract demograph-
ic and community characteristics. The data are analyzed using global and
local clustering methods and spatial regression. The results from local clus-
tering analysis show clusters of both increased and decreased incidence in
the counties under study.

Hills, Valleys, and Rivers: The Transmission of Raccoon
Rahies over an Uneven Landscape

#* David Wheeler, Emory University, 996 Greenwood Ave NE, Apt
6, Atlanta, GA 30306, dcwheel@sph.emory.edu; Lance Waller, Emory
University

Key Words: GIS, hierarchical models, infectious disease, spatial statistics,
landscape epidemiology

Landscape features may serve as either barriers or gateways to the spread of
certain infectious diseases, and understanding the way geographic struc-
ture impacts disease spread could lead to improved containment strate-
gies. This presentation focuses on modeling the space-time diffusion pro-
cess of a 1977 raccoon rabies outbreak across several states in the Eastern
United States. Specifically, we measure the impact that landscape features,
such as mountains and rivers, have on the speed of infectious disease dif-
fusion. This work combines statistical modeling with spatial operations in
a geographic information system (GIS) to study disease diffusion. We use
a GIS to create landscape feature variables that are input into a hierarchi-
cal spatial statistical model to quantify their impacts on transmission time
between adjacent counties.

A Simulation Model for Testing the Effect of Interventions
During a Pandemic Influenza Quthreak

3 Xiaoping Jin, Centers for Disease Control and Prevention, 1600 Clifton
NE, Atlanta, GA 30333, xjin@cdc.gov; Hong Zhou, Centers for Disease
Control and Prevention; William W. Thompson, Centers for Disease
Control and Prevention; Po-Yung Cheng, Centers for Disease Control and
Prevention; David K. Shay, Centers for Disease Control and Prevention;
Michael Haber, Emory University

Key Words: pandemic, influenza, effectiveness

Pandemic response plans include measures to decrease contact rates be-
tween individuals during a pandemic. We used stochastic SIR models to
estimate the effectiveness of interventions on pandemic-related illnesses,
hospitalizations and deaths. We also compared the effectiveness of alloca-
tions of limited vaccine supplies to persons in different age groups. Results
suggest that school closings of 1-3 weeks would not substantially affect
pandemic-related outcomes. However, if persons who develop symptoms
and their household contacts were encouraged to withdraw to their homes,
then outcome rates might be reduced by ~50%. Preventing ill long-term
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care facility residents from making contacts with other residents would re-
duce morbidity and mortality in this group by ~60%. Finally, vaccination of
school children was more effective than vaccination of the elderly in reduc-
ing pandemic outcomes.

@5 Imputation of Missing Data:

Applications and Methods @

Section on Survey Research Methods, Section on Health Policy
Statistics, Biometrics Section
Sunday, July 29, 2:00 pm-3:50 pm

Adjusting the German Labor Force Survey for Under-
Reporting by Means of Calibrated Imputation

% Hans Kiesl, Institute for Employment Research, Regensburger Str 104,
Nuremberg, 90478 Germany, hans.kiesl@iab.de; Susanne Réssler, Institute
for Employment Research

Key Words: calibrated imputation, measurement error, labour force sur-
vey, multiple imputation

The German LFS, which is conducted as a CAPI household survey (includ-
ing proxy interviews), suffers from serious under-reporting of marginal
employment. As a result, the number of unemployed is overestimated. To
adjust the LFS for this kind of measurement error, we use auxiliary data
from administrative files to develop a calibrated imputation algorithm.
First, we estimate provisional propensity scores for marginal employment
by means of a binary choice model. Then, we change these propensities so
that they agree with auxiliary totals from administrative data and at the
same time minimize some distance function between the provisional and
final propensities. In the last step, we impute a (calibrated) binary variable
indicating marginal employment. To get valid variance estimates, multiple
imputation is performed. The German NSI intends to use our procedure
from May 2007 onward.

Not Just Another Multiple Imputation: Practical Aspects
for Highly Correlated Data

4 Lester Curtin, Centers for Disease Control and Prevention, 3311 Toledo
Road, Hyattsville, MD 20782, lrc2@cdc.gov; Nathaniel Schenker, National

Center for Health Statistics; Jeffrey Hughes, Centers for Disease Control
and Prevention; Lori Borrund, Centers for Disease Control and Prevention

Key Words: Multiple Imputation, NHANES, Correlated Data

A recent application in the NHANES survey provides interesting insights
into practical applications of the multiple imputation technique. The
NHANES is a unique survey with self-reported measures, physical mea-
surements, laboratory measurements and an examination known as Dual
X-ray absorptbiometry (DXA). DXA measures body fat and bone density for
several regions of the body. While some observations seemed to be missing
at random, for many observations the missingness was directly related to
the outcome measures. This presentation discusses the numerous practical
issues that had to be addressed for this unique data set, including the highly
correlated data structure, variable transformations, outlier detection, sym-
metry of imputed measurements, relationships of imputed variables, lower
and upper bounds, and the handling of influential observations.

Data Imputation Models for Nontrended Price Data

% Kennon Copeland, IMS Health, 7216 Ni River Landing, Fredericksburg,
VA 22407, kcopeland@us.imshealth.com; Boris Brodsky, IMS Health

Key Words: Imputation, Price data, Bias, Variance, Administrative data
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Missing data is a common problem for sample surveys that, if ignored, re-
sults in increased variance and likely bias for survey estimates. Data values
based upon small samples or that have large error may also adversely affect
the variance for survey estimates. Imputation, in which values are assigned
for missing and “weak” data, is one approach commonly taken to reduce
the variance and bias for survey estimates. Imputation for price data is typi-
cally carried out through the use of models reflecting change in prices over
time. However, if no historical data are available (e.g., initial collection,
for rare items), alternative models are required. Approaches for modeling
prescription drug prices using related prices, both from sample and from
administrative sources, will be presented, performance of the models will
be reviewed, and implications for future direction will be discussed.

Weight Adjustments for Fractional Regression Hot Deck
Imputation

#¢* Min Hui Paik, Iowa State University, 204 Snedecor, Ames, IA 50011,
minhui@iastate.edu; Michael D. Larsen, Iowa State University

Key Words: missing data, fractional imputation, jackkinfe variance
estimation

Fractional regression hot deck imputation (FRHDI), suggested by J. K. Kim,
imputes multiple values for each missing dependent variable. The imputed
values are equal to the predicted value based on the full observed cases plus
multiple random residuals chosen from the set of empirical residuals. Frac-
tional weights are chosen to enable variance estimation and to preserve the
correlation among variables. The FRHDI method can be viewed as a spe-
cial case of fractional hot deck imputation (FHDI). In some circumstances
with some starting weight values, existing procedures for computing FHDI
weights can produce negative values. We discuss procedures for construct-
ing nonnegative adjusted fractional weights for FRHDI.

Robust Sequential Regression Imputation Method

+% Irina Bondarenko, University of Michigan, , ibond@umich.edu;
Trivellore E. Raghunathan, University of Michigan

Key Words: multiple imputation, sequential regression, hierarchical
Bayesian, missing data

Sequential Regression Imputation (Raghunathan et al. (2001)) employs a
set of regression models to impute missing values in each variable, condi-
tional on all other variables. The imputations, however, are susceptible to
model misspecification. We investigate a robust alternative approach. For
each variable with missing values, we obtain a predicted value of the vari-
able and a response propensity for missing this variable, conditional on ob-
served and imputed values of other variables. We partition the data set into
strata based on the joint distribution of the propensity score and predicted
value. A hierarchical Bayesian model across all strata is used to impute the
vector of missing values in each stratum. The approach is evaluated using
both actual and simulated datasets.

Imputation of Rental Equivalence in the Consumer
Expenditure Interview Survey

3 Barry Steinberg, Bureau of Labor Statistics, 2 Massachusetts Avenue
NE, Washington, DC 20212, steinberg.barry@bls.gov; Eric Keil, Bureau of
Labor Statistics; David Swanson, Bureau of Labor Statistics; Shirley Tsai,
Bureau of Labor Statistics; Garner Thesia, Bureau of Labor Statistics

Key Words: Rental Equivalence, Owned Home, Imputation

Data for the rental equivalence of an owned home is collected quarterly
by the Consumer Expenditure Interview Survey. The question asked is “If
someone were to rent this home today, how much do you think it would rent
for monthly, unfurnished and without utilities”? Historically, response rates
for this important item have been low. We designed an estimator that will
impute rental equivalence values where missings are recorded. After testing
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several different types of models, we chose a multiple level linear regression
model to replace the existing hotdeck method. This paper will focus on a
description of the final model that was chosen to be implemented.

@@ Sampling Design: Methods,

Adaptation, Redesign @

Section on Survey Research Methods
Sunday, July 29, 2:00 pm-3:50 pm

Multiple Matrix Sampling: A Review

¥ Jeffrey Gonzalez, Bureau of Labor Statistics, 2 Massachusetts Avenue
NE, Suite 1950, Washington, DC 20212, gonzalez.jeffrey@bls.gov; John L.
Eltinge, Bureau of Labor Statistics

Key Words: Split questionnaire, Respondent burden, Nonresponse, Sam-
ple survey, Selection probability, Variance estimation

The Consumer Expenditure Quarterly Interview Survey (CEQ) is an ongo-
ing panel survey of US households in which detailed information on an
estimated 60 to 70 percent of total expenditures for a consumer unit is col-
lected. The CEQ is generally administered face-to-face and takes about 70
minutes to complete. One proposed method to decrease the length of in-
terview is to use multiple matrix sampling. This involves dividing the ques-
tionnaire into sections of questions and then administering these sections
to subsamples of the main sample. We provide an overview of the current
research on multiple matrix sampling. We review its origins, highlight the
fields in which it receives the most application and discuss how it has been
applied to problems in surveys. Finally, we discuss the statistical methodol-
ogy that has been developed for dividing the questionnaire and analyzing
the resulting data.

Estimating Population Proportions Using Link-Tracing
Sampling Designs with Subsampling and Partial
Knowledge on Degree Distribution

#* Mike Kwanisai, NORC at the University of Chicago, 7146 Talisman
Lane, Columbia, 21045, kwanisai-mike@norc.org

Key Words: Snowball sampling, Adaptive sampling, Link-tracing, In-de-
gree, Out-degree

Link-tracing sampling designs are used to draw samples from rare, hid-
den and hard-to-reach populations such as HIV/AIDS patients. In these
designs, new subjects are added into the sample by tracing relations from
subjects already in the sample. Although convenient, these sampling de-
signs produce unrepresentative samples that make estimation difficult. It
is, however, common for investigators to have partial knowledge of some
characteristics of the target population, such as the average degree distri-
bution. Estimation procedures that harness and use such partial informa-
tion produce improved estimates. In this paper, we discuss sampling de-
signs and estimation techniques in which only a fraction of relations are
traced to include subjects into the study. Using minimal knowledge about
degree distribution, we demonstrate estimation procedures for population
proportions.

Some Statistical Issues in Adapting Sample Designs for
Surveys Requiring Rapid Response

#* Allison Deal, The University of North Carolina at Chapel Hill, 730
Martin Luther King, Jr. Blvd., Bolin Creek Center, Suite 104A, Chapel

Hill, NC 27599-2400, allisondeal@unc.edu; William D. Kalsbeek, The
University of North Carolina at Chapel Hill
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Key Words: Rapid Response, Overlapping Samples, BRFSS, Sample Size

Special design issues arise when adapting ongoing data gathering systems
for quick turn-around assessments, for example during public health emer-
gencies. One of these issues is determining adequate sample size for sub-
group estimates. For example, if a comparison between overlapping popu-
lation subgroups is desired (e.g., when comparing a state coverage rate to
one of its region’s), special consideration must be given to the overlap when
determining sample size requirements. The need to estimate influenza vac-
cination coverage, in the context of adapting CDC’s Behavioral Risk Fac-
tor Surveillance System (BREFSS), is used to illustrate these issues and their
resolution.

Optimal 2-Stage Sampling Theory for Business Customer
Satisfaction Surveys

o John Rotondo, AT&T Labs - Research, 180 Park Ave, Rm B203,
Florham Park, NJ 07932, rotondo@att.com

Key Words: 2-stage sampling, optimal sampling, survey sampling, satis-
faction surveys

The managers responsible for the selection of methodology used in satis-
faction surveys were concerned about potential weaknesses in the sampling
method used on larger businesses. The traditional procedure was to survey
one knowledgeable high-level manager from each sampled firm. However,
on an ad hoc basis, multiple raters were drawn from some of the sampled
firms, although no statistical framework was available to guide sampling
of multiple raters or analysis of multiple rater data. I present an overview
of a 2-stage sampling theory which: 1) accommodates multiple raters from
each firm; 2) formally incorporates within-firm variation in satisfaction;
3) enables the designer to solve for the optimal number of raters to sample
from each sampled firm in accordance with several alternative statistical
optimality criteria; 4) provides a foundation for statistical inference.

An Automated Procedure for Forming Contiguous
Sampling Units for Area Probability Samples
o Bryce Johnson, Westat, 1650 Research Blvd, Rockville, MD 20850,

brycejohnson@westat.com; Jill M. Montaquila, Westat; Andrew Heller,
Westat

Key Words: TIGER, multilevel modeling, segments

In area probability samples, the primary sampling units (PSUs) are often
counties or groups of contiguous counties. For household area samples, the
secondary sampling units (SSUs, or segments) are often constructed us-
ing Census blocks, block groups, or tracts. Algorithms to form segments
by grouping areas that are adjacent in numbering schemes (e.g., adjacent
block numbers within tract, in a sorted list) sometimes result in discon-
tiguous segments. This may be a problem if area measures (e.g., environ-
mental data) are to be obtained or if multilevel modeling is to be used for
analysis. In this paper we describe a study that motivated the development
of an algorithm to optimize the configuration of segments based on Census
blocks. The algorithm is described and evaluated, and ideas for enhance-
ments are discussed.

Selection of Small and Large Schools in State and County
School Surveys

+* Tonja M. Kyle, Macro International, 11785 Beltsville Drive, Suite 300,
Calverton, MD 20705, tonja.m.kyle@orcmacro.com; Pedro J. Saavedra,
Macro International; James G. Ross, Macro International

Key Words: PPS sampling, minimum replacement, stratification, design
effect, cluster sample, intra-class correlation

The most common method when conducting state or county school sur-
veys is to first select schools with probabilities proportional to size using
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enrollment as the measure of size, and then sample the same number of
students from every school. Ideally, this would result in the same probabil-
ity of selection for every student in the frame. One difficulty is that in both
state and county surveys there are usually a number of schools with enroll-
ments below the number of students targeted for each participating school.
A second difficulty, primarily present in county surveys, is that there are
often schools where the calculated probability of selection exceeds 1.0. This
paper explores different ways of handling the above problems and their im-
pact on design effect using simulations from publicly available school data.
Variables with low and high intra-class correlations are used.

Reduction of Sample Areas in the Consumer Price Index
and Consumer Expenditure Survey Designs

+® Lawrence Ernst, Bureau of Labor Statistics, 2 Massachusetts Ave NE
Rm 1950, Washington, DC 20212, ernst.lawrence@bls.gov; William H.
Johnson, Bureau of Labor Statistics; William E. Larson, Bureau of Labor
Statistics

Key Words: PSUs, maximization of overlap, PSU weights

The Consumer Price Index (CPI) and the Consumer Expenditure Survey
(CE) are surveys with multistage designs, revised every 10 years. The first
stage CPIand CE samples include a set of areas (PSUs) selected from the set
of U.S Core Based Statistical Areas. CE additionally selects a set of PSUs to
represent the rest of the nation. After selecting the original sample of PSUs,
a reduction was considered for budgetary reasons, a reduction implement-
ed in CE only. In this paper we describe: the details of the reduction process
used and alternative approaches; the adjustment of the PSU weights result-
ing from the reduction, which was complicated by the use of a maximiza-
tion of overlap procedure in the original selection of the new sample PSUs;
possible improvements to the overlap procedure in the next redesign; and
the impact of having different sets of CPI and CE sample PSUs.

@ Z Introductory Overview

Lecture 1: Adaptive Designs and Other
Emerging Issues in Clinical Trials

The ASA, ENAR, WNAR, IMS, SSC, Committee on Applied
Statisticians
Sunday, July 29, 4:00 pm-5:50 pm

Designing Clinical Trials To Evaluate Dynamic Treatment
Regimes

4 Peter F. Thall, The University of Texas M.D. Anderson Cancer Center,
Dept. of Biostatistics, Box 447, 1515 Holcombe Blvd., Houston, TX 77030,
rex@mdanderson.org

Key Words: Adaptive design, Bayesian statistics, Cancer therapy, Clinical
trial, Treatment policy

A dynamic treatment regime, also known as a treatment policy or mul-
tistage treatment strategy, is a set of formal rules for what physicians do
routinely when treating a patient in multiple stages. The physician makes a
baseline diagnosis by evaluating the patient’s signs and symptoms, chooses
and administers an initial treatment, observes the patient’s outcomes, and
uses all of this information to choose the next treatment. This process is
repeated until criteria for stopping the patient’s therapy are met. I will de-
scribe some cancer clinical trials involving multi-stage dynamic treatment
regimes that I have designed using both Bayesian and frequentist methods.
I also will discuss some of the practicalities, computational requirements,
and statistical issues arising in the design and conduct of clinical trials in-
volving dynamic treatment regimes.



& Themed Session

When Would I Consider Adaptive Design for Late-Stage
Development?
#* Keaven M. Anderson, Merck & Co., Inc., Clinical Biostatistics and

Research Decision Sciences, PO Box 4, West Point, PA 19486-0004,
keaven_anderson@merck.com

Key Words: adaptive design, clinical trials, Phase II/I11

This talk is based on primarily on past experiences for specific trials where
adaptation was found to be useful. A primary consideration is whether or
not there is time to do adaptation given the speed of enrollment and delays
due to patient follow-up, data entry, data cleaning, analysis and decision
making. How much information adaptation reveals and its affect on regula-
tory acceptance must be considered. Specific adaptations will include fully
sequential analysis for safety issues, group sequential design and use of
information-based timing of analyses, adaptive sample size re-estimation,
dropping of arms and efficiency issues. Another area that will be discussed
is examples from Phase II/III combination studies in oncology. In addition
to adapting within a trial, using limited interim information to make other
decisions related to product development will be discussed.

Curve Forecasting in Modern
Business ® &

Business and Economics Statistics Section
Sunday, July 29, 4:00 pm-5:50 pm

Bayesian Forecasting of an Inhomogeneous Poisson
Process with Applications to Call Center Data

+ Jonathan Stroud, University of Pennsylvania, Wharton School,
Philadelphia, PA 19104, stroud@wharton.upenn.edu; Jonathan

Weinberg, University of Pennsylvania; Lawrence D. Brown, University of
Pennsylvania

Key Words: Autoregressive models, Bayesian forecasting, Call centers,
Cubic smoothing spline, Poisson process, Sequential Monte Carlo

A call center is a centralized hub where customer and other telephone calls
are dealt with by an organization. In today’s economy, they have become
the primary point of contact between customers and businesses. Accurate
prediction of the call arrival rate is therefore indispensable for call center
practitioners to staff their call center efficiently and cost effectively. This ar-
ticle proposes a multiplicative model for modeling and forecasting within-
day arrival rates to a US commercial bank’s call center. Markov chain and
sequential Monte Carlo methods are used to estimate both latent states
and model parameters. The calibration of these predictive densities is eval-
uated through probability integral transforms. Furthermore, we provide
one-day-ahead forecast comparisons with classical statistical models. Our
predictions show improvements of up to 25% over these standards.

Interday Forecasting and Intraday Updating of Call
Center Arrivals

% Haipeng Shen, The University of North Carolina at Chapel Hill, 304
Smith Building, Chapel Hill, NC 27599, haipeng@email.unc.edu; Jianhua
Z. Huang, Texas A&M University

Key Words: dimension reduction, dynamic forecast updating, principal
component analysis, penalized least squares, singular value decomposi-
tion, vector time series

Accurate forecasting of call arrivals is critical for staffing and scheduling
of a call center. We develop methods for interday and intraday forecast-
ing of incoming call volumes. Our approach is to treat the intraday call
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volume profiles as a high-dimensional vector time series. We propose to
first reduce the dimensionality by singular value decomposition of the ma-
trix of historical intraday profiles and then apply time series and regression
techniques. Both interday dynamics and intraday patterns of call arrivals
are taken into account by our approach. Distributional forecasts are also
developed. Our methods are data-driven, and appear to be robust against
model assumptions in simulation studies. They are shown to be very com-
petitive against existing approaches in out-of-sample forecast exercises us-
ing real data. Our methods are computationally fast for real time dynamic
forecasting.

Bayesian Modeling and Forecasting of Intraday
Electricity Load and Spot Prices
¢ Michael S. Smith, University of Melbourne, Melbourne Business

School, 200 Leicester Street, Carlton, International VIC 3053 Australia,
mike.smith@mbs.edu

Key Words: MCMC, Multi-equation models, Multivariate SV, Covari-
ance Selection, Applied Bayesian smoothing, Forecasting

With the advent of wholesale electricity markets there has been renewed
focus on intraday forecasting of both electricity demand (or load) and spot
prices. This presentation discusses a variety of approaches for modeling
both electricity load and spot prices. In particular, the applicability of con-
temporary Bayesian smoothing, multiequation modeling and multivariate
time series for these problems is examined. The models are large and highly
parameterized, but can still be estimated effectively using Markov chain
Monte Carlo. The role of Bayesian model and variable selection methodol-
ogy in such models is examined, as well as the ability to obtain the full pre-
dictive distribution of key quantities of interest. While the focus is primar-
ily on forecasting intra-day load, the case of spot prices is also examined.
The models and methods are illustrated using Australian intraday data.

@@ Design and Analysis for

Genome-Wide Association Studies ® &

ENAR, Section on Statistics in Epidemiology, Biometrics Section,
WNAR
Sunday, July 29, 4:00 pm-5:50 pm

Statistical Issues Arising from Analysis of Genome-Wide
Case-Control Association Studies

¢ Gang Zheng, National Heart, Lung, and Blood Institute, 6701
Rockledge Drive, MSC 7938, Bethesda, MD 20892, zhengg@nhlbi.nih.
gov; Jungnam Joo, National Heart, Lung, and Blood Institute; Colin O.
Wu, National Heart, Lung, and Blood Institute; Nancy L. Geller, National
Heart, Lung, and Blood Institute

Key Words: Quality control, Multiple testing, Population structure,
Replication, Robust test

We discuss several statistical issues arising from our analysis of a genome-
wide association study (GWAS) using over 100K SNPs. In quality control,
we discuss the rational of testing HWE and a possible trade-off between
high per SNP call rate and high per SNP error rate. In genome-wide scans
(GWS), at least three common, simple test statistics can be used. We pro-
pose a robust tag statistic. Multiple testing is a serious issue in analysis of
GWAS, starting even with quality control. We discuss when one should
correct the multiple testing. In using genomic control or delta centraliza-
tion to correct for cryptic relatedness and population stratification, null
loci are used. Issues of how to choose null loci will be discussed. Finally,
we discuss issues in replicating results from a GWS, including sample size
calculations and how to set the significance level for replications.
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Multistage Sampling for Genetic Studies

#* Robert C. Elston, Case Western Reserve University, Department of
Epidemiology and Biostatistics, University School of Medicine, Wolstein
Research Building, 2103 Cornell Road, Cleveland, OH 44106-7281, rce@
darwin.case.edu

Key Words: Association, DNA pooling, Genome-wide, Linkage analysis,
Replication, Two-stage

In the past, to study Mendelian diseases, segregating families have been as-
certained for segregation analysis, followed by linkage analysis. This would
then be followed by association studies. Recently, for more complex diseas-
es, the initial sampling has been for a genome-wide linkage analysis to iden-
tify candidate regions for follow-up with association studies. We now have
the ability to conduct genome-wide association studies using 100K to 500K
diallelic genetic markers. For such studies we focus on efficient two-stage
association sampling designs, which can retain nearly optimal statistical
power at about half the genotyping cost. Similarly, beginning an association
study by genotyping pooled samples may also be a viable option if the cost of
accurately pooling DNA samples outweighs genotyping costs.

Testing Strategies for Genome-Wide Association Studies:
Using the Same Dataset for Screening and Replication

¥ Christoph Lange, Harvard School of Public Health, Department of
Biostatistics, 665 Huntington Ave, Boston, MA 02115, clange@hsph.
harvard.edu

Key Words: Family-based studies, Genome-wide association, Multiple
testing problem, Replication, Screening, Two-stage

Genome-wide association study (GWAS) is now a reality. Their success
will depend on the efficient handling of the statistical challenges posed
by GWAS. GWAS must translate the markedly increased amount of SNP-
information into increased statistical power. For the number of statistical
tests computed in a GWAS, standard statistical methods for handling the
multiple testing problem (MTP) are too conservative. For QTL, VanSteen et
al (2005) proposed a new approach that bypasses the MTP in family-based
studies. The approach consists of a screening step and a testing step, which
handle the MTP all in the same data set. It outperforms standard meth-
odology in terms of statistical power (e.g., it addresses the MTP and the
replication problem both at the same time). We will review the VanSteen
approach, and discuss extensions to dichotomous traits in trio designs and
to case/control design.

Interactions in Whole-Genome Association Studies

o Josephine Hoh, Yale University, 60 College Street, New Haven, CT
06510-3210, josephine.hoh@yale.edu

Key Words: genome-wide, epistasis, association

Whole genome association mapping has been proven to be efficient in
searching susceptibility genes for human illnesses. Data in this type of
studies are enormous. While association tests generally look for a main
effect, interactions between loci (epistasis) also contribute to phenotypic
variation. This presentation will focus on SNP interactions in disease as-
sociation. Two-stage approach has been developed. We applied our meth-
ods to the real data containing 100K and 300K SNPs. At the first stage we
directly screen interactions without main effects being specified. Based on
the scales of relative risks, we identify those pairs of SNPs with crossover
responsive curves under all possible disease inheritance modes. At the sec-
ond stage, we evaluate the significance of the interactions in disease asso-
ciation and also try to construct the hypothetical genetic networks.
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4@ First Hitting Time Models and

Threshold Regression @ &

SSC, Biometrics Section
Sunday, July 29, 4:00 pm-5:50 pm

What Hides Behind the Data?

#*0dd O. Aalen, University of Oslo, Dept. of Biostatistics, PO Box 1122
Blindern, Oslo, N-0317 Norway, o.0.aalen@medisin.uio.no

Key Words: survival analysis, shape of hazard rate, quasi-stationarity, un-
derlying process, hitting-time models, non-proportional hazards

In survival analysis the focus is usually on the mere occurrence of events.
Not much emphasis is placed on understanding the processes leading up to
these events. The simple reason for this is that these processes are usually
unobserved. However, one may consider the structure of possible underly-
ing processes and draw some general conclusions from this. For instance,
a practically important issue is why hazard rates assume various specific
shapes, e.g. why do we often see hazard rates that first increase and then
decrease? We shall show the usefulness of the concept of quasi-stationarity.
These are stationary distributions that arise in stochastic processes where
probability mass is continuously being lost to some set of absorbing states.
Due to this leaking of probability mass, the limiting distribution is just sta-
tionary in a conditional sense that is, conditioned on nonabsorption.

A Class of Simple Lifetime Regression Models Resulting
from First-Hitting Times
% Thierry Duchesne, Laval University, Departement de mathematiques

& statistique, Pavillon Alexandre-Vachon, Quebec, QC G1K 7P4 Canada,
duchesne@mat.ulaval.ca

Key Words: lifetime regression, threshold regression, collapsible model,
time-varying covariate

Oakes (1995), Kordonsky and Gertsbakh (1997) and Duchesne and Law-
less (2000) consider a class of simple regression models for lifetime given
the history of an increasing covariate that can be viewed as an alternate
measure of age. These models are appealing due to their interpretability
and potential for non-parametric inference, and they fit several types of
datasets quite well; Oakes (1995) uses them to model the lifetime of miners
exposed to asbestos dust and in an analysis of the Channing House retire-
ment center data, whereas Kordonsky and Gertsbakh (1997) and Duchesne
and Lawless (2000) use them in reliability data analyses. In this talk, we will
see how these models can be obtained as the distribution of the first time
that a wear (or health) process that is driven by usage (or exposure) hits a
threshold. Potential for specific applications will also be discussed.

Longitudinal Data in Threshold Regression:
Implementation and Relation to Cox Regression with
Time-Varying Covariates

% Mei-Ling Ting Lee, The Ohio State University, B-122 Starling-Loving
Hall, Biostatistics Division, 320 West 10th Avenue, Columbus, OH 43210,
meiling@sph.osu.edu; George A. Whitmore, McGill University

Key Words: survival analysis, Cox regression, longitudinal data, wiener
process, boundary crossing, time-varying covariates

Longitudinal survival data pose an interesting challenge. Lee and Whit-
more (2007) review a new regression methodology for survival data re-
ferred to as threshold regression. The methodology is based on the concept
that degradation of an item follows a stochastic process and failure occurs
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when the process first reaches a failure state or threshold. Breaking longi-
tudinal records into series of single records is one strategy that has been
proposed. This study looks at the formal conditions that must hold for this
uncoupling procedure to be valid. The conditions are examined in terms of
both theory and practical application. The uncoupling procedure modifies
the time scale for the analysis and can be used in conjunction with an op-
erational time scale. We show that the Cox proportional hazards regression
model with time-varying covariates is a special semi-parametric version of
the model.

él:!] ﬂ The Role of Statistical

Standards in Federal Surveys @

Section on Survey Research Methods, Section on Government
Statistics, Social Statistics Section
Sunday, July 29, 4:00 pm-5:50 pm

Evaluation of Prospective Costs and Benefits of
Standards for Statistical Programs

*John L. Eltinge, Bureau of Labor Statistics, OSMR, PSB 1950, 2
Massachusetts Avenue NE, Washington, DC 20212, Eltinge.John@bls.gov

Key Words: Adoption and diffusion of technology, Constraints, Local and
global optimization, Risk management, Satisficing, Transparency

Standards often have an important role in the development, adoption and
diffusion of many types of technology. This paper considers statistical sur-
vey methodology as a form of technology, and uses the resulting conceptual
framework to explore several ways in which to evaluate the prospective
costs and benefits of standards for statistical programs. The conceptual
framework places primary emphasis on types of standards; methods for
calibration; methods for application and enforcement; special issues in sta-
tistical standards; and special issues for government-sponsored surveys.
This framework leads to discussion of prospective benefits, costs and risks
of standards. The paper closes with comments on practical implications of
these general ideas for development, implementation and enforcement of
standards; training and management of statistical program personnel; and
communication.

Developing and Implementing Data Quality Standards at
the U.S. Census Bureau

Pamela D. McGovern, U.S. Census Bureaw; ** David C. Whitford, U.S.
Census Bureau, 4700 Silver Hill Rd., Washington, DC 20233, david.
c.whitford@census.gov; John M. Bushery, U.S. Census Bureau

Key Words: quality, standards, framework

To ensure consistent quality across all its programs and products, the
Census Bureau began developing formal data quality standards in 2001.
As of April 2007, eleven quality standards have been published. In 2006,
the Census Bureau accelerated its efforts to develop a comprehensive and
cohesive set of data quality standards. These standards will customize the
Office of Management and Budget’s (OMB) Standards and Guidelines for
Statistical Surveys to reflect the issues affecting the Census Bureau’s pro-
cesses and products. This paper discusses the Census Bureau’s efforts to
develop and implement data quality standards. It describes the develop-
ment approach, which includes defining data quality, constructing a qual-
ity framework, and conducting focus groups to gather program area input.
This paper also discusses the challenges encountered in developing and
implementing these standards.
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Lessons Learned Using Statistical Standards To Improve/
Ensure Data Quality

o Marilyn Seastrom, National Center for Education Statistics, 1990 K
Street NW, Room 9047, Washington, DC 20006, Marilyn.Seastrom@
ed.gov

Key Words: Standards, data quality, nonresponse bias, response rates,
timeliness, imputations

NCES issued revised Statistical Standards in 2002 that touch on many of
the topics covered in the 2006 OMB Statistical Standards and Guidelines
for Statistical Surveys. One component of the Statistical Standards Pro-
gram at NCES is the monitoring of the implementation of the NCES stan-
dards. These activities provide the basis for monitoring the timeliness of
NCES data collections, tracking trends in unit, overall, and item response
rates over time; monitoring whether the use of incentives impacts trends
in response rates; tracking the number of NCES data collections requiring
unit level nonresponse bias analyses, whether the results of those analyses
are used in nonresponse weight adjustments, and the impact of those ad-
justments on the amount of measurable bias; and evaluating when imputa-
tions are used to account for item nonresponse.

42 Collaboration Between

Academia, Industry, and Government in
Statistical Sciences @

SPAIG Committee, Section on Statisticians in Defense and National
Security, ENAR
Sunday, July 29, 4:00 pm-5:50 pm

The 2007 SPAIG Salary Survey

#* Michael D. Larsen, Iowa State University, 220 Snedecor Hall,
Department of Statistics, Ames, IA 50011, larsen@iastate.edu; Dianne
Anderson, Iowa State University; Janice Larson, Iowa State University

Key Words: Response mode, Stratified sample, Survey experiment, Tele-
phone survey, Internet survey, Salary survey

The Center for Survey Statistics and Methodology (CSSM) at Iowa State
University will conduct the 2007 SPAIG salary survey of statisticians in
business, industry, and government in the spring of 2007. Building on pre-
vious improvements in the sampling design and questionnaire, CSSM an-
ticipates continued high response rates and high quality data. As part of
the 2007 survey, a response-mode experiment will be conducted to com-
pare the impact of mail versus email contact. This talk will summarize key
results of both the salary survey and the planned statistical investigations.

Student Recruitment Database

» Robert G. Wilkinson, The Lubrizol Corporation, 29400 Lakeland
Boulevard, Mail Drop 152B, Wickliffe, OH 44092-2298, rgw@Iubrizol.com

Key Words: Recruitment, Database, SPAIG

As part of a SPAIG objective to facilitate the use of statisticians in industry,
an initiative was kicked off to improve the process that Business/Industry/
Government (B/I/G) organizations use to recruit graduate statistics stu-
dents. This talk will discuss a prototype that resulted from this initiative
(i.e., a searchable data-driven system that allows B/I/G organizations to
locate new graduates whose qualifications and professional interests best
match the intern and permanent career opportunities within their organi-
zations). The future of the prototype will also be discussed.
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The WPI-NCHS Partnership

3 Balgobin Nandram, Worcester Polytechnic Institute, Mathematical
Sciences, 100 Institute Road, Worcester, MA 01609, balnan@wpi.edu

Key Words: Collaboration, Health data, Internship, Journal articles, MS
theses, Research

Over the past 810 years, there has been an excellent working relationship
between Worcester Polytechnic Institute (WPI) and the National Center
for Health Statistics (NCHS). This relationship has been fueled by collabo-
ration between WPI faculty and students and scientists at the NCHS. Most
of these students were Master’s students, and they worked for a major part
of their theses at the NCHS. As a result, many articles have been published
in peer reviewed journals, with collaboration from scientists at the NCHS,
WPI faculty and students. In this talk, many different features of the col-
laboration in the WPI-NCHS partnership are discussed.

How to Compete for the Academe, Industry, and
Government (SPAIG) Award?

o Jai W. Choi, National Center for Health Statistics, 3311 Toledo Road,
Hyattsville, MD 20782, jwc7@cdc.gov; Robert Starbuck, Wyeth

Key Words: SPAIG, Institution, Partnership, Award, Application

Every year, Statistics Partnerships among Academe, Industry and Govern-
ment (SPAIG) committee select a winning partnership for SPAIG Award.
This award is a major ASA award presented at the annual JSM, and it is not
given to individuals but to institutions whose partnership produced suc-
cessful outcomes beneficial to both parties. However, there are a limited
number of applicants because they do not know how easy it is to apply or
are not aware of the award. The purpose of this talk is to study the history
and description of the award and to encourage possible candidates to ap-
ply for the SPAIG Award. I will talk on how to print out the application
form and how to write supporting letters to win the award in 2007, showing
some examples of the past winners.

Rietz Lecture

IMS
Sunday, July 29, 4:00 pm-5:50 pm

Statistical Problems of Gene Mapping

% David Siegmund, Stanford University, Department of Statistics,
Stanford, CA 94305-4020, dos@stat.stanford.edu

Gene mapping attempts to discover the genomic regions that contain genes
contributing to specific phenotypes. It is used in experimental genetics to
improve the hardiness or productivity of domestic animals or plants of
agricultural value, explore basic mechanisms of inheritance, and/or study
animal models of human inheritance. In human populations, it is used as a
first step to identify genes associated with human health and disease. In this
talk, I will discuss statistical issues of gene mapping, from the fundamental
contribution of Fisher (1918) to the problems of today. Central issues in-
volve models connecting genes and environment to phenotypes, statistical
irregularities in the analysis of these models, multiple comparisons involved
in testing many genetic markers for correlation with a phenotype or pheno-
types, computational problems, and the role of population history.
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44 Challenge Issues on

Longitudinal Biomedical Data
Analysis @ &

Biometrics Section, ENAR, Section on Statistics in Epidemiology,
Section on Health Policy Statistics, WNAR
Sunday, July 29, 4:00 pm-5:50 pm

Does Mis-specification of the Random Effects
Distribution Affect Predictions of Random Effects?
% Charles E. McCulloch, University of California, San Francisco, 185

Berry Street, Suite 5700, San Francisco, CA 94107, chuck@biostat.ucsf.edu;
John Neuhaus, University of California, San Francisco

Key Words: mixed models, misspecification, generalized linear models

Statistical models that include random effects are commonly used to ana-
lyze longitudinal and clustered data. Predicted values of the random ef-
fects are often used, e.g., in profiling of physician or hospital performance.
In typical applications, the data analyst specifies a parametric distribution
for the random effects (often Gaussian) although there is little information
available to guide this choice. Whether inferences about regression pa-
rameters are sensitive to this specification is of considerable debate in the
literature. However, there has been little work on whether the misspecifica-
tion affects prediction of random effects. Through theory, simulation and
an example, we show that misspecification can have a moderate impact on
predictions of random effects and develop simple ways to diagnose such
sensitivity.

Modeling of Mean-Covariance Structures in Generalized
Estimating Equations for Longitudinal Data

o Jianxin Pan, University of Manchester, School of Mathematics,
University of Manchester, PO Box 88, Sackville Street, Manchester, M60
1QD United Kingdom, jianxin.pan@manchester.ac.uk

Key Words: Cholesky decomposition, Efficiency, Generalized estimat-
ing equation, Longitudinal data, Misspecification of covariance structure,
Modelling of mean-covariance structures

When used for modeling longitudinal data generalized estimating equa-
tions specify a working structure for the within-subject covariance ma-
trices, aiming to produce efficient parameter estimators. However, mis-
specification of the working covariance structure may lead to a large loss of
efficiency of the estimators of the mean parameters. In this talk I will intro-
duce an approach for joint modeling of the mean and covariance structures
for longitudinal data within the framework of generalized estimating equa-
tions. The resulting estimators for the mean and covariance parameters are
shown to be consistent and asymptotically Normally distributed. Real data
analysis and simulation studies show that the proposed approach produces
efficient estimators for both the mean and covariance parameters.

Finite Sample Bias Corrections to Sandwich Covariance
Estimators for Longitudinal and Clustered Data

+% John Preisser, The University of North Carolina at Chapel Hill,
Department of Biostatistics, Chapel Hill, NC 27599-7420, john_preisser@
unc.edu; Bing Lu, Brown University; Bahjat Qaqish, The University of
North Carolina at Chapel Hill

Key Words: Cluster trials, Correlated binary data, Generalized estimat-
ing equations, Intraclass correlation, Sandwich estimator
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Empirical sandwich covariance estimators are widely used in the regres-
sion analysis of biomedical longitudinal and clustered data owing to the
desire to avoid modeling complex correlation structures often considered
secondary to the parameters of interest. Unfortunately, when the number
of clusters, or subjects in a longitudinal study, is small, sandwich estima-
tors may underestimate the true variances of estimated regression coef-
ficients and lead to undercoverage of confidence intervals. We review some
bias corrections proposed for the first-order GEE sandwich estimator, and
show that similar adjustments for modeling intracluster association lead to
improved finite sample properties. The proposed methods are illustrated
using biobehavioral data from a nested pretest-posttest cross-sectional
cluster intervention trial on reducing underage drinking.

Analysis of Clustered Longitudinal Data with Applications
to Clinical Dental Research
% Brian G. Leroux, University of Washington, Departments of

Biostatistics, Dental Public Health, Box 357475, Seattle, WA 98195-7475,
leroux@u.washington.edu

Key Words: clustered, longitudinal, multilevel, regression, estimating
equation

Clinical dental data typically has a multilevel structure with clustering of
teeth within patients and multiple observations over time for each tooth.
The multilevel structure and the large number of observations per patient
presents challenges for formulating valid and efficient methods for fitting
regression models. Generalized Estimating Equations provides a useful
framework for estimation but presents challenges in specifying a working
correlation structure that will yield efficient estimates and accommodate
missing or censored outcomes. We consider a new approach for modeling
correlation structure of clustered longitudinal data and apply it to estimat-
ing equations for fitting regression models. Using computer simulation and
application to real clinical dental data, the new approach is compared to
standard GEE methods in terms of precision and susceptibility to missing
data bias.

Probing the Universe with
Nonparametric Methods

IMS, Biometrics Section, Section on Nonparametric Statistics
Sunday, July 29, 4:00 pm-5:50 pm

Statistical Issues in Detecting Gamma-Ray Pulsars

o John Rice, University of California, Berkeley, Department of Statistics,
Berkeley, CA 94720-3860, rice@stat.berkeley.edu

Key Words: TBA

I'will discuss our on-going work on methodology for detecting gamma- ray
pulsars from data consisting of the arrival times and energies of individual
photons. I will discuss a family of detection procedures—weighted qua-
dratic test statistics arising from a score test. The likelihood function mod-
els the photon arrival process as a mixture from background and source
and takes into account the point spread function and the energies of the
photons with the result that a weight is associated with each photon. The
power of the test can be analyzed rather explicitly. On the computation-
al side, searching over a range of frequency and frequency drift can be a
daunting task, even for a record consisting of only a thousand events or so,
and in some situations a tradeoff between power and computation must
be made.
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Semiparametric Bivariate Density Estimation with
Irregularly Truncated Data

#* Chad Schafer, Carnegie Mellon University, Department of Statistics,
5000 Forbes Avenue, 132 Baker Hall, Pittsburgh, PA 15213, cschafer@stat.
cmu.edu

Key Words: semiparametric method, truncated data, astronomy

This work develops an estimator for the bivariate density given a sample of
data truncated to a nonrectangular region. Such inference problems occur in
various fields; the motivating application here was a problem in astronomy.
The approach is semiparametric, combining a nonparametric local likelihood
density estimator with a simple parametric form to account for the depen-
dence of the two random variables. Large sample theory for M-estimators
is utilized to approximate the distribution for the estimator. Results are de-
scribed from the analysis of data from the measurements of quasars.

Clustering of Absorption Systems

+* Ji Meng Loh, Columbia University, Department of Statistics, New York,
NY , meng@stat.columbia.edu

Key Words: TBA

Absorption systems or absorbers are observed on lines of sight from the
earth to distant quasars and are believed to be gas clouds near galaxies that
are too far away to be easily detected in large surveys. The absorbers trace
the distribution of nonluminous matter around these galaxies. Of scien-
tific interest is the clustering of absorbers and how this compares with that
found in galaxy surveys. We discuss how second and third order moment
properties of absorbers can be estimated and how this can be used to in-
vestigate whether absorber data show evidence of being distributed along
filaments and sheets like galaxies are.

Gerontologic Biostatistics @<

Section on Statistics in Epidemiology, Biometrics Section, WNAR
Sunday, July 29, 4:00 pm-5:50 pm

Integrating Qualitative and Quantitative Information in
Clinical Epidemiologic Research with Older Populations
% Peter H. Van Ness, Yale University, Program on Aging, School of

Medicine, 1 Church Street / 7th Fllor, New Haven, CT 06510, peter.
vanness@yale.edu

Key Words: gerontologic biostatistics, qualitative information, scale con-
struction, calibration, elicited priors, Bayesian methods

Qualitative studies figure prominently in clinical aging research because
the experience of aging has ineluctably subjective aspects and because ill-
ness in the context of imminent death raises important legal, ethical, and
spiritual issues. Yet the predominant inferential methodology of biomedi-
cal research among aging and older populations is quantitative. Thus, inte-
grating qualitative and quantitative information is an important challenge
for gerontologic biostatisticians. Three integration strategies are reviewed:
1) Qualitative information from open-ended questioning is used to iden-
tify pertinent categories for scale construction; 2) Qualitative questions
are included in a quantitative study as a means for qualitative calibration
of regression models; and 3) Quantitative information reflecting “expert
opinion” is used as elicited priors in Bayesian analyses.
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Meta-Analysis at the Individual Level: Synthesis of
Inferences Across Multiple Gerontological Databases

#* Karen Bandeen-Roche, Johns Hopkins Bloomberg School of Public
Health, Department of Biostatistics, 615 N Wolfe Street, Baltimore, MD
21205, kbandeen@jhsph.edu

Key Words: aging, selection, differential measurement, bias

Multiple cohort studies have studied health declines in older adults. Health
aspects assessed overlap, hence combining individual-level information
across the studies for addressing research questions on elders’ health has
promise. We propose methodology to heighten accuracy and precision of
inferences in analyses that combine so. We address proper accounting for
stochastic heterogeneity across studies, as well as two challenges that may
be primarily biasing rather than variability heightening: the least or most
healthy are often screened out, thus target populations may differ consid-
erably across studies; and key outcomes may be subject to appreciably dif-
ferential measurement. The project exemplifies multiplicity of challenges
in aging statistics and aims to improve accuracy and precision of findings
obtainable through the combined use of multiple data sets on aging.

Multiple Trajectories in Aging Research

% Carl E Pieper, Duke University, Box 3003 Center on Aging, Medical
Center, Durham, NC 27710, carl.pieper@duke.edu

Key Words: gerontology, mixed model, latent class, multivariate

Under the usual mixed model design, outcomes are often analyzed ‘univar-
iately. In aging research, multiple systems are often studied simultaneously
(e.g., ADLs, IADLs, cognitive impairment, physical performance, quality
of life). Change over time or trajectories across these multiple systems are
then correlated. Snijders (1999) and Thiebaut (2002) demonstrate a bivari-
ate hierarchical model to simultaneously model 2 outcomes. The two level
mixed model will be extended to see if, in longitudinal studies, (1) the ‘tra-
jectories’ from the multiple outcomes are correlated, and (2) if classes of
trajectories can be defined. Using data from the Duke EPESE study, change
in measures of ADLs, IADLs, Cognitive Impairment, and Quality of Life
will be estimated. Models correlating the empirical Bayes parameters of
the trajectories estimated univariately will be contrasted to multivariate
models.

4? Land Grant University Ethics

(LANGURE): The Ethical Use of
Statistics in Research ® &

Section on Statistical Consulting, Section on Statistical Education
Sunday, July 29, 4:00 pm-5:50 pm

The Ethical Use of Statistics in Research

o George P. McCabe, Purdue University, 150 N University Street, West
Lafayette, IN 47907-2067, mccabe@stat.purdue.edu

Key Words: ethics, consulting

As a consultant, the statistician is sometimes viewed as a gatekeeper with
the primary responsibility of preventing researchers from violating statisti-
cal principles. We do not want to do anything wrong. With the trend to-
ward collaborative research that is happening in many settings, however,
the role of statistician has changed. We have greater responsibilities and
we need to deal with situations where there is no clear right or wrong deci-
sion. The ethical implications of this expanded role will be explored and
illustrated with examples. Transparency in decision making is offered as a
guiding principle for ethical behavior in ambiguous situations.
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Training University Students in Ethical Use of Statistics
as Part of the LANGURE Project

o Larry A. Nelson, North Carolina State University, Campus Box 7608,
Raleigh, NC 27695/7608, larry_nelson@ncsu.edu

Key Words: Ethics in Research, Ethical Use of Statistics, Misuse, LAN-
GURE

The need for an Ethics in Research course gave rise to a project called
LANGURE involving a consortium of eight U. S. universities. The resulting
one-hour course will be taught at several Land Grant and related institu-
tions. In some institutions, it will be required of all graduate students. One
important course module will be Ethical Use of Statistics. Statisticians and
users of Statistics from the eight universities are jointly involved in devel-
oping the content of the course. This content will focus on types of ethical
problems in statistical usage such as misuse, sloppiness and outright fraud.
Case study examples of each of these problem types will be presented in the
course. In addition to planning and conducting the experiments or surveys,
emphasis will also be given to the analysis and reporting phases. Module
access will be available on the NCSU Graduate School web site.

Land Grant University Ethics (LANGURE): The Ethical Use
of Statistics in Research

% Michael Crotty, SAS Institute Inc., SAS Campus Drive, $4 4089, Cary,
NC 27513, michael.crotty@sas.com

Graduate students conducting research at land grant universities benefit
from training in research ethics, particularly the ethical use of statistics in
their research. The ethical use of statistics includes involving a statistician
from the design phase of a study through to the analysis and presentation
of results. A research ethics course has been designed for graduate research
students to learn about conducting ethical research. We focus on the statis-
tics module developed for this course.

4' Design- and Model-Based

Sampling and Inference @

Section on Statistics and the Environment, Section on Statistics in
Epidemiology, Biometrics Section, General Methodology, Section
on Survey Research Methods

Sunday, July 29, 4:00 pm-5:50 pm

Design-Based, Model-Based, and Model-Assisted
Sampling, and Inference in Natural Resources

o Mary Christman, University of Florida, Department of Statistics, PO
Box 110339, Gainesville, FL 32611-0339, mcxman@ufl.edu

Key Words: environmental sampling, optimal sampling strategies

The differences in design-based versus model-based versus model-assist-
ed sampling strategies and inferential procedures are often not well-un-
derstood when applied to environmental and ecological research. In this
presentation we describe, compare, and contrast the three approaches in
several ways, including identifying strategies for sampling design, choice of
estimation or inference procedures, and examining the conditions under
which the approaches are optimal or at least appropriate. In addition, there
will be discussion of the potential for misuse of the approaches. Several
examples are given to demonstrate similarities and differences among the
three approaches.
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Optimal Spatial Sampling: Probability-Based or Model-
Based?

“*Don L. Stevens, Jr., Oregon State University, Statistics Department, 44
Kidder Hall, Corvallis, OR 97333, stevens@stat.oregonstate.edu

Key Words: environmental sampling, optimal design, spatial simulated
annealing

Assessing a natural resource can use either model-based or design-based
methodology. A spatial model may have to estimate the semi-variogram
in order to predict the mean value of realized population. Good semi-var-
iogram estimates require points with small separations. In contrast, de-
sign-based estimates are generally more precise with maximal separation.
Design optimality can be judged by different criteria, even with the same
objective, so that the “optimal” designs may be very different. Model-based
assessment can be applied regardless of how samples were picked, but de-
sign-based methods can be used only with a probability sample. In some
situations, e.g., litigation, model-free estimates can be advantageous. I con-
trast model-optimal and probability-optimal sampling. I also explore the
notion that probability designs can be near-optimal judged by model-based
and design-based criteria.

Design-Based and Model-Based Issues in Natural
Resource Inventories

¢ Ronald E. McRoberts, USDA Forest Service, Northern Research
Station, 1992 Folwell Avenue, Saint Paul, MN 55108, rmcroberts@fs.fed.us

Key Words: Variance estimators, Forest inventory, Small area estimation

Traditionally, large area natural resource inventories have relied on prob-
ability-based sampling and design-based inferences. However, the advent
of moderate resolution satellite imagery and ground-based spatial data as
sources of ancillary data, geographic information systems for combining
data from these multiple sources, and fast computer processing systems
have made model-based approaches to inference more attractive. Unfor-
tunately, differences in the conceptual underpinnings of design-based and
model-based approaches are often not well-understood within these natu-
ral resource inventory communities. The emphases of the presentation are
threefold: (1) a brief articulation of some conceptual differences between
design-based and model-based approaches, (2) examples that illustrate
these differences, and (3) comments on particular advantages and disad-
vantages of both approaches.

4@ Missing Information in

Health-Related Quality-of-Life Data @

Section on Health Policy Statistics, ENAR, Biometrics Section,
WNAR
Sunday, July 29, 4:00 pm-5:50 pm

Bivariate Normal Frailty Models for Multiple QOL
Outcomes

+* Andrea B. Troxel, University of Pennsylvania, 423 Guardian Drive,
School of Medicine, 632 Blocklwy Hall, Philadelphia, PA 19104, atroxel@

cceb.med.upenn.edu; Denise A. Esserman, The University of North
Carolina at Chapel Hill

Key Words: frailty models, quality of life, multivariate survival, grouped
data

This talk describes bivariate normal frailty models, with application to mul-
tiple, grouped, quality-of-life (QOL) events observed in clinical trials. Mul-
tiple QOL scales are assessed, with interval censoring, or grouping, due to
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the QOL assessment schedule. A bivariate normal frailty is introduced that
incorporates dependence among the events while allowing different types
of events to have different frailties (e.g., emotional vs. physical functioning
scales). Extensions to joint analysis of QOL and survival outcomes will be
discussed. Simulation results and a QOL example will be presented.

The Analysis of Questionnaire Submission Rates in
Longitudinal HRQOL Assessment

% Stephanie R. Land, University of Pittsburgh, 201 N. Craig Street, Suite
350, Pittsburgh, PA 15213, land@pitt.edu; Marcie W. Ritter, University of
Pittsburgh; Sarah Haile, University of Pittsburgh

Key Words: quality of life, patient-reported outcomes, mixed effects mod-
el, compliance, cancer, clinical trials

In longitudinal clinical studies, tremendous resources are often required
to assure continued compliance with study assessments. This presentation
is motivated by examples of HRQOL studies in the setting of multi-cen-
ter cancer clinical trials. In these trials, participants are asked to complete
questionnaires at fixed intervals over several years. We seek a greater un-
derstanding of both the uncontrolled factors that may influence compli-
ance (e.g. participant age), and the factors we can control, such as clinic
newsletters. I will present methodology and results from a randomized
trial (nested within a cancer clinical trial) we have undertaken to evaluate
the effectiveness of a compliance intervention. The analysis uses a mixed
model approach, in which the submission of a questionnaire is the binary
outcome variable. I will also discuss design considerations for compliance
studies.

The Value of Ancillary Data in Longitudinal Studies of
Health-Related Quality of Life with Informative Dropout

+ Diane Fairclough, University of Colorado at Denver and Health Services
Center, Mail Stop F443, PO Box 6508, Aurora, CO 80045-0508, diane.
Sfairclough@uchsc.edu; Mark Jaros, University of Colorado at Denver and
Health Services Center

Key Words: Missing data, longitudinal studies, Shared parameter models,
Informative Dropout, Quality of LIfe

Assessment of change in populations with morbidity and mortality is com-
plicated by dropout by individuals experiencing negative effects of disease
and side effects of treatment. Analytic strategies include mixture models
that condition on the pattern of missing assessments, the time to dropout
or an event associated with dropout. These later models jointly estimate the
trajectory of the longitudinal outcome and the time to the event linking the
models through shared parameters or random effects. Early applications
utilized survival and time to dropout as the ancillary data. The aim of this
paper is to illustrate how other ancillary data, proximal to the outcome of
interest in the causal pathway, may improve estimation of change. Careful
study planning including collection of ancillary data will allow joint mod-
els which are conditionally MAR and reduce bias associated with dropout.
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5@ Issues in Conducting

Experiments in Statistical Education

Section on Statistical Education, Section on Teaching Statistics in
the Health Sciences
Sunday, July 29, 4:00 pm-5:50 pm

Issues in Conducting Experiments in Statistical
Education

¢ William Harkness, The Pennsylvania State University, 318 Thomas
Bldg, University Park, PA 16802, wlh@stat.psu.edu; % G. Bruce Schaalje,
Brigham Young University, 230 TMCB, Provo, UT 84602, schaalje@byu.
edu; ** Dennis K. Pearl, The Ohio State University, 404 Cockins Hall,
1958 Neil Ave, Columbus, OH 43210-1247, pearl.1@osu.edu; o John P.
Holcomb, Cleveland State University, Department of Mathematics, 2121
Euclid Ave., RT 1512, Cleveland, OH 44115-2214, j.p.holcomb@csuohio.
edu

Key Words: Education, Stat Ed Research, Experiments, Assessment

GAISE gives recommendations for improving statistical education, but
does implementing these guidelines improve statistical education? How
can we test whether changes do indeed improve students’ knowledge and
understanding? How can a clinical trial be performed? Panelists will dis-
cuss challenges that they faced in conducting experiments in statistical
education and give their recommendations for others wishing to conduct
such research.

5 ﬂ Ethnic Comparisons in Global

Health Research @ &

Biopharmaceutical Section, Section on Health Policy Statistics
Sunday, July 29, 4:00 pm-5:50 pm

Assessment of Similarity in Dose Responses Between Two
Ethnic Populations for Drug Development: A Resampling
Approach

¢ Kyoungah See, Eli Lilly and Company, 3248 Blue Ash Lane,
Indianapolis, IN 46239, seeky@lilly.com

Key Words: Analysis of covariance, Bone mineral density, Bridging, Os-
teoporosis, Power Curves

According to ICH, data from an existing study may be extrapolated to a
new study, in a new region utilizing a different dose, if the safety and ef-
ficacy profiles are not substantially different. One of the main challenges
of this type of study, based on foreign clinical trials, is the difference in
sample sizes. Specifically, the Global data, which is frequently the origi-
nal data in such studies, regularly contains a much larger sample size than
its Asian (or local) counterpart. In order to study the similarity of a drug
response in the two ethnic populations, we investigate resampling tech-
niques to overcome the size disparity between the data sets, while utilizing
a general linear model to adjust the fundamental differences between the
two populations, with respect to some important covariates. We provide an
example of their utility based on clinical trials of raloxifene.
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The Application of Adaptive Design in R&D in Japan from
a Statistical Point of View

o Hajime Uno, Kitasato University, 5-9-1, Shirokane, Minato-ku, Tokyo,
108-8641 Japan, unoh@pharm.kitasato-u.ac.jp; Masahiro Takeuchi,
Kitasato University; Fumiaki Takahashi, Kitasato University

Key Words: global trial, bridging study

The U.S. Food and Drug Administration published “Challenge and Op-
portunity on the Critical Path to New Medical Products” in 2004 in order
to stimulate an innovative approach to the research and development of
new medical products. It is well recognized that the excellent progress of
basic science has discovered potential products, but that the slow prog-
ress of applied science has failed to deliver them to patients in a timely
fashion. Therefore the concept of an adaptive design has been investigated
extensively. Recently, the concept of the E5 guideline has been extended to
a simultaneous global study through mutual extrapolation of clinical data
among regions. We investigate the application of adaptive design in R&D
in Japan and discuss the associated statistical issues related to usage of sur-
rogate markers, sample size re-calculation and the definition of similarity
of drug efficacy.

A Bayesian Approach to Evaluation of Bridging Evidence

4 Hsiao-Hui Tsou, National Health Research Institutes, No. 35, Keyan
Road, Zhunan Town,, Miaoli County, Zhunan, 35053 Taiwan, tsouhh@
nhri.org.tw; Chin-Fu Hsiao, National Health Research Institutes; Yu-Yi
Hsu, Iowa State University; Jen-pei Liu, National Taiwan University

Key Words: Bridging Study, Bayesian Approach, Extrapolation, Similarity

In this talk, we give some successful examples of bridging evaluation con-
ducted in Taiwan. For evaluations of bridging studies, Liu, Hsiao and Hsueh
(2002) have proposed a Bayesian approach to synthesize the data generated
by bridging study and foreign clinical data generated in the original region
for assessment of similarity based on superior efficacy of the test product
over a placebo control. However, the results of the bridging studies using
their method are overwhelmingly dominated by the results of the original
region due to an imbalance of sample sizes between the regions. Therefore,
we propose a Bayesian approach using a mixture prior for assessment of
similarity between the new and original region based on the concept of
positive treatment effect. Methods for sample size determination are pro-
posed. Numerical examples illustrating uses of the proposed procedures
are provided.

Minority Differences in Cancer Survival on Cooperative
Group Clinical Trials
¢ Beow Yong Yeap, Massachusetts General Hospital/Harvard Medical

School, 50 Staniford St, Suite 560, Boston, MA 02114, byeap@partners.
org; Marvin Zelen, Harvard School of Public Health

Key Words: African-American, Cancer clinical trials, Survival, matching

Outcome comparisons between racial groups generally lack the individual
data to adjust for patient variation in disease, therapy and institution fac-
tors. The Eastern Cooperative Oncology Group (ECOG) has conducted
multi-center clinical trials in adult cancers nationwide since 1955. We
use the ECOG database to determine the outcome of African-American
(AA) patients on therapeutic protocols during 1976-2005. To minimize
patient variation without explicit covariate modeling, each AA proband
was matched by gender to a White patient enrolled on the same protocol,
assigned to the same arm and treated at the same hospital. We previously
found AA patients experienced a higher death rate, with the deficit dis-
tributed disproportionately among AA women. Using a larger sample size
and extended follow-up, we examine whether the excess mortality of AA
patients has diminished on ECOG clinical trials.
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5@ Ranked Set Sampling Il &

Section on Nonparametric Statistics, Section on Survey Research
Methods
Sunday, July 29, 4:00 pm-5:50 pm

Optimal Sign Test for One Sample Bivariate Location
Model Using an Alternative Bivariate Ranked Set Sample

** Hani Samawi, Georgia Southern University, Department of
Mathematical Sciences, POBox 8093, Statesboro, CA 30640, hsamawi@
georgiasouthern.edu

Key Words: Bivariate Ranked Set Sample, Location Model, Median
Ranked Set Sample, Pitman efficiencies, Sign Test

The aim of this paper is to find optimal alternatives bivariate ranked set
sample for one sample location model bivariate sign test. Our numerical
and theoretical results indicated that the optimal designs for bivariate sign
test are the alternative designs with quantifying order statistics with labels
[(r+1)/2, (r+1)/2] when the set size r is odd and {[(r/2)+1, r/2], [r/2, (r/2)+1]}
when the set size r is even. The asymptotic distribution and Pitman effi-
ciencies of those designs are derived. Simulation study is conducted to in-
vestigate the power of the proposed optimal designs. Illustration using real
data with Bootstrap algorithm for P-value estimation is used.

Optimal Allocation for Unbalanced Stratified Ranked Set
Sample

4 Chris Sroka, The Ohio State University, 1958 Neil Avenue, Cockins
Hall, Room 404, Columbus, OH 43210-1247, csroka@stat.ohio-state.edu;
Elizabeth A. Stasny, The Ohio State University; Douglas Wolfe, The Ohio
State University

Key Words: Neyman allocation, stratification, judgment order statistic,
variance estimation

Stratified ranked set sampling is a data collection method that stratifies
the population before conducting ranked set sampling (RSS). It is similar
to traditional stratified sampling, except that RSS is used in place of simple
random sampling. This method of sampling results in more precise esti-
mators of the mean than traditional stratified sampling or RSS alone. This
sampling method raises an interesting question about how to allocate a
fixed sample size to both the strata and the ranks within each stratum. We
examine possible allocation schemes to find the method that produces the
lowest variance of the mean estimator.

Order-Restricted Randomized Designs for Linear Models
Using L1 Norm
+% Shannon Markiewicz, The Ohio State University, 955 Mount Pleasant

Ave, Columbus, OH 43201, markiewicz.8@osu.edu; Omer Ozturk, The
Ohio State University

Key Words: order restricted randomized design, ranked set sampling, L1
Norm

Ranked set sampling is not well-suited for the design of experiments pri-
marily for two reasons; it requires larger number of experimental units,
and the role of randomization is not well defined. To resolve these con-
cerns, recently order restricted randomized (ORR) designs have been de-
veloped and its properties have been discussed in the literature. In this
paper, we develop nonparametric statistical inference for linear models in
the context of order restricted randomized designs based on L1 norm. We
derive the asymptotic distribution of the parameter estimates, and develop
drop, Wald, and score tests for the contrast parameter. It is shown that
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ORR design performs better than its competitor in the literature. The Type
I error is examined along with power comparisons. The properties of the
estimators and tests are discussed under an arbitrary but consistent rank-
ing scheme.

Optimal Allocation in the Presence of Missing Data

o Jessica Kohlschmidt, The Ohio State University, 404 Cockins Hall, 1958
Neil Avenue, Columbus, OH 43210, jessica@stat.ohio-state.edu; Elizabeth
A. Stasny, The Ohio State University; Douglas Wolfe, The Ohio State
University

Key Words: Ranked Set Sampling, Missing data, Optimal Allocation,
MCAR, MAR

Missing data is a natural consequence of sampling. Some researchers ig-
nore the missing data. If the data is missing completely at random, this
procedure provides meaningful estimates. In many situations, the miss-
ingness in the data is due to a phenomenon occurring in the population. In
ranked set sampling, we stratify the data by ranks. Many times the miss-
ingness in the population varies depending on which rank the observation
came from. We will show the optimal allocation when the missing data
parameters are known. Then we extend this to the case where the missing
data parameters are unknown, a more convincing scenario. We explore the
effect of the varying costs for collecting observations in each rank and its
effect on the optimal allocation.

Rejective Sampling and Conditional Tests from Biased
Samples for the Equality of Two Distributions
+» Qing Kang, North Dakota State University, Waldron E1A, Dept of

Statistics NDSU, Fargo, ND 58105, ging.kang@ndsu.edu; Paul 1. Nelson,
Kansas State University

Key Words: weighted distributions, nonparametric test, asymptotic nor-
mality, stochastic ordering, location shift

This study proposes a class of nonparametric tests for the equality of two
distributions when samples are collected independently under different,
biased sampling schemes. Asymptotic properties are derived using a cen-
tral limit theorem developed for rejective samples from a finite population.
Conditions under which the tests are consistent are given.

5@ Consumer Product Risk ® &

Section on Risk Analysis
Sunday, July 29, 4:00 pm-5:50 pm

Sex Differences: Rare Traffic Fatalities Support Nature
over Nurture

¢ Leonard Evans, Science Serving Society, 973 Satterlee Road, Bloomfield
Hills, MI 48304, le@scienceservingsociety.com

Key Words: sex differences, gender differences, traffic fatalities, nature
versus nurture, child traffic fatalities, baby traffic deaths

As females and males are treated differently in all societies from birth, so-
cialization explanations can always be offered for any gender dependent
outcomes. Traffic fatality data are used to explore gender-dependent out-
comes that do not appear to have plausible socialization explanations. Rare
events are extracted from 1.3 million traffic fatalities from 1975 through
2003. It is found that 17 children aged 5 or under were killed as sole occu-
pants sitting in driver seats of vehicles traveling on public roads. The gender
mix was 17 boys, no girls. More male than female pedestrians were killed at
all ages, including the first year of life. Similar gender and age dependence
is found for testosterone measured in saliva, arrest rate, and traffic-crash
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rate. The results are interpreted to support innate behavioral differences
originating at a hormonal level.

Evaluation of the Effect of ABS in Truck Crashes Using
LTCCS Data

4 Wai Chan, Exponent, Inc., 21 Strathmore Road, Natick, MA 01760,
wchan@exponent.com; Rose Ray, Exponent, Inc.; Bruce Ketcham,
Exponent, Inc.

The Large Truck Crash Causation Study (LTCCS) is based on a nationally
representative sample of 1132 large trucks involved in crashes with fatal
or serious injury. The study period is the 33 months between 04/01 and
12/03. It provides a comprehensive description of the physical events, along
with the vehicles and drivers information. This paper examines the effect
of antilock brake systems (ABS) on trucks involved in single and multi-
vehicle crashes. Federal Motor Vehicle Safety Standards were amended by
the NNHTSA in 96 to require the installation of ABS on new medium and
heavy trucks, truck-tractors and trailers. ABS is intended to help maintain
directional stability and control during braking. We explored the crashes
from the LTCCS data that involves loss of control, skidding and jackknife
and compared the crash rates for ABS and non-ABS vehicles.

National Estimates of Nonfatal Consumer Product
Injuries: Surveillance Data from Hospital Emergency
Departments, 1980-2005

** Madhu Iyer, Exponent, Inc., 149 Commonwealth Drive, Menlo Park,
CA 94025, miyer@exponent.com

Key Words: Survey Design, Data Collection, Sampling Error, Non-
Sampling Error

The primary source of data in the US on product-associated injuries is the
National Electronic Injury Surveillance System (NEISS) maintained by the
Consumer Product Safety Commission (CPSC). NEISS monitors emer-
gency room visits associated with consumer products. The monitoring is
carried out using a small (about 2%) but statistically representative set of
hospital emergency rooms throughout the United States and its territo-
ries. This system provides the CPSC with the majority of its injury data and
is used to estimate the total number of product-related injuries treated in
all hospital emergency rooms in the US. This talk will provide the general
structure of the NEISS sampling design and its strategy for data collection,
discuss sampling and nonsampling errors, and touch on examples that
demonstrate the usage of the database.

To Recall or Not To Recall? Statistical Assessment of
Consumer Product Failure Risk

% Ke Zhao, Exponent, Inc., 149 Commonwealth Drive, Menlo Park, CA
94025, kzhao@exponent.com; Duane Steffey, Exponent, Inc.

Key Words: Product, Recall, Failure, Risk, Manufacturer

Unintended declines in the production quality of consumer items can pose
safety hazards to consumers, increase failure rates, and shorten product
life - which, in turn, causes unexpected financial burdens and potential
legal liabilities to manufacturers. In monitoring the field performance of its
products, a manufacturer needs to determine whether an adverse change
has occurred and, if so, assess the implications for product safety and reli-
ability. A decision to recall sold product must involve identification of the
units affected, typically by time or source of production. Drawing on expe-
rience with diverse products and industries, we illustrate how statisticians
can play an important role in such investigations by framing the issues in a
conceptual model, extracting information from imperfect manufacturing
data, and communicating findings to upper management and regulatory
agencies.
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54 Analyzing Time Series Data

with Time-Varying Frequencies @

Section on Physical and Engineering Sciences, Section on
Statistics and the Environment
Sunday, July 29, 4:00 pm-5:50 pm

The Application of the Kalman Filter to Nonstationary
Time Series Through Time Deformation

% Zhu Wang, Fred Hutchinson Cancer Research Center, 1100 Fairview
Avenue North, LE-400, Seattle, WA 98109-1024, zwang@scharp.org

Key Words: nonstationary time series, time deformation, kalman filter

An increasing valuable tool for modeling nonstationary time series data
is time deformation. However, since the time transformation transforms
the scale, equally spaced data become unequally spaced data. Interpola-
tion is therefore often used to obtain regularly sampled data, which can be
modeled by the classical ARMA modeling techniques. In this paper, the
need for interpolation is eliminated by employing the continuous time au-
toregressive model. To estimate the parameters, the maximum likelihood
function is decomposed by means of the Kalman filter. The resulting mod-
eling improvements include, more accurate estimation of the spectrum,
better forecasts, and the separation of the data into its smoothed time-
varying components. The technique is applied to simulated and real data
for illustrations.

Time-Frequency Analysis: G(lambda)-stationary
Processes

o Huiping Jiang, Columbia University, 1051 Riverside Drive, Unit 48,
New York, NY 10032, #j2179@columbia.edu; Henry L. Gray, Southern
Methodist University; Wayne Woodward, Southern Methodist University

Key Words: time-frequency, M-stationary process

Methods such as wavelets and M-stationary process have been developed
to analyze the time-frequency properties of a process where frequency
changes with time. In certain circumstances, when the frequencies of a
process change systematically either monotonically increasing or mono-
tonically decreasing across time, another approach is to apply an appropri-
ate Box-Cox transformation to the time axis for the given signal in order
to obtain a new stationary data set. This new data set can be analyzed by
standard methods. Processes which are transformed to a stationary pro-
cess after Box-Cox transformation on the time scale are called G(lambda)-
stationary processes, where lambda is the corresponding parameter of the
Box-Cox transformation.

Filtering Analysis for Nonstationary Time Series by Time
Deformation

% Mengyuan Xu, Southern Methodist University, 6061 Village bend Dr,
Apt 514, Dallas, TX 75206, txu@mail.smu.edu

Key Words: time-deformation, non-stationary, filter, fourier transform,
linear chirp, time series

Classical linear filtering theories and methodologies can only be used in
stationary process where frequencies do not vary with time. In this paper,
we will discuss for those non-stationary processes, in which the frequencies
change with time in a certain way, such as G(?) and linear chirp processes,
how to do filtering by applying time deformation. Then, we will compare
this filtering method with other filtering methods for non-stationary time
series such as fractional Fourier transform method, which is specially used
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for linear chirp signals. In this paper, we will also provide a solution to end-
effect problem for linear filter.

Generalization and Applications of Linear Chirp
Stationary Processes

8 Stephen Robertson, Southern Methodist University, 1600 Abrams,
Number 18, Dallas, TX 75214, sdrobert@smu.edu

Key Words: G-Stationary Processes (GSP), Linear Chirp Stationary Pro-
cesses (LCSP)

Time deformation has been proposed as an alternate method to window-
based approaches when analyzing time series data with time-varying fre-
quency. Specifically, “G-Stationary Processes” (GSP) are processes which
are transformed to a stationary process after a transformation of the time
scale, thereby allowing use of standard approaches for analyzing stationary
data. A special case of a GSP is the Linear Chirp Stationary Process (Liu,
Gray, Woodward, 2004), which is a non-stationary process whose frequen-
cy changes approximately linearly in time. We generalize previous assump-
tions to allow analysis of LCSP for a wider range of applications. The LCSP
can be classified into “generalized” and “LC(p,q)” chirp processes. We show
that the relationship between generalized and LC(p,q) chirp processes is
analogous to that of harmonic and ARMA models. Results are applied to
simulated and actual data.

Time Transformation Methods for Analyzing Data with
Time-Varying Frequencies, with Applications

*® Wayne Woodward, Southern Methodist University, Department of
Statistical Science, Dallas, TX 75275, waynew@smu.edu; Henry L. Gray,
Southern Methodist University

Key Words: time deformation, TVF data, nonstationary, time series

Many time series data sets are characterized by frequency behavior that
changes with time. Examples of this type of data are Doppler signals (for
measuring blood flow, etc.), heart sounds, bat echolocation signals, seis-
mic waveforms, etc. Time series of this type are nonstationary, and the
standard methods based on a stationarity assumption are not appropri-
ate. Techniques that have been used for analyzing time varying frequency
(TVF) data include wavelets and short term Fourier transforms. When the
frequencies of a process are changing continuously in time, these methods
may not apply. In this case a new approach based on the transformation
of time may be appropriate. The strategy is to transform the time axis in
order to obtain a new stationary realization that can then be analyzed by
standard methods (spectral analysis, filtering, etc.).

5 5 Spatial Statistics: Methods

and Applications &

IMS, Section on Statistical Graphics, Section on Statistics and the
Environment
Sunday, July 29, 4:00 pm-5:50 pm

Exploratory Spatial Data Analysis Using APLE Statistics

o Hongfei Li, The Ohio State University, 1958 Neil Ave, Cockins Hall,
Columbus, OH 43210, hongfei@stat.ohio-state.edu; Catherine A. Calder,
The Ohio State University; Noel Cressie, The Ohio State University

Key Words: Spatial dependence parameter, SAR model, Profile likelihood,
Exploratory spatial data analysis

In exploratory analyses of spatial data, typically the primary goal is to asses
whether the data exhibit spatial dependence and then, if so, to determine
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the strength of the spatial dependence. In this talk, we consider a class of
statistics called APLEs, which are approximate profile likelihood estima-
tors in common spatial statistical models. Importantly, APLE statistics are
constructed to have a closed form. We provide both theoretical and simula-
tion-based evidence to demonstrate that APLEs perform well as both esti-
mators and test. In addition, for the APLE statistic based on SAR model, we
propose graphical exploratory tools, which allow us to assess the strength
of spatial dependence in the data as a whole and to identify areas of local
spatial clustering and outliers. Finally, we use real data to illustrate the use
of APLE as an exploratory spatial-data-analysis tool.

Statistical Trend Detection of a Global Change Signal in
Regional Climate

+* Airong Cai, University of Illinois at Chicago, IDS Department MC294
601 S Morgan St, Chicago, IL 60616, acail @uic.edu; Katharine Hayhoe,

Texas Tech University; George Tiao, The University of Chicago; Donald
Wuebbles, University of Illinois at Urbana-Champaign

Predicting near-term (5- to 30-year) trends in regional climate is inher-
ently difficult. How long will it take before the upward trend in tempera-
ture becomes significant at the regional level? Over what time horizon will
decision makers from various regions need to take into account climate
change projections for that region? To address these questions we extend
the technique of statistical trend detection proposed by Tiao et al. (1990)
by generalizing the underlying annual trend statistical model to accommo-
date seasonal trends with seasonal variances that are more proper for tem-
perature data analysis. The extended technique is then applied to observed
historical data and model-simulated temperature data for grid cells across
the globe as well as US.

Detection of the Significance of Cool Spot Clusters with
Application to the Indiana Colorectal Cancer Study

¢ Tonglin Zhang, Purdue University, 250 N University Street, West
Lafayette, IN 47906-2066, tizhang@stat.purdue.edu

Key Words: Clustering and Cluster, Cool spot, Hot Spot, Permutation
Test

The detection of spatial clustering and clusters for disease incidence and
mortality is an essential problem in spatial epidemiology and statistical ap-
proaches have been of great interest over the past 20 years. However in the
literature, most research articles focuses on the problems of the detection
of hot spot clusters and ignore the problems of the detection of cool spot
clusters. In this paper, we propose a method of the detection of cool spot
clusters. In our case study of the Indiana colorectal cancer study, we suc-
cessfully detected a cool spot around the Indianapolis area and the sta-
tistical analysis showed that this cluster was the only local cluster in the
dataset.

Spatial Statistical Analysis of Doctors’ Prescription
Amounts by Region

% Lei Kang, The Ohio State University, Department of Statistics, 1958
Niel Avenue 404 Cockins Hall, Columbus, OH 43210-1247, lei@stat.

ohio-state.edu; Noel Cressie, The Ohio State University; Desheng Liu, The
Ohio State University

Key Words: EDA, ESDA, CAR model, Maximum likelihood estimation,
Spatial dependence

In this talk, we analyze doctors’ prescribing patterns based on regional
aggregation of individual prescription data. Through a series of explor-
atory-data-analysis (EDA) techniques, we demonstrate the importance of
transforming the data and of doing a weighted regression analysis. Both a
non-spatial model and a conditional autoregressive (CAR) model are fitted.
Our results show that CAR models have smaller sum of squared prediction
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errors compared to non-spatial models. Different decompositions of large-
and small-scale variation are considered; we see that when a lot of spatial
variation is attributed to the large-scale, deterministic component, spatial-
dependence parameters describing the small-scale, stochastic component
decrease in value with larger standard errors. This work motivates the use
of a hierarchical spatial statistical model to describe doctors’ prescribing
patterns.

Mis-specified Maximum Likelihood Estimates and Spatial
Error Models

+% Jichua Chen, Stanford University, Statistics Department, Stanford, CA
94305, chenjh@stanford.edu; Paul Switzer, Stanford University

The paper investigates the impact of covariance model misspecification on
the estimates of the regression coefficients in a spatial error model. Spatial
error models are the regression models which have spatially indexed obser-
vations and spatially correlated residuals. Specifically, we evaluate the as-
ymptotic bias for the regression coefficients and estimates of the standard
errors of coefficients that results from incorrect assumptions regarding
the covariance matrix of the error term. The asymptotic bias is the lower
bound of the bias and the paper also tries to shed some lights on the pos-
sible upper bound of bias by simulations.

5@ Some Recent Advances in

High-Dimensional Data Modeling &

IMS, Section on Nonparametric Statistics, Section on Physical and
Engineering Sciences, WNAR
Sunday, July 29, 4:00 pm-5:50 pm

Local Multidimensional Scaling for Nonlinear Dimension
Reduction, Graph Layout, and Approximity Analysis

#* Lisha Chen, Yale University, 24 Hillhouse Ave, New Have, 06511, lisha.
chen@yale.edu; Andreas Buja, University of Pennsylvania

Key Words: nonlinear dimension reduction, MDS, graph layout, proxim-
ity analysis

Dimensional reduction has many applications in science. Classical meth-
ods like PCA or MDS fail to recover the intrinsic dimensions of the data
if there is nonlinear structure in them. There has been a resurgence of in-
terest in nonlinear dimension reduction (NLDR) methods. We will review
some of the recently proposed methods and introduce a family of new non-
linear dimension reduction methods called “Local Multidimensional Scal-
ing” or LMDS. LMDS only uses local information from user-chosen neigh-
borhoods like other NLDR methods, but it differs from them in that it uses
the force paradigm from graph layout by proposing a parameterized family
of stress or energy functions. This family provides users with considerable
flexibility for achieving desirable embeddings. Facing an embarrassment of
riches of energy functions, we propose a metacriterion for selecting viable
energy functions.

Model-Based Protein Summaries and Differential Label-
Free Quantitative Proteomics

** Alan Dabney, Texas A&M University, 3143, College Station, TX 77845,
adabney@stat.tamu.edu

Key Words: proteomics, missing data, censored regression, differential
expression

Differential label-free quantitative proteomics refers to the use of MS peak
areas to quantitate and compare protein expression levels in LC-MS/MS
experiments. There is typically widespread informative missingness due to
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detection limits and other factors. I propose a method for rolling peptide
information up to the protein level while accounting for the information
in missing peaks. Relationships across peptides are exploited to facilitate
estimation and stabilize estimates. Real examples will be illustrated with
data from the Pacific Northwest National Laboratory.

Kernel-Induced Classification Tree and Random Forest
o Guangzhe Fan, University of Waterloo, 200 University Ave W,
Department of Statistics, Waterloo, ON N2L 3G1 Canada, gfan@
uwaterloo.ca

Key Words: classification, kernel, tree, random forest, learning

A recursive-partitioning procedure using kernel functions is proposed
for classification problems. We call it KICT: kernel-induced classifica-
tion trees. The resulting model could significantly improve the traditional
CART model in many situations. We also introduce KIRF: kernel-induced
random forest. KIRF also compares favorably to the traditional random
forests in many situations. We use simulated and real world data to illus-
trate their performances.

A Statistical Perspective on Nonlinear Dimensionality
Reduction and Manifold Learning

#* Ann Lee, Carnegie Mellon University, Dept of Statistics BH 229],
Pittsburgh, PA 15213, annlee@stat.cmu.edu

Key Words: manifold learning, eigenmaps, kernel PCA

In some problems, the dimension d of the given input space is very large
while the data itself has a low intrinsic dimensionality. There are several so
called manifold learning methods that aim to learn the geometry of non-
linear structures embedded in R"d. Most of these methods, however, ap-
proach the data as a fixed set of points and use deterministic techniques
to find the optimal embedding coordinates. In this talk, I will present an
alternative approach to manifold learning as a statistical estimation prob-
lem. Issues such as random noise and regularization will be discussed and
put into the context of eigenmaps and kernel PCA.

Some Recent Advances in High-Dimensional Data
Modeling

% Wenbin Lu, North Carolina State University, 2501 Founders Drive,
210E Patterson Hall, Raleigh, NC 27695-8203, lu@stat.ncsu.edu; Hao
Zhang, North Carolina State University

Key Words: Adaptive lasso, Penalized likelihood, Proportional hazards
model, Proportional odds model, Survival data, Variable selection

We study the problem of variable selection for a class of semiparametric
survival models with censored data. A unified model selection and estima-
tion procedure with desired theoretical properties and computational con-
venience is proposed. Numerical results indicate that the new method can
produce accurate and interpretable models, and performs competitively.

5 ? Statistical Machine Learning

and High-Dimensional Inference &

IMS, Section on Nonparametric Statistics

Sunday, July 29, 4:00 pm-5:50 pm

Nonparametric Density Estimation in High Dimensions
Using the Rodeo

#* Han Liu, Carnegie Mellon University, Baker Hall 132, Pittsburgh, PA
15213, hanliu@stat.cmu.edu; John Lafferty, Carnegie Mellon University;
Larry Wasserman, Carnegie Mellon University
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Key Words: nonparametric inference, density estimation, sparsity, high
dimensionality, bandwidth selection, rodeo

We consider the problem of estimating the joint density of a d-dimen-
sional random vector $X = (X_1,...,X_d)$ when d is large. We assume that
the density is a product of a parametric component and a nonparametric
component which depends on an unknown subset of the variables. Using a
modification of a recently developed nonparametric regression framework
called rodeo (regularization of derivative expectation operator), we pro-
pose a method to greedily select bandwidths in a kernel density estimate. It
is shown empirically that the density rodeo works well even for very high-
dimensional problems. When the unknown density function satisfies a
suitably defined sparsity condition, and the parametric baseline density is
smooth, the approach is shown to achieve near optimal minimax rates of
convergence, and thus avoids the curse of dimensionality.

Functional Data Analysis in Lipoprotein Profile Data

% Yehua Li, University of Georgia, 204 Statistics Building, 101 Cedar
Street, Athens, GA 30602, yehuali@uga.edu; Tailen Hsing, The Ohio State
University

Key Words: Functional Data Analysis, linear model, Kalman filter, princi-
pal component, projection pursuit, penalized spline

Lipoprotein concentration in human serum is an important risk factor for
cardiovascular heart disease. Different species of lipoprotein in a serum
sample can be separated by a centrifugation treatment, according to their
density differences. A lipoprotein profile for a patient is obtained by tak-
ing the image of his centrifuged serum sample, after an application of a
lipophilic stain. In this paper, we use functional data analysis techniques
to study the lipoprotein profile curves. The goal is to predict the quantity
of total cholesterol and each species of lipoprotein from the profile curves.
We discuss implementation issues including smoothing the profile curves
with P-spline using the Kalman filter technique, functional PCA and func-
tional linear model. We also study a functional projection pursuit model, as
a device to check the adequacy of the functional linear model.

Variable Selection Procedures for Generalized Linear
Mixed Models in Longitudinal Data Analysis

¢ Hongmei Yang, North Carolina State University, 3002 Kings Ct
Apartment C, Raleigh, NC 27606, hyang3@ncsu.edu; Daowen Zhang,
North Carolina State University; Hao Zhang, North Carolina State
University

Key Words: Smoothly clipped absolute deviation, Penalized quasi-like-
lihood, Longitudinal data, Restricted maximum likelihood, Generalized
linear mixed models, Variance components

For non-sparse longitudinal data such as count data and binomial data with
moderate to large binomial denominators, we propose Penalized Quasi-
Likelihood (PQL) procedure for simultaneous model selection and estima-
tion. Due to the low estimation ability of PQL for binary data, we propose
three other procedures: Full Likelihood Model Selection (FLMS), Two-stage
Penalized Quasi-Likelihood Model Selection (TPQLMS) and approximate
Marginal Likelihood Model Selection (AMLMS). Among them, FLMS and
PQLMS have the feature of selecting informative variables and estimating
regression parameters simultaneously. A robust estimator of standard de-
viation is derived based on a sandwich formula and tested through simula-
tions for FLMS and PQLMS. A bias correction is proposed to improve the
estimation accuracy of PQLMS.

Semiparametric Estimation of Covariance Matrices for
Longitudinal Data

4 Yichao Wu, Princeton University, Dept of ORFE, Princeton, NJ 08544,
yichaowu@princeton.edu; Jianqing Fan, Princeton University

@ Applied Session

«% Presenter

Key Words: Correlation structure, difference-based estimation, longitu-
dinal data, quasi-maximum likelihood, varying-coefficient partially linear
model

Estimation of the covariance structure for longitudinal data poses sig-
nificant challenges, as they are usually collected at irregular time points.
Fan, Huang, and Li (07) proposed using a varying-coefficient partially lin-
ear model coupled with a semiparametric cov structure. After estimating
other components, they estimated the parametric correlation structure via
quasi-maximum likelihood method and showed its good finite-sample per-
formance based on extensive simulation studies. In this work, we study the
semiparametric varying-coefficient partially linear model under weaker
smoothness conditions on the varying regression coefficient function, pro-
pose to estimate regression coefficients using a newly developed difference-
based technique, and provide large-sample properties of our estimators.
The particular focus is given to asymptotic properties of the quasi-maxi-
mum likelihood estimator.

Characterizing the Function Space for Bayesian Kernel
Models

% Natesh Pillai, Duke University, 1022 Sedgefield Street, Durham, NC
27705, nsp2@stat.duke.edu

Key Words: RKHS, non-parametric Bayes, Levy processes, Integral op-
erators

Kernel methods have been very popular in the machine learning literature
in the last ten years, often in the context of Tikhonov regularization algo-
rithms. In this paper we study a coherent Bayesian kernel model based on
an integral operator whose domain is a space of signed measures. Priors on
the signed measures induce prior distributions on their image functions
under the integral operator. We study several classes of signed measures
and their images, and identify general classes of measures whose images
are dense in the reproducing kernel Hilbert space (RKHS) induced by the
kernel. This gives a function-theoretic foundation for some nonparamet-
ric prior specifications commonly-used in Bayesian modeling, including
Gaussian processes and Dirichlet processes, and suggests generalizations.
We outline a general framework for the construction of priors on measures
using LEvy processes.

5‘ Bayesian Hierarchical

Modeling and Computation @ &

Section on Bayesian Statistical Science, WNAR
Sunday, July 29, 4:00 pm-5:50 pm

Latent Variable Model for Multiple Outcomes with
Nonignorable Missing Data

+* Xiaohong Yan, University of California, Los Angeles, Department of
Biostatistics, School of Public Health, Los Angeles, CA 90095, xhyan@
ucla.edu; W. John Boscardin, University of California, Los Angeles

Key Words: latent variable, multiple outcomes, non-ignorable missing
data, multivariate longitudinal data

In clinical trials, multiple outcomes are usually collected over time to mea-
sure the same quantity of interest, such as treatment effect. These mea-
sures could be in different data type (discrete or continuous), and tend to
be incompletely recorded due to drop out, death or other reasons. Ignoring
these missing data might induce bias in inference analysis. We propose a
latent variable shared parameter model for multiple outcomes in different
data type (binary and continuous) with non-ignorable missing data. The
latent variable accommodates the correlation structure among different
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response outcomes. The mechanism for those non-ignorable missing data
is modeled by a shared parameter model. We fit the model using Markov
chain Monte Carlo method. Our method is illustrated using real data from
scleroderma lung study (SLS).

Modeling Common Effects of Predictors on Multiple
Longitudinal Qutcomes
% Juan Jia, University of California, Los Angeles, Department of

Biostatistics, School of Public Health, Los Angeles, CA 90025, jiajuan@
ucla.edu; Robert E. Weiss, University of California, Los Angeles

Key Words: Multivariate longitudinal data, Bayesian inference, common
effect

Longitudinal data with multivariate outcomes measured over time are
common in medical, psychological and sociological fields. In typical mod-
els, each covariate has a different effect on each outcome. However, out-
comes are often quite similar and covariate effects might be expected to
be similar as well. Lin et al. (2000) estimated a common effect for single
covariate. We instead propose a model to evaluate a common effect for the
entire linear predictor. Maximum a posteriori inference with a flat prior
is used to estimate model parameters. We apply the proposed method to
the Brief Symptom Inventory (BSI) data from children of HIV+ parents.
We estimate common effects of age, gender, and parental drug use on nine
sub-scales.

Using Incompatible Gibbs Samplers To Efficiently Fit
Hierarchical Models
+% Taeyoung Park, University of Pittsburgh, 2717 Cathedral of Learning,

4200 Fifth Avenue, Pittsburgh, PA 15260, tpark@pitt.edu; David van Dyk,
University of California, Irvine

Key Words: Bayesian data analysis, Gibbs sampler, Hierarchical models,
Incompatibility, MCMC

The Gibbs sampler is a very useful technique for fitting highly structured
hierarchical models that are now prevalent in biological, physical, engi-
neering, and social sciences. Its sometimes slow convergence, however, has
been a longstanding complaint especially when complex models are fitted.
To alleviate the slow-mixing behavior, we present efficient Gibbs sampling
strategies by capitalizing on incompatible conditional distributions de-
rived from different marginal distributions of a target distribution. Until
now, such incompatibility has been simply avoided in the construction of
Gibbs samplers because the resulting convergence properties were not well
understood. However, incompatible Gibbs samplers have known stationary
distributions as well as fast convergence. Their applications are illustrated
using a highly structured multilevel spectral model in astrophysics.

Bayesian Mixtures for Modeling Correlation

4 Lei Qian, University of California, Los Angeles, 3110 Sawtelle Blvd,
#308, Los Angeles, CA 90066, leiqgian@ucla.edu; Robert E. Weiss,
University of California, Los Angeles

Key Words: Covariance model, Longitudinal data, Correlation model,
MCMC

In longitudinal data analysis, correctly modeling the covariance matrix is
important. Simple structured covariance models have advantages in pa-
rameter dimensionality and inference, but it is not necessarily right for
complex stochastic processes. We propose a Bayesian correlation mixture
model which provides a rich family of correlation models. We decompose
the covariance matrix into variances and correlations components. The
correlation matrix is modeled by a convex combination of two or more
simple correlation matrices. Examples and simulation studies illustrate
how our model works with hypothetical and real data correlations.
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5@ Section on Bayesian Statistics

Student Paper Competition: New
Developments in Bioinformatics and
Genetics @ &

Section on Bayesian Statistical Science
Sunday, July 29, 4:00 pm-5:50 pm

Hidden Markov Model for Jointly Modeling Prohe
Sequences and ChIP-Chip Microarray Data

o Jonathan Gelfond, The University of North Carolina at Chapel Hill, 823
Hill Top Circle, Sanford, NC 27332, jgelfond@bios.unc.edu; Mayetri Gupta,
The University of North Carolina at Chapel Hill; Joseph G. Ibrahim, The
University of North Carolina at Chapel Hill

Key Words: ChIP-chip, Microarray, Hidden Markov Model, Sequence
Analysis

We propose a unified framework for the analysis of Chromatin
(Ch)Immunoprecipitation (IP)microarray (ChIP-chip) data and the detec-
tion of transcription factor binding sites (TFBSs). ChIP-chip assays are
used to focus the genome-wide search for TFBSs by isolating a sample of
DNA fragments with TFBSs and applying this sample to a microarray with
probes corresponding to tiled segments across the genome. Present ana-
lytical methods use the array data to discover peaks or regions of IP enrich-
ment then analyze the sequences of these peaks in a separate procedure to
discover the TFBS motifs. The proposed method will jointly model ChIP-
chip intensity and DNA sequences through a Bayesian Hidden Markov
model (HMM) which identifies TFBSs. The method is applied to simulated
and yeast datasets and has favorable TFBS discovery performance com-
pared to current methods.

On Detecting Stabilizing or Divergent Selection Using
Patterns of Variation at SNP Loci

o Feng Guo, University of Connecticut, 753 C Mix Ave, Hamden, CT
06514, feng.guo@uconn.edu; Dipak Dey, University of Connecticut; Kent
Holsinger, University of Connecticut

Key Words: Bayesian approach, Hierarchical model, MCMC, SNP,
Wright’s Fst

We propose several Bayesian hierarchical models to estimate the genetic
variations among populations, which is conveniently measured by the
Wright's Fst, using single nucleotide polymorphism data from the HapMap
project. The posterior distributions of the model parameters are estimated
using MCMC simulations and the optimal model is selected using DIC and
LPML. To detect loci for which among population variations are not well
explained by the common Fst, we use Kullback-Leibler divergence measure
(KLD) to measure the divergence between the posterior distributions and
the common Fst and calibrate the KLD results using a coin flip experiment.
With this method, we identify 15 SNP loci with unusually large values of
Fst and we find 10 out of the 15 are located either within identified genes
or nearby.

A Bayesian Integrated Approach for Learning About
Renal Clear

#* David Gold, Texas A&M University, 400 Nalge St Apt 406, Statistics
Dept., College Station, TX 77840, digold@stat.tamu.edu; Loleta Harris,
The University of Texas M.D. Anderson Cancer Center; Kevin Coombes,
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The University of Texas M.D. Anderson Cancer Center; Bani Mallick,
Texas A&M University

Key Words: microarrays, renal carcinoma, bayesian, hierarchical model-
ing, gene enrichment

Renal clear cell carcinoma (RCC) is a deadly and complex disease. At-
tempts to combat RCC would benefit greatly from improvements to the list
of candidate genes associated with the disease. Many past microarray stud-
ies have failed to identify effective targets for treatment, although more
promising results were shown by Lenburg et al. (2003), who compared
normal renal to renal tumor gene expression on Affymetrix U133 chips.
Identifying effective targets for treatment in high-throughput experiments
such as Lenburg et al’s microarray study is typically complicated by the
uncertainty in the gene regulatory networks, i.e. gene interactions, respon-
sible for cancer. We perform multivariate gene inference on the Lenburg et
al. microarray data set with a fully Bayesian approach, Bayesian Learning
for Microarrays (BLM), with prior information of gene classes.

Using Evolutionary Relationships to Model Correlation in
Mixed Effects Models

+* Hua Guo, University of California, Los Angeles, 3320 Sawtelle Blvd.
apt 210, Los Angeles, CA 90066, guohua@ucla.edu; Robert E. Weiss,
University of California, Los Angeles; Marc A. Suchard, University of
California, Los Angeles

Key Words: Bayesian, Evolution, MCMC

Studies of gene expression profiles in response to external perturbation
generate repeated measures data that generally follow non-linear curves.
To explore the evolution of such profiles across a gene family, we introduce
phylogenetic repeated measures (PR) models. These models draw strength
from two forms of correlation in the data. Through gene duplication, the
family’s evolutionary relatedness induces the first form. The second is the
correlation across time-points. We borrow a Brownian diffusion process
along a given phylogenetic tree to account for the relatedness and co-opt
a repeated measures framework to model the latter. We analyze the evolu-
tion of gene expression in the yeast kinase family using splines to estimate
non-linear behavior across three perturbation experiments. PR models
outperform previous approaches and afford the prediction of ancestral ex-
pression profiles.

Bayesian Multivariate Spatial Models for Association
Mapping in Structured Samples

o Meijuan Li, The University of Minnesota, A448 Mayo Bldg., MMC 303,
420 Delaware St. SE, Biostatistics Division, Minneapolis, MN 55455-0378,
meijuanl@biostat.umn.edu; Brad Carlin, The University of Minnesota;
Cavan Reilly, The University of Minnesota

Key Words: Population Structure, Association Mapping, Bayesian Con-
ditional Autoregressive (CAR) Modeling, Linkage-Disequilibrium, Relative
Kinship, Deviance Information Criterion (DIC)

Population-based Linkage-Disequilibrium (LD) mapping permits much
finer-scale mapping and higher power than does family linkage analysis.
However, unlike family based association study, the population-based as-
sociation mapping is not a controlled experiment, false positives can arise
from population structure and genetic familiar relatedness between the
samples. There is tremendous interest in simultaneously testing the asso-
ciation between a candidate gene and multiple phenotypes of interest. We
here present a new method for population-based association mapping by
multivariate Bayesian conditional autoregressive modeling (MCAR). The
method we developed accounts for population structure and complex re-
lationships between the samples. We illustrate our modeling approach us-
ing the previously published 4 type of flowering data from 95 Arabidopsis
thaliana accessions.
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@@ Statistical Computing

and Statistical Graphics Paper
Competition @

Section on Statistical Computing, Section on Statistical Graphics
Sunday, July 29, 4:00 pm-5:50 pm

Improved Centroids Estimation for the Nearest Shrunken
Centroid Classifier

+ Sijian Wang, University of Michigan, 1420 Washington Heights, SPH
II, Ann Arbor, MI 48109-2029, sijwang@umich.edu; Ji Zhu, University of
Michigan

Key Words: High Dimension Low Sample Size, LASSO, Microarray,
Nearest Shrunken Centroid, Regularization, Variable Selection

The nearest shrunken centroid (NSC) method has been successfully ap-
plied in many DNA microarray classification problems. We show that the
NSC method can be interpreted in the framework of LASSO regression.
Based on that, we propose two new methods (or penalty functions) for mi-
croarray classification, which improve over the NSC. Unlike the L1-norm
penalty used in LASSO, the penalty terms that we propose make use of the
fact that parameters belonging to one gene should be treated as a natural
group. Numerical results indicate that the two new methods tend to re-
move irrelevant variables more effectively and provide better classification
results than the L1-norm approach.

Exploratory Model Analysis with R and GGobi

o Hadley Wickham, Iowa State University, 2519 Chamberlain Street, Apt
314, Ames, 1A 50014, h.wickham@gmail.com

This paper describes exploratory model analysis for ensembles of linear
models, where we look at all possible main effects models for a given datas-
et (or alarge subset of these models). This gives greater insight than looking
at any small set of best models alone: an ensemble of many models can tell
us more about the underlying data than any individual model alone.

spBayes: An R Package for Univariate and Multivariate
Hierarchical Point-Referenced Spatial Models

** Andrew Finley, The University of Minnesota, Dept. of Forest Resources,
115 Green Hall, 1530 Cleveland Ave. N, Saint Paul, MN 55108, afinley@
stat.umn.edu; Sudipto Banerjee, The University of Minnesota; Brad Carlin,
The University of Minnesota

Key Words: Bayesian inference, coregionalization, kriging, MCMC, mul-
tivariate spatial process

Scientists and investigators in diverse fields often encounter spatially ref-
erenced data collected over a fixed set of locations within in a region of
study. Such point-referenced (geostatistical) data are often best analyzed
with Bayesian hierarchical models. Unfortunately, fitting such models
involves computationally intensive Markov chain Monte Carlo methods
whose efficiency depends upon the specific problem at hand and often re-
quires extensive coding. Here, we introduce a statistical software package,
spBayes, built upon the R statistical computing platform that implements a
generalized template encompassing a wide variety of Gaussian spatial pro-
cess models for univariate as well as multivariate point-referenced data. We
discuss the algorithms behind our package and software design consider-
ations. We illustrate with an analysis of forest inventory biomass data.
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A Flexible Variable Selection Algorithm for the Cox Model
with High-Dimensional Data

#* Alexander Pearson, University of Rochester, Department of
Biostatistics, 601 Elmwood Avenue, Box 630, Rochester, NY 14642,

alexander_pearson@urmc.rochester.edu; Derick R. Peterson, University of
Rochester

Key Words: Model selection, Cox proportional hazards, high-
dimensional data

We consider the problem of variable selection with high-dimensional data
in the Cox proportional hazards model framework. We propose a search
algorithm that lies between forward selection and all subsets. This method
uses an evolving subgroup paradigm to intelligently select variables over a
larger model space than forward selection. We show that our method can
yield significant improvements in the number of true variables selected and
the prediction error compared with forward selection, as demonstrated
with a simulations study.

@ ﬂ Open-Ended Questions in

Mail, Web, and Telephone Surveys

Section on Survey Research Methods, Section on Government
Statistics, SSC, WNAR, Social Statistics Section
Sunday, July 29, 4:00 pm-5:50 pm

Effects of Answer Space Size on Responses to Open-
Ended Questions in Mail Surveys

#* Glenn Israel, University of Florida, PO Box 110540, Gainesville, FL
32611-0540, gdisrael@ufl.edu

Key Words: Open-ended questions, mail surveys

Open-ended questions can provide valuable information to help research-
ers understand a respondent’s thinking but using such questions has
proven problematic in mail surveys. Experimental data are used to assess
the impact of answer space size on the length and content of responses to
two open-ended questions that are part of Florida Cooperative Extension’s
customer satisfaction survey. Based on nearly 2,000 responses collected
from 2003 to 2006, the size of the answer space showed no affect on the
propensity to answer, but did impact the length of the response with larger
spaces eliciting more words and sentences. Results of the content analysis
will also be presented. These data provide a context for researchers to make
decisions about the use of open-ended questions in mail surveys and the
potential impact on the information collected.

Improving the Quality of Open-End Questions in Mail,
Web, and Telephone Surveys
+% Don Dillman, Washington State University, 133 Wilson hall SESRC,

Pullman, WA 99164-4014, dillman@wsu.edu; Jolene Smyth, Washington
State University; Leah M. Christian, The University of Georgia

Key Words: open-end questions, survey methods, mail surveys, web sur-
veys, telephone surveys

Results from a series of experiments aimed at improving the quality of open-
end questions in mail, web and telephone surveys will be presented. The ex-
periments were conducted annually between 2002 and 2007 using random
samples of students (n’s approximately 200-350 for each of the experimen-
tal panels) at Washington State University, with the aim of testing multiple
mechanisms for improving the number of words, number of themes, and
extent of elaboration that occur in different modes for the same or simi-
lar questions. Results reveal that the quality of open-ended responses can
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be improved for each of the survey modes, but require somewhat different
mechanisms in each mode in order to achieve that goal. The overarching
goal for conducting these experiments is to find ways of achieving equiva-
lent quality for open-ended questions across survey modes.

Impact of Presentation Format of Open-Ended Survey
Questions on Response Quality

% Steven Swinford, Montana State University, 2109 Wilson Hall,
Bozeman, MT 59717, swinford@montana.edu

Key Words: Survey, Open-ended

Six surveys conducted in 2006 on a variety of populations and topics have
included variations in the space provided to answer open-ended questions.
In each case one-half of the prepared surveys provided white space below
the open-ended question to enter aresponse. In the other half of the surveys
the whitespace was framed with a solid line, creating a box, as a visual cue
to the respondent as the space where an answer could be entered. Under in-
vestigation here are the different response rates using the two formats, the
length of the answers provided, whether the borders of the boxed versions
were violated when answers were longer than the space provided, and the
number of themes contained in answers using both response formats.

The Influence of Golor and Space Constraints on
Responses to Open-Ended Questions in Paper
Questionnaires

% Virginia Lesser, Oregon State University, Department of Statistics, 44
Kidder Hall, Corvallis, OR 97330, lesser@science.oregonstate.edu; Lydia
Newton, Oregon State University

Key Words: open-ended questions, mail surveys

A number of experiments were conducted across different populations in-
vestigating the use of color and design of the response space allotted for
open-ended questions. Eleven studies were conducted from 2004 to 2006.
Black and white versions of the questionnaire were compared to either
green or blue colored questionnaires. In the visitor surveys, park personnel
randomly distributed the questionnaires as individuals entered the park.
The size and shape of the area provided for open ended responses varied
across the questionnaires in the visitor surveys. For each study, the num-
ber of words was determined for each open ended question appearing on
the questionnaire. Response rates for the different questionnaire versions
were compared. Responses across closed-ended questions were compared
to evaluate whether responses differed among the groups.

@@ Statistical Methods for

Chronic Inflammatory Diseases @ &

WNAR, ENAR, Section on Health Policy Statistics
Sunday, July 29, 4:00 pm-5:50 pm

Some Statistical Issues in Rheumatology

4 Charlie Goldsmith, McMaster University, Centre for Evaluation of
Medicines, 105 Main Street East Level P1, Hamilton, ON L8N 1G6
Canada, goldsmit@mcmaster.ca

Key Words: Design, Factorial, Measurement, Outcome, Validity, Trials

The rheumatic diseases have interesting statistical design issues and inno-
vations in measurement methodology. These include use of experimental
designs such as extra-period Latin Squares, Latin Squares, factorial designs
and new fractional factorial designs to estimate efficacy when a placebo
group is unethical. The Central Limit Theorem has been adapted to make
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better outcome measurement tools and the recognition of bias in outcome
assessment has lead to the development of an “Independent Assessor” as a
trained measurer, but not a health professional who is biased in the assess-
ment of these patients; and validating Nurse Measurers to replace Rheu-
matologists in clinical trials. The innovations have led to improvements in
measurement methods and tools that have allowed researchers to become
more efficient in the assessment of therapies that can help patients with
these diseases.

Meta-Analysis of Clinical Trial Safety Data in
Rheumatoid Arthritis (RA) and Other Inflammatory
Disease

#* Yun Chon, Amgen Inc., MS 24 2 C, One Amgen Center Dr, Thousand
Oaks, CA 91320, ychon@amgen.com; Hong A. Xia, Amgen Inc.

Key Words: Rare Adverse Event, Safety Data, Meta-Analysis, Poisson
model

Most of clinical trials are designed based on efficacy end points, and there-
fore have limited power to detect important differences in safety endpoints.
The detection of rare AEs is more problematic since studies have relatively
short periods and AEs often sparse and leading to zero event in one or both
treatment groups. A meta-analysis can be conducted to detect the differ-
ences in rare AE between two treatment groups. Results of meta-analysis
may be sensitive to the choice of statistical methods. Sensitivity analyses
to assess the robustness of results are recommended. The meta-analysis
methods at the aggregated study level and at individual patient level using
Poisson models and survival techniques are illustrated using clinical trial
data. Individual patient data analysis with an appropriate choice of covari-
ates is a preferred method.

Predicting Trends of Radiographic Outcomes Using
Baseline Data

% Grace Park, University of California, Los Angeles, 1025 Yorktown
Ave, Division of Biostatistics, Montebello, CA 90640, gspark@ucla.edu;
Weng-Kee Wong, University of California, Los Angeles; Abdelmonem A.
Afifi, University of California, Los Angeles; David A. Elashoft, University
of California, Los Angeles; Dinesh Khanna, University of Cincinnati;
John T. Sharp, University of Washington; Richard H. Gold, University of
California, Los Angeles; Harold E. Paulus, University of California, Los
Angeles

Key Words: cluster analysis, K-medians, rheumatoid arthritis, multino-
mial outcomes

Observational studies may lead to diverse visit times and methods of eval-
uating radiographic progression of joint damage in rheumatoid arthritis
(RA). Instead of traditional progression rates for radiographic outcomes,
we examined the usefulness of radiographic profile patterns through clus-
tering algorithms to assess progression rates at set time intervals. Hands
and feet radiographic scores were analyzed from a prospective RA cohort.
Progression rates were determined by interpolating between set time inter-
vals past the first radiographic observation. Patients were then grouped on
their sets of progression rates by clustering algorithms (K-medians) based
on Euclidean distances, and cluster membership was examined as a mul-
tinomial outcome measure regressed on baseline covariates. We conclude
that patterns may correspond better with clinical status and treatment ver-
sus traditional rates.
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Estimating the Effect of Treatment on Rates of
Unintended Events in Rheumatoid Arthritis: A Case
History with Caveats

% Mark Lunt, University of Manchester, Division of
PharmacoEpidemiology, 1620 Tremont Street, Boston, MA 02120, mark.
lunt@manchester.ac.uk; Daniel H. Solomon, Brigham and Women’s
Hospital; Deborah P.M. Symmons, University of Manchester; Til Stiirmer,
Brigham and Women’s Hospital

Key Words: Propensity Score, effect modification, confounding

Observational studies can provide answers to questions of clinical im-
portance that cannot be answered through a clinical trial. However, such
studies can be misleading if imbalances in potential confounders between
treated and untreated subjects are not accounted for appropriately. We will
present an example of estimating the effect of anti-TNF treatment on mor-
tality in RA patients. A variety of different propensity score (PS) methods
were used to balance potential confounders between treated and untreat-
ed, giving rise to widely varying estimates of the treatment effect. These
different estimates were shown to be due to effect modification across the
PS, with different estimators averaging the treatment effect over different
distributions of the PS. The results illustrate the importance of assessing
effect modification across the PS that can be real or due to unmeasured
confounding.

@@ Recent Advances in

Microarray Data Analysis VI @ &

Biometrics Section
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Smoothing Spline Mixed Effects Modeling of
Multifactorial Gene Expression Profiles

+% Brandon Smith, University of Illinois, 1008 S Busey Ave Apt 6, Urbana,
IL 61801, bjsmithd@uiuc.edu; Sandra Rodriguez-Zas, University of Illinois
at Urbana-Champaign; Bruce Southey, University of Illinois at Urbana-
Champaign

Key Words: Smoothing spline, mixed effect model, microarray

The analysis of time-course microarray data is challenging because of the
wide range of gene expression patterns, multiple sources of variation, and
dependency of the measurements. We studied the performance of a hier-
archical approach that integrates a flexible smoothing spline description
of time-trends with mixed effects modeling of technical and experimental
sources of variation to describe gene expression profiles. Overall patterns
of gene expression during honey bee behavioral maturation and deviations
associated to race and host colony effects were identified. A penalized like-
lihood-based approach was used and two spline dimensional bases were
compared using likelihood-based criterion. A total of 140 genes exhibited
differential expression across age, race and colony. The flexibility of the
spline model component permitted the estimation of multiple unique tra-
jectories in time.

Estimating Absolute Transcript Concentration for
Microarrays Using Langmuir Adsorption Theory

+* Min Mo, University of Texas at Arlington, Department of Mathematics,
Arlington, TX 76019, minmo@uta.edu

Key Words: Langmuir adsorption model, Absolute transcript concentra-
tion, Microarray, Spike-in genes
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The estimation of absolute transcript concentrations might be obtained by
finding the estimations of Langmuir parameters. We investigate the pos-
sibility of using the spike-in genes found on commercial microarrays, along
with an assumed log-linear model for the Langmuir parameters in terms
of the spike-in probe sequence features, to estimate the assumed-invariant
model coefficients. These estimated coefficients are then used, along with
the probe sequence features of the target probes, to estimate the Langmuir
parameters for each target probe. Finally, these estimated Langmuir pa-
rameters are combined with the expression measurements to produce es-
timates of the absolute transcript concentrations. The performance of this
method will depend on the extent of this extrapolation. Simulation results
will be presented to describe the performance of the method.

Positive and Negative Association Rules of Gene
Coexpression Patterns

% Sandra Rodriguez-Zas, University of Illinois at Urbana-Champaign,
1207 W Gregory Dr, Urbana, IL 61801, rodrgzzs@uiuc.edu; Bruce Southey,
University of Illinois at Urbana-Champaign; Younhee Ko, University of
Illinois at Urbana-Champaign; Chengxiang Zhai, University of Illinois at
Urbana-Champaign

Key Words: positive and negative association rules, microarray, mixed ef-
fects models

The vast amount of data generated from gene expression studies challenges
the discovery of meaningful relationships between genes. Interesting asso-
ciations between genes influencing maturation in honeybees were identi-
fied by integrating mixed effects modeling of technical and experimental
sources of variation, positive and negative association rules and functional
annotation of genes. The highest number of rules occurred when gene-sets
were jointly expressed at two or three stages. Multiple interesting rules
with high support, high confidence and high conviction were identified.
Gene Ontology information identified common molecular function and
biological process underlying the co-expression patterns. The synergistic
combination of statistical analysis and data mining association rules im-
proved the interpretation of gene expression data.

Model-Based Background Correction for lllumina
Microarray Data

¥ Yang Xie, The University of Texas Southwestern Medical Center

at Dallas, 5323 Harry Hines Blvd., Dallas, TX 75390-8590, yang.xie@
utsouthwestern.edu; Lianghao Ding, The University of Texas Southwestern
Medical Center at Dallas; Michael Story, The University of Texas
Southwestern Medical Center at Dallas; Guanghua Xiao, The University of
Texas Southwestern Medical Center at Dallas

Key Words: lllumina Microarray Data, Background Correction, RMA

Illumina Microarray platform become more and more popular due to its
high quality and low cost. But the analysis methods for the Illumina ar-
ray data are far behind than that of the Affymetrix GeneChip data and
need to be improved extensively. One feature of illumine arrays is that its
noise is controlled by beads conjugated with non-specific oligos. Illumina
Inc. provides method to perform background subtraction using the aver-
age value of control beads. However, there has been report suggesting that
these methods have negative impact on Illumina data quality. Here we pro-
pose a new model based method incorporating the negative control beads
information into a statistical model for the background correction of Il-
lumina arrays. Both the simulation and real data examples show the good
performance of the new method.
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An Efficient Mixture Model Approach To Characterize
Gene Pathways Using Bayesian Networks

#* Younhee Ko, University of Illinois at Urbana-Champaign, 1207 W
Gregory Dr, Urbana, IL 61801, younko@uiuc.edu; Sandra Rodriguez-Zas,
University of Illinois at Urbana-Champaign; Chengxiang Zhai, University
of Illinois at Urbana-Champaign

Key Words: microarray, mixture of models, Bayesian Information Crite-
rion, Bayesian networks

Traditionally, the identification of directional gene networks using Bayes-
ian networks requires the discretization of continuous gene expression
measurements that may result in loss of information. A weighted mixture
of Gaussian models was used in a Bayesian network to identify gene path-
ways from continuous gene expression data. Parameter estimates were
obtained using an EM algorithm and the network structure better sup-
ported by the data was identified using Bayesian Information criterion.
To overcome high computational demands, the potential number of genes
influencing the expression of another gene was restricted without jeopar-
dizing the parameter search space. The Bayesian network was applied to
two published yeast pathways and a honey bee pathway. Results indicated
that our approach can efficiently characterize gene pathways with different
topology using continuous data.

Penalties Paid for Ignoring the Correlation Between
Intensity Channels in Gene-Expression Analysis

+* Sang-Hoon Cho, University of Wisconsin-Madison, MSC 1300
University Ave, Madison, W1 53706, cho@stat.wisc.edu; Michael Kosorok,

The University of North Carolina at Chapel Hill; Richard A. Johnson,
University of Wisconsin-Madison

Key Words: microarray, bivariate gamma distribution, copula function,
Bayes estimator

In a typical two channel microarray analysis, it is natural to expect that
there exists a strong positive correlation between intensity channels, espe-
cially under the null hypothesis of no differentially expressed genes. As far
as we are aware, there has not been any study specific investigating about
how much gain there would be once the correlation information between
intensity channels was utilized in statistical approaches. In this talk, we
will show that the correlation information between intensity channels
may be a significant component embedded in the data that should not be
overlooked in gene-expression analysis. As an illustration, we will show a
couple of examples in which we specify a correlation component in statisti-
cal methods proposed by Chen et al. (1997) and Newton et al. (2001) and
make a comparison between the earlier models and our extended models
with correlation.

ANCOVA-Based Normalization Method for cDNA
Microarrays

% Natalia Tchetcherina, The Pennsylvania State University, 326 Thomas
Building University Park, State College, PA 16802, nxt7@psu.edu; James L.
Rosenberger, The Pennsylvania State University

Key Words: normalization, quality control plots, ANCOVA, LSmeans,
profile plots, linear model

Normalization is one of important and challenging procedures in the anal-
ysis of microarray data. In this paper, we propose using ANCOVA instead
of normalization. As a covariate we propose to take the median of spiking
control spots or other genes that do not belong to the investigated organ-
ism and suppose to be unchanged under treatments. Our method does not
have assumption on how many genes are expected to be differentially ex-
pressed. The method does not require a fixed number of control spots per
array. Even small number of the control spots is enough to use as a covari-
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ate. The method can be used for different experiment designs. It can be
used for nonlinear models.

Longitudinal Data
Analysis ® &

Biometrics Section, Biopharmaceutical Section, Section on Health
Policy Statistics
Sunday, July 29, 4:00 pm-5:50 pm

Inference for Intraclass Correlation Models with Missing
Responses at Random

¢ Kai Fun Yu, National Institutes of Health, NICHD/DHH, Bldg 6100,
Room 7B05, Bethesda, MD 20892-7510, yukf@exchange.nih.gov; Mixia
Wu, National Institutes of Health; Aiyi Liu, National Institutes of Health

Key Words: intraclass correlation model, contrast, missing

Intraclass correlation models are popular choices for the treatment of the
data from block design or cluster sampling and longitudinal data with an
individual random effect. Since missing data often occur in practice, the
maximum likelihood (ML) method becomes complicated and requires
numerical iterative computations. Some simple exact tests and estimators
are often required in some situations. In this paper, we consider an basic
intraclass correlation models with missing data at random and propose a
new method to construct exact test statistics and simultaneous confidence
intervals for all linear contrast in means, which permits missing data with
non-monotone pattern. A real example from the Calcium for Preeclampsia
Prevention (CPEP) Study is provided for illustration.

Comparing Approaches for Predicting Prostate Cancer
from Longitudinal Data

% Christopher Morrell, Loyola College in Maryland, Mathematical
Sciences Department, 4501 North Charles Street, Baltimore, MD 21210,

chm@loyola.edu; Larry ]. Brant, National Institute on Aging; Shan L.
Sheng, National Institute on Aging

Key Words: Classification, Linear Mixed-Effects Models, Sensitivity and
Specificity

Classification approaches are compared using longitudinal data to predict
the onset of disease. The data are modeled using linear mixed-effects mod-
els. Posterior probabilities are computed of group membership starting
with the first observation and adding observations until the subject is clas-
sified as developing the disease or until the last measurement is used. From
the longitudinal analysis we first use the marginal distributions of the
mixed-effects models. Next, conditional on group-specific random effects,
the conditional distribution is used to compute the posterior probabilities.
The third approach uses the distributions of the random effects. Finally, the
subjects’ data is summarized by the most recent value and rate of change
which are used in a logistic regression model to obtain formulae that can be
applied at each visit to obtain probabilities of group membership.

Improving the Efficiency of Estimators for Treatment
Effect in Two-Arm Randomized Trials Using Auxiliary
Covariates

% Min Zhang, North Carolina State University, 602 General Joseph
Martin Circle, Apt 103, Raleigh, NC 27606, mzhangd@ncsu.edu

Key Words: Semiparametrics, Auxiliary Covariates, Randomized Clini-
cal Trials, efficient estimators, longitudinal study
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Inarandomized clinical trial, the primary goal is to estimate some measure
of treatment effect. Because of limited resources, it is desirable to take ad-
vantage of whatever information is available to make as efficient inference
as possible. In most large trials, many auxiliary covariates are collected,
additional information contained in which may form the basis for more ef-
ficient inference. Concerns over the potential for bias are often raised over
existing methods for covariate-adjusted analysis. Moreover, such “adjust-
ed” analysis estimate treatment effect conditional on covariates, whereas
the primary interest often focuses on the unconditional effect. Using the
theory of semiparametrics, we propose a general and flexible approach to
exploit auxiliary covariates that leads to more precise estimators for un-
conditional treatment effect while circumventing the usual concerns.

Moving Block Bootstrap for Analyzing Longitudinal Data
% Hyunsu Ju, The University of Texas Medical Branch, 3.302 Jennie Sealy
Hospital 301 University Blvd, Galveston, TX 77550, hyju@utmb.edu;
Suojin Wang, Texas A&M University

Key Words: Longitudinal study, Resampling methods, Moving block
bootstrap

Many longitudinal studies in which subjects are followed over time are
the case that the number of subjects is large and the number of measure-
ments per subject over time is small. We focus on a case where the number
of replications over time is large relative to the number of subjects in the
study. We investigate the use of moving block bootstrap methods involving
resampling possibly overlapping blocks for analyzing such data rather than
standard ordinary bootstrap or resampling subjects bootstrap. Asymptotic
properties of the bootstrap methods in this setting are derived. The effec-
tiveness of these block resampling methods is also demonstrated through
a simulation study.

Comparison of Design-Based and Model-Based Methods
to Estimate the Cluster Effect Using National Population
Health Survey Data (1994-2003)

#* Sunita Ghosh, University of Saskatchewan, 1042711 112th St,
Edmonton, AB T6] 4M1 Canada, sugl32@mail.usask.ca; Punam Pahwa,
University of Saskatchewan

Key Words: Multi-stage sampling, Bootstrap, Generalized Estimating
Equation, NPHS, Asthma, Logistic Regression

Analysis of data collected using multi-stage sampling design, should ac-
count for stratification, clustering and unequal probability of selection.
This paper aims to account for clustering and unequal probability of se-
lection. Design-based approaches Rao-Wu bootstrap methods were used.
Generalized Estimating Equation (GEE) approach was used for model-
based methods. Both these approaches were applied and compared us-
ing National Population Health Survey (NPHS) dataset. Two time points
Cycle 1 (1994-95) and Cycle 5 (2002-03) were used for analytical purpose.
Longitudinal weight provided by Statistics Canada was used. The variable
of interest was self-reported physician diagnosed asthma. Its relationship
with other variables was studied. Accounting for the two features of sur-
vey design, produced similar results for the design-based and model-based
methods.

Highly Efficient Longitudinal Designs That Are Robust
Against Mis-specification of the Model

% Shirley Ortega Azurduy, Maastricht University, PO Box 616,
Maastricht, NL-6200 MD Netherlands, shirley.ortega@stat.unimaas.
nl; Frans Tan, Maastricht University; Martijn P.F. Berger, University of
Maastricht

Key Words: D-optimality, linear mixed models, longitudinal data, Maxi-
min criterion, robust design
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Longitudinal data are frequently analyzed by linear mixed models. Optimal
designs for these analyses, however, depend on the specified model. Practi-
tioners seldom know the model structure before data collection. When the
underlying true model differs from the model that is used to specify the op-
timal design, this design becomes inefficient. We apply a D-optimal maxi-
min criterion to find a set of designs that remain highly efficient whenever
the model is incorrectly specified. Based on different model and parameter
spaces, the relative efficiency of each chosen optimal design with respect to
the true model is computed. Thereafter, the minimum relative efficiencies
as function of the true models are derived. Finally, designs with the maxi-
mum efficiencies are identified. We show that these robust designs have a
larger efficiency than the conventional equally spaced designs.

Solving Structured Maximum Likelihood Estimating
Equations for Nested Marginal Discrete Longitudinal
Models

% Arunava Chakravartty, University of California, Riverside, 200 W Big
Springs Road, Apt 4, Riverside, CA 92507, achak001@ucr.edu

Key Words: estimating equations, marginal models, longitudinal data,
nested models, numerical convergence, intial solution

Three nested marginal models are considered for describing a discrete lon-
gitudinal data. The Maximum Likelihood Estimating Equations for these
three models have a common set of Estimating Equations with a special
structure. This paper brings forth the structure common to these set of
Estimating Equations and then describes the methods for solving the esti-
mating equations for all three nested models. The initial solutions in these
methods are determined naturally from the Estimating Equations and then
improved to the final solutions through a series of steps described in the

paper.

@5 Statistical Issues Related to

Categorical Data in Clinical Trials ® &

Biopharmaceutical Section, Biometrics Section
Sunday, July 29, 4:00 pm-5:50 pm

Sample Size Determination for Binomial Endpoints Based
on the Width of the Confidence Interval in Phase IIA
Clinical Trials

+% Tai-Tsang Chen, Bristol-Myers Squibb Company, 5 Research Parkway,
2FW311, Wallingford, CT 06492, tai-tsang.chen@bms.com; Vishwanath

Iyer, Novartis Healthcare Pvt. Ltd; Aparna B. Anderson, Bristol-Myers
Squibb Company

Key Words: Sample size, Confidence interval, phase 11

Single-arm phase II clinical trials are usually undertaken to assess whether
a new agent has sufficient activity and an acceptable safety profile to war-
rant further investigation. When the goal is to estimate the response rate,
the design options are limited. We propose an approach to determine the
sample size in a phase II study when the primary interest is to estimate a
binary outcome. The sample size is chosen to ensure that among confi-
dence intervals that contain the true parameter, the probability that the
interval width is smaller than a prespecified threshold is sufficiently high.
We will apply the sample size calculation to different methods of calculat-
ing confidence intervals and provide recommendations on how to choose
the threshold value for the confidence interval width.

50  {SW, 2007

@ Applied Session

o Presenter

Sample Size Estimation for the Phase Ill Confirmatory
Clinical Trials Considering the Uncertainty of the Effect
Size

+* Zhe Shang, Novartis Pharmaceuticals, One Health Plaza, East Hanover,
07936, zhe.shang@novartis.com; Yawei Zhang, University of Pennsylvania

Key Words: confirmatory clinical trials, sample size, effect size

Sample size estimation is a crucial component during the designing stage
of phase III confirmatory clinical trials. Wang, Hung, and O’Neill (2004)
pointed out that the estimates of effect sizes obtained from previous clini-
cal trials and past literatures are often too optimistic for the planning of
the phase III confirmatory trials. Sample size estimation considering the
uncertainty of the variance was studied by Julious and Owen (2006). In
the presentation, we developed three sample size estimation formulas
which take the uncertainty of effect size into consideration. We discussed
the properties of our sample size estimation formulas and compared them
with the traditional sample size calculation formula. We also pointed out
how our sample size formulas can be applied to the binary response data.
Finally we applied our sample size estimation formulas to a real phase III
clinical trial.

Small-Sample Tests for Efficacy in Fixed-Dose Drug
Combination Studies

% Melinda M. Holt, Sam Houston State University, Mathematics and
Statistics, PO Box 2206, Huntsville, TX 77341, mholt@shsu.edu; Jesse
Linder, Southeastern Louisiana University; Ferry Butar Butar, Sam
Houston State University

Key Words: Binomial, Clinical Trials, Resampling, Bootstrap, Min Test

To be approved by the U.S. Food and Drug Administration, a drug combi-
nation must demonstrate efficacy; that is, it must be superior to each of its
components. Here we consider fixed-dose clinical trials designed to show
the efficacy of a combination drug when the response of interest is binary.
Wang and Hung (1997) developed large-sample tests to demonstrate effica-
cy. Based on the results of a performance analysis, the authors recommend-
ed their tests for samples of size 20 or more and called for further study
into small-sample methods. We present small-sample procedures based on
the bootstrap and permutation methods. We also provide a performance
analysis comparing the power and Type I error of the small-sample ap-
proaches to those of the large-sample approach.

Extension of the Rank Sum Test for Clustered Data in
Vision Clinical Trials

** Ratna Ramaswamy, Johnson & Johnson PRD, 199 Grandview Road,
Skillman, NJ 08502, rramaswa@cpcus.jnj.com; Gary Koch, The University
of North Carolina at Chapel Hill; Ram Ganeshan, Statistical Consultant

Key Words: Wilcoxon Type Nonparametric Rank Tests, Vision Trials,
Non-Independence among experimental Units

In Vision Clinical trials, the unit of drug treatment is one of the two eyes.
To make the maximum use of the experimental units eye is considered as
unit of analysis. Only the case of two treatments, active and vehicle pla-
cebo is considered here for simplicity. Clinical parameters of interest as
an example would be itching and redness measured on the ordinal scale.
For the nature of the data (generally, non-normal and skew distributed), a
rank test such as two-sample Wilcoxon Rank Sum Test comes out as the
test of choice. However the factor of non-independence of the sampling
units (eyes) is generally ignored. Some reasonable ranking methods using
Cochran-Mantel-Haenzel tests that would take the correlated structure of
the data into consideration are given here.
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Estimation of Diagnostic Accuracy Measures for a
Binocular Test
#* Daniel Bonzo, Altus Pharmaceuticals, Inc., 125 Sidney Street,

Cambridge, MA 02703, dbonzo@altus.com; Alexander R. de Leon,
University of Calgary

Key Words: Common correlation model, correlated binary data, coverage
probability, predictive values, sensitivity, specificity

Diagnostic studies in ophthalmology frequently involve binocular data
where pairs of eyes are evaluated, through some diagnostic procedure, for
the presence of certain diseases or pathologies. The simplest approach of
estimating measures of diagnostic accuracy, such as sensitivity and speci-
ficity, treats eyes as independent. Approaches which account for the inter-
eye correlation include regression methods using GEE and likelihood tech-
niques based on various correlated binomial models. The paper proposes
a simple alternative methodology of estimating measures of diagnostic ac-
curacy for binocular tests based on a flexible model for correlated binary
data. Moments estimation of model parameters is outlined and asymptotic
inference is discussed. The computation of the estimators and their stan-
dard errors are illustrated with data from a study on diabetic retinopathy.

Exposure Adjusted Incidence and Event Rates in Safety
Analysis
¢ Li Chen, Amgen Inc., One Amgen Center Drive, Thousand Oaks, CA

91320, lic@amgen.com; Xin He, University of Missouri-Columbia; Lei Lei,
Amgen Inc.; Hong A. Xia, Amgen Inc.

Key Words: Adverse event, Crude percentage, Exposure adjusted inci-
dence rate, Exposure adjusted event rate, Confidence interval

Assessment of drug safety typically involves estimation of occurrence rate
of adverse events. Most often, the crude percentage (subject incidence) is
used to estimate adverse event rate. However, in some situations, the ex-
posure adjusted incidence rate (EAIR) and exposure adjusted event rate
(EAER) may be more appropriate measures to account for the potential
difference in the duration of drug exposure or the follow-up time among
individuals, and to capture the multiple occurrences of certain adverse
events for a subject. In this paper, we establish the asymptotic properties
of the EAIR and EAER under certain assumptions, and propose a general
approach for variance estimation of the rates and for calculating the confi-
dence intervals of the rate differences between two groups. The methodol-
ogy is illustrated by simulation studies and applications in a clinical trail.

Conditional Confidence Intervals for p1-p2 and p1/p2

Using a Generalized Fisher’s Exact Test

Devan V. Mehrotra, Merck & Co., Inc.; %* Arthur Roth, Pfizer Inc., 2800
Plymouth Rd, Ann Arbor, MI 48105, arthur.j.roth@pfizer.com

Key Words: nuisance parameter, confidence interval, Fisher’s exact test,
difference of proportions, ratio of proportions

Fisher’s exact test compares two independent binomial proportions, pl
and p2, using conditional inference. It can be viewed as a test on the odds
ratio OR=[p1/(1-p1)]/[p2/(1-p2)], the difference D=pl-p2, or the ratio R=p1/
p2, i.e., the null hypothesis can be written as OR=1, D=0, or R=1. A cor-
responding exact conditional confidence interval (CI) to complement the
p-value from Fisher’s test is easy to construct for OR based on a natural
ancillary statistic, but not for D or R, which have no ancillary statistics,
making it necessary to deal with a nuisance parameter. We propose two
solutions to the nuisance parameter dilemma, each within the context of
a “generalized Fisher’s exact” (GFE) test. Illustrative examples and exact
numerical results are provided to demonstrate the superiority of our GFE-
based conditional CIs for D and R relative those proposed by Santner and
Snell (JASA, 1980).
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@@ Use of Bayesian Statistics in

Phase-l Clinical Studies ® &

Biopharmaceutical Section, Biometrics Section
Sunday, July 29, 4:00 pm-5:50 pm

Maximum Likelihood Methods for Optimal Treatment
Schedule-Finding in Clinical Trials

% Changying Liu, University of Michigan, 38175 Lantern Hill court,
Farmington Hills, MI 48331, changying8618@yahoo.com; Thomas M.
Braun, University of Michigan

Key Words: Phase 1 trial, Maximum tolerate schedule, change-point,
boundary parameter, maximum likelihood, large sample property

Braun, Yuan, and Thall (2005) constructed a Bayesian paradigm for Phase I
trial designs that allows for the evaluation and comparison of several treat-
ment schedules, each consisting of a sequence of administration times.
The goal of their design was to determine a maximum tolerated schedule
(MTS). Our work focuses upon a maximume-likelihood alternative to their
work. We propose using maximum likelihood to estimate the parameters of
the triangular hazard used by Braun, Yuan, and Thall (2005) in a single ad-
ministration setting. We describe how to derive estimators for the change-
point and boundary parameters of the triangular hazard model and discuss
their large sample properties. We also explain the challenge in extending
the results from a single administration setting to a multiple schedules set-
ting, with each schedule consisting of multiple administrations.

Power and Sample Size for Dose Proportionality Studies

+¢ llsung Chang, Johnson & Johnson PRD, 900 Davidson Road, APT 145,
Piscataway, NJ 08854, ichang@prdus.jnj.com; Jaya Natarajan, Johnson &
Johnson PRD

Key Words: Dose proportionality, Power and sample size, Pharmacokinetics

The pharmacokinetics of a compound are defined to be dose-proportional
if the AUC and Cmax are proportional to the dose. The analysis of dose
proportionality studies can be handled in several ways: ANOVA, confi-
dence intervals for each pair of doses studied (BE approach), or confidence
interval on the estimated slope of the regression line. In this presentation,
for crossover and parallel group designs, we examine the power and sample
size required for the two confidence interval approaches (CI for each pair
of doses; CI for the estimated slope) using both closed form expression and
simulation approach.

Elicitation of Expert Opinion and Bayesian Fitting of a
Logistic Dose-Response Gurve
% Les Huson, GNB Limited, Chislehurst Business Centre, Bromley Lane,

Chislehurst, BR7 6LH United Kingdom, les@gnblimited.co.uk; Nelson
Kinnersley, Roche Products Limited

Key Words: bayesian, logistic, dose-response, elicitation, prior

Before undertaking a Phase I study in which a dose-response relationship
was to be investigated, we elicited prior opinion about the relationship
from a group of internal experts, using a graphical technique. We describe
this elicitation process, and also discuss two methods which we used to
convert the expert opinion into prior distributions for the parameters of a
logistic dose-response curve. The first such technique combines the CDF
approach with a simulation step, and the second involves forming priors by
bootstrapping. We also report the results from Bayesian analyses combin-
ing these priors with data from the Phase I study.
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A Discussion on Operational Characteristics in Bayesian
Clinical Trials

#* Xin Zhao, Merck & Co., Inc., 150 Oakland Ave Apt A307, Lansdale, PA
19446, xin_zhao@merck.com

Key Words: Bayesian clinical trial, operational characteristics, Bayesian
methods, clinical trial

Bayesian methods have been applied in clinical trials in recent years.
Operational characteristics are very important in Bayesian clinical trial
planning and evaluation. In this talk, I will lay out the aspects we need to
consider when we plan the operational characteristics in a Bayesian clini-
cal trial. I will also discuss how to evaluate a Bayesian clinical trial results
based on its operational characteristics.

EWOC Online: An Interactive Web Tool for Dose
Escalation in Cancer Phase I Clinical Trials

o Zhiheng Xu, Emory University, 1365B Clifton Rd, Room B4112,
Atlanta, GA 30322, zhiheng.xu@emoryhealthcare.org; Haibin Wang,
Emory University; Mourad Tighiouart, Emory University; André Rogatko,
Emory University

Key Words: EWOC, Maximum tolerated dose, Bayesian methods, Cancer
phase I clinical trial

EWOC (escalation with overdose control) online is a web-based program
which uses Bayesian methods in dose escalation schemes to assign dose
levels sequentially to patients in cancer phase I clinical trials. It has a de-
tailed tutorial which guides users in designing phase I trial with the goal of
approaching maximum tolerated dose as fast as possible while controlling
the probability of overdosing patients. Table for sequential dosages and plot
for tree of doses can be generated from the program. The dose assignment
can be recalculated by modifying the input parameters. Simulation module
will also be available for users to simulate a real phase I trial for a certain
number of cancer patients. Operating characteristics such as consistency
and safety of the trial using this methodology have been well established.
EWOC online can be accessed at http://sisyphus.emory.edu:8080/ewoc/
ewoc3.htm.

Semiparametric Mixed Analysis on PK/PD Models Using
Differential Equations

*Yi Wang, University of Nebraska-Lincoln, 4300 Holdrege Street A201,
Lincoln, NE 68503, wangyi9876@yahoo.com; Kent Eskridge, University of
Nebraska-Lincoln; Shunpu Zhang, University of Nebraska-Lincoln

Key Words: semiparametric, ODEs, spline-enhanced, nonlinear mixed
models

Motivated by the use of semiparametric nonlinear mixed-effects model-
ing on longitudinal data, we develop a new ordinary differential equations
(ODEs) based method designed for general PK/PD models, which are not
addressed by Ke and Wang (2001) and Li et al. (2002). In our method the
part of ODEs is relaxed and assumed to be nonparametric functions that
will be decided by data and estimated nonparametrically using splines.
This setup makes identification of structural model misspecification fea-
sible by quantifying the model uncertainty and provides flexibility for
accommodating possible structural model deficiencies, which are accom-
plished by implementing the spline-enhanced differential equations in a
nonlinear mixed-effects modeling setup. We illustrate the method with an
application to cefamandole data and we evaluate its performance through
simulation.
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Pool-Testing Samples with Random Intercept

o Peng Chen, University of South Carolina, 100 Riverbend Drive,
Apartment G24, West Columbia, SC 29169, chenp@stat.sc.edu; Joshua M.
Tebbs, University of South Carolina

Key Words: pool testing, random intercept, MCEM algorithm, GLMM

In this paper, we extended the regression model discussed in Vansteelant
etc. (2000) by introducing a random site effect. The maximum likelihood
estimate of parameters are discussed. Both direct maximization via nu-
merical qudarartures and Monte Carlo EM algorithm are proposed. Vari-
ance-covariance matrix for MLE are computed, a likelihood-based test for
random effect are derived.

Multiple Parameter Combination of Between-Cluster and
Within-Cluster Regression Coefficient Estimates
o Julie A. Stoner, University of Nebraska Medical Center, Division of

Biostatistics CoPH, 984350 Nebraska Medical Center, Omaha, NE 68198-
4350, jstoner@unmc.edu; Brian G. Leroux, University of Washington

Key Words: Between-cluster Effects, Within-cluster Effects, Correlated
Data, Generalized Estimating Equations

A marginal regression modeling method that optimally weights and com-
bines between-cluster and within-cluster coefficient estimates in a corre-
lated data setting is presented. The combination accounts for correlation
among multiple between-cluster and within-cluster coefficient estimators
and may be applied to multiple coefficient parameters in a given model. In
settings where combining coefficient estimates is appropriate, the method
results in increased efficiency while maintaining stability and coverage
probabilities and avoids direct correlation parameter estimation. The meth-
od is appealing, relative to typical implementations of GEE, in settings with
large cluster sizes relative to the number of independent clusters, varying
cluster sizes, and complicated correlation structures. Method performance
is studied by simulation and an application. (NIH grant ROIDE15651)

Combined Linkage and Association Mapping of
Quantitative Trait Loci with Missing Genotype Data

Ruzong Fan, Texas A&M University; ** Lian Liu, Texas A&M University,
Dept of Statistics, College Station, TX 77843, lian@stat.tamu.edu; Jeesun
Jung, Indiana University; Ming Zhong, Texas A&M University

Key Words: Missing genotype, Linkage disequilibrium mapping, QTL

In this paper, the impact of missing genotypes is investigated for high-
resolution combined linkage and association mapping of quantitative trait
loci (QTL). We assume that the genotype data are missing completely at
random (MCAR). Based on two regression models, F-test statistics are pro-
posed to test association between the QTL and markers. The non-central-
ity parameter approximations of F-test statistics are derived to make power
calculation and comparison, which show that the power of the F-tests is
reduced due to the missingness. By simulation study, we show that the two
models have reasonable type I error rates for a dataset of moderate sample
size. As a practical example, the method is applied to analyze the angioten-
sin-1 converting enzyme (ACE) data.
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Analyzing Correlated Data with Partial and Small
Clusters

+% Xianqun Luan, The Children’s Hospital of Philadelphia, 34th St and
Civic Ctr Blvd, CHOP North, Suite 1457, Philadelphia, PA 19104, luan@
email.chop.edu; Avital Cnaan, The Children’s Hospital of Philadelphia

Key Words: Multiple outputation, Generalized estimating equations,
within-cluster resampling

Studies in clinical research may have a setup where only a small propor-
tion of the study sample has clusters, and those clusters are small. For ex-
ample, studies in children when all siblings within an age range are in the
study. One may use correlated analysis techniques: mixed effects models
or generalized estimating equations. However, these approaches generally
assume that most of the data are clustered, and that the clusters mostly
are of size n>2. An alternative approach is multiple outputation or within-
cluster resampling. We compare these various methods with simulation
studies for binary outcomes. We vary: percentage of clustered data; size
and patterns of the actual clusters; correlation within the cluster; and pro-
portion of successes under HO and H1. We explore cluster size correlated
with outcome. We define guidelines of when to use which approach based
on these simulations.

Using the Power of an F-Test To Compare Designs for
Response Surface Models with Random Block Effects

** Sourish Saha, University of Florida, 1001 SW 16th Avenue, Dept of
Statistics, Apt 117, Gainesville, FL 32601, sourish@ufl.edu; Andre I. Khuri,
University of Florida

Key Words: linear mixed models, prediction variance, quantile disper-
sion graphs, power of an F test, response surface designs

One traditional criterion for comparing response surface designs is the
use of the prediction variance. Another criterion is based on utilizing the
power of an F-test concerning the fixed unknown parameters in the associ-
ated model. The purpose of the talk is to compare response surface designs
on the basis of the power criterion when the response surface model con-
tains a random block effect, in addition to the fixed polynomial portion
of the model. The proposed approach uses quantiles of either the power
function or the corresponding noncentrality parameter on concentric sur-
faces within the so-called alternative space associated with the unknown
parameters. The dependence of these quantiles on the unknown value of
the ratio of two variance components, namely, the ones for the block effect
and the experimental error, is depicted by plotting the so-called quantile
dispersion (QDGs).

Minimum Hellinger Distance Estimation of Finite
Mixtures of Generalized Linear Models

o Jing Shen, IBM T.J. Watson Research Center, 71 Charter circle, Apt
4A, Ossining, NY 10562, jingshen@us.ibm.com; Daniel Hall, University of
Georgia; Chenhua Zhang, University of Georgia

Key Words: Conditional Density, Robustness, Mixture Models, Zero In-
flated Poisson, Zero Inflated Binomial

We study minimum Hellinger distance estimation (MHDE) method for
finite mixtures of generalized linear models (FMGLMs). MHDE method
as a robust approach is well established for iid case. Recently, it has been
extended to mixture models with regression context but leaving asymp-
totic properties unexamined. In this paper, we define a new MHDE method
in the general FMGLMs context based on conditional densities. We prove
that our method yields consistent and asymptotic normally estimators.
Numerical results suggest that our method is more robust than MLE with
the presence of outliers and competitive otherwise. In addition, we demon-
strate that our method is more efficient than the previous one in the litera-
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ture and can be applied more broadly. An example on a cohort study which
characterizes ambulatory electrocardiography results of overtly healthy
dog is used to illustrate our method.

Design and Analysis of Multiple Control Arm Studies

® Laura Johnson, National Institutes of Health, NCCAM, 6707
Democracy Blvd, Suite 401 MSC 5475, Bethesda, MD 20892-5475,
johnslau@mail.nih.gov; Catherine M. Stoney, National Institutes of Health

Key Words: mixed models, control groups, placebo, research design

Placebo controlled studies are often considered impossible or unethical
for certain populations and topics under study. Thus, alternative treatment
or other control groups are often included in designs to better character-
ize the effects of experimental treatments. However, it is clear from spe-
cific investigation of placebo responding that the placebo response plays
a measurable role in clinical research. How and which control groups are
included in experimental designs greatly influences choice of analysis and
what information can be ultimately derived from the analyses. We will fo-
cus on different types of control groups, limitations and advantages of pla-
cebo control groups, why more than one control group may be needed in a
study even when not dismantling a complex intervention, and how choice
of analysis model can give different insights into the same study.

@' Hardware, Software, and

Algorithms @ &

Section on Statistical Computing, Section on Statistical Graphics
Sunday, July 29, 4:00 pm-5:50 pm

WISDOM for uStat: Weh-Based Support for the Analysis
of Multivariate Hierarchical Data
** Knut M. Wittkowski, The Rockefeller University, Cntr for Clinical and

Translational Sc, 1230 York Ave Box 322, New York, NY 10021, kmw@
rockefeller.edu

Key Words: non-parametric, u-statistics, multivariate, factorial, knowl-
edge-based, interactive

As the amount of genetic, genomic, proteomic, and phenomic data is in-
creasing, complexity of data management and analysis are also increasing.
At the CCTS, we are approaching the new challenges by (1) extending u-
scores to multivariate data, including specific partial orderings (e.g., for ge-
nomic data), (2) building a grid of PCs to handle whole genome scans, and
(3) generating centralized, secure, and Web accessible data bases from a in-
teractive graphical description of the research design. We are now extend-
ing this Web-based system (WISDOM) to supporting our clinical investi-
gators with statistical analyses. In assisted mode (confirmatory analyses),
statistical analyses are essentially automated, based upon the knowledge
about the primary aims. In expert mode (exploratory analyses), the same
knowledge base is used to provide study-specific defaults.

Creating Statistical Web Services Using ASP.NET

% Neil Polhemus, StatPoint, Inc., 11133 Victor Drive, Marshall, VA 20115,
neil@statpoint.com

Key Words: software, graphics, XML, .NET, web services, scripts

ASPNET XML Web Services provide a useful mechanism for exposing
statistical calculations and graphics to web application developers. Us-
ing this approach, the capabilities of statistical software packages can be
tapped by developers without invoking the software’s GUI. Data and in-
structions are passed to the package using XML files. Output (including
graphics) is returned as HTML with imbedded images, while numerical
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results are made available to the calling program in XML files. The same
scripts that control the web services can also be accessed by the software
package’s user interface to reproduce the same analyses, or the GUI can be
used to help create the XML scripts. This talk examines some of the issues
involved in implementing such an approach, using the STATGRAPHICS
statistical software package as an example.

Grid Computing

¢ Abdullah Alnoshan, George Washington University, 344 Maple Avenue
West, 321, Vienna, VA 22180, noshan@gwu.edu; Shmuel Rotenstreich,
George Washington University; Yasmin H. Said, George Mason
University; Edward Wegman, George Mason University; Adil Rajput,
BearingPoint

Key Words: distributed systems, Resource allocation, peer-to-peer grid,
utility function

Research advances in the distributed computing has led to Grid comput-
ing, which is unlike many other areas of distributed computing focuses
on large-scale resource sharing and discovery for better performance.
Traditionally, Grid computing has been performed in a client/server for-
mat. However, recent advances in the area of peer-to-peer computing have
brought a paradigm shift in the field of distributed systems and have forced
researchers in the area of Grid computing to discuss peer-to-peer grids. We
will review the work done in the area of peer-to-peer Grids and will provide
the first step in defining a framework that provides incentive to the partici-
pating resources in a peer-to-peer grid environment. The framework pro-
vides the basis for defining a utility function that is used by participating
nodes to efficiently allocate the resources that are available in a system.

Access Control Model for E-Learning System

+% Fahad Bin Muhaya, Imam University, PO Box 84901, Riyadh, 11681
Saudi Arabia, gmuva@hotmail.com; Yasmin H. Said, George Mason
University

Key Words: Information System, Information Technology, Educational
System, e-learning management system, Access Control

The educational system has gradually shifted from a face-to-face to an e-
learning system, which has become prevalent in advanced countries with
the advance of information technology, and connection of global networks.
Therefore, in this paper, we develop an access control model particularly
for e-learning management system.

A Web-Based Program for Computing Percentage Points
of Pearson Distributions

% Wei Pan, University of Cincinnati, PO Box 210049, Cincinnati, OH
45221, wei.pan@uc.edu; Haiyan Bai, University of Central Florida;
Shengbao Chen, JMW Truss & Components

Key Words: curve fitting, Pearson distributions, percentage points, web-
based program

The applications of curve fitting using Pearson distributions have called for
an efficient program to compute percentage points of Pearson distributions.
Endeavors have been made by previous researchers; however, all of the ex-
isting computing programs are locally dependent on a certain statistical
software. The current study develops a web-based program to facilitate re-
searchers to compute the percentage points. The end-users do not need to
install statistical software on their local computers, which saves the hassle
of debugging the coding. The user-friendly interface allows the users to in-
put parameters and obtain the estimates by simply hitting a “Run” button.
The validity of the parameters is automatically checked before computing.
The results of the computation with a dynamic probability curve are pre-
sented directly on the screen for printing, coping, and saving.
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minSpline: An R Package for Fitting Splines

¢ Sundar Dorai-Raj, PDF Solutions, Inc., 333 W San Carlos, Suite 700,
San Jose, CA 95110, sundar.dorai-raj@pdf.com; Spencer Graves, PDF
Solutions, Inc.

Key Words: smoothing, curve, surface, fitting

DIERCKX is a package of Fortran subroutines for calculating smoothing
splines for various kinds of data and geometries, with automatic knot se-
lection. We have created a package for accessing these functions in R. Our
presentation will cover current spline implementations in R and how the
new “minSpline” package extends beyond the current work.

Calculating the Interatomic Distance Distribution from

Small-Angle X-Ray Scattering via Curve Averaging

% Lanqing Hua, Purdue University, 2108 W. White Street, Apt. 141,
Champaign, IL 61821, lhua@stat.purdue.edu; Alan Friedman, Purdue
University; Chris Bailey-Kellogg, Dartmouth University; Bruce Craig,
Purdue University

Key Words: indirect transform, model averaging

Small-angle X-ray scattering (SAXS) is a useful technology to study a
molecule’s structure. Relative to other technologies, it provides structural
information with a reduced investment in time and effort. Reconstruction
of the interatomic distance distribution, P(r) curve, has been a long stand-
ing problem with SAXS experiments. In this paper, we present an indirect
transform method using “model averaging”. This approach expands on
Moore’s (1980) method by using multiple sets of basis functions to fit the
observed scattering data and reconstructing the P(r) curve as a weighted
average of these different representations. This approach completely avoids
the need to impose subjective physical assumptions about the protein or
restraints on P(r), common with other approaches. Through simulation, we
show that our method provides comparable or more accurate P(r) estima-
tion than Moore’s method.

@@ Section on Statistics in Sports

Contributed @

Section on Statistics in Sports
Sunday, July 29, 4:00 pm-5:50 pm

The Distribution and Simulation of Baseball
Winning Percentages

¢ Richard Auer, Loyola College in Maryland, Loyola College in Maryland,
4501 North Charles Street, Baltimore, MD 21210, rea@loyola.edu

Key Words: Major League Baseball, Multivariate Normal Distribution,
Simulation, Conditional Normal Densities

Many major league baseball purists state that the wild card team receives
an easy ride to the playoffs. After all, the wild card team is not even the
champion of their own division. Using real major league baseball data and
modeling a single season’s worth of winning percentages as a multivariate
normal random vector (with first place to last as the variates), a simulation
study suggests that that the wild card team is typically much stronger than
the weakest of the divisional winners. A goodness of fit study of the mul-
tivariate model is described along with a detailed look at how conditional
normal densities are used to simulate many seasons of data, one place of
finish at a time.
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Assessing Pitcher and Catcher Influences on Base
Stealing in Major League Baseball

#* Thomas M. Loughin, Simon Fraser University, Department of Statistics
and Actuarial Science, 250 - 13450 102nd Avenue, Surrey, BC V3T0A3
Canada, tloughin@sfu.ca; Jason Bargen, Sprint Nextel

Key Words: mixed model, logistic, sports, pitchers, catchers

A formal statistical analysis is performed on play-by-play data to deter-
mine the extent to which pitchers and catchers can influence stolen-base
attempts and successes. Two response proportions—attempt/opportunity
and success/attempt—are modeled separately using mixed-effects logistic
regression. Pitchers and catchers are entered as random effects and various
other factors thought to influence stolen-base attempts and successes are
entered as fixed effects. Variance components are estimated and hypoth-
eses tests indicate that the population variance components for both pitch-
ers and catchers are significant for both response proportions. The pres-
ence of variation among players at the respective positions is interpreted as
evidence that stolen-base defense is a real skill exhibited to varying degrees
by different players.

Sorting Algorithms and Sport Tournaments

#* Hans Block, KTH, Stockholm, Sweden, Monstringsvagen 126,
Akersberga, S-18433 Sweden, hans.block@telia.com

Key Words: Parallel sorting, Sport tournaments

Many types of tournament schemes are used in different sports. We want
to construct a scheme which gives the whole ranking order when pairs of
athletes or teams compete. The scheme should be efficient, fair, and thrill-
ing. The problem can be formulated as parallel sorting. The proposed al-
gorithm will, according to simulations, take approximately $2.4\cdot\lg
n$ rounds in a tournament with $n$ participants. The computations will
in most cases take $O(n"{2}\cdot\log\ n)$ steps. However, both faster and
slower special cases exist. Some limits for the number of rounds are given
for variants of the algorithm. The scheme has been used with good results
in real tournaments with up to 40 participants. At last we discuss in which
branches of sports this algorithm will be most useful.

Batter-Pitcher Matchups in Baseball

4 Hal Stern, University of California, Irvine, Irvine, CA 92612, sternh@
uci.edu; Adam Sugano, University of California, Los Angeles

Key Words: hierarchical model, beta-binomial distribution, baseball statistics

Baseball managers often make decisions about which players to use in a
game based on the results of previous matchups with a given pitcher. These
previous results are typically based on small samples. A hierarchical beta-
binomial model is used to assess the variability in batter performance
across the population of pitchers and to assess the variability of pitcher
performance across the population of batters.

Statistical Analysis in One-Day Cricket

#* Wathurawa A. Bandulasiri, Sam Houston State University, Dept of
Mathematics Statistics, Huntsville, TX 77340, abandulasiri@shsu.edu;
Ferry Butar Butar, Sam Houston State University

Key Words: Cricket, Logistic Regression, Sports, Odds Ratio

Winning a one day international (ODI) cricket match could depend on var-
ious factors related to the strengths of the two teams. While some of these
factors have been analyzed and well documented in the literature, some
are yet to be investigated. Based on the analysis in this paper, statistical sig-
nificance of a range of variables that could explain the outcome of an ODI
cricket match are explored. In particular, home ground advantage, winning
the toss, game plan (batting first or fielding first with the winning of the
toss), match type (day or day and night) and the effect of the Duckworth-
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Lewis method for the matches shortened due to rain will be key interests
in the investigation.

A Bayesian Approach to Ranking Women’s College
Hockey Teams

#* Michael Rutter, The Pennsylvania State University, Erie, The Behrend
College, 4205 College Dr, Erie, PA 16563-0203, mar36@psu.edu

Key Words: Sports, Ranking, Paired Comparisons, Bayesian

A key criterion used to determine the participants of the NCAA Wom-
en’s Ice Hockey Championship tournament is a team’s Rating Percentage
Index. This rating system only takes into account a team’s overall and its
opponent’s record, not game results against a specific opponent. Based on
Mease’s work, I propose a ranking system based on the results of individual
games, ignoring game score. In women’s hockey, approximately 10% of reg-
ular season games end in ties, and the proposed ranking system explicitly
models the probability of two teams tying, given the relative strength of
each team. A Bayesian approach is utilized, allowing for information on
the probability of a tie from previous seasons to be included in the model.
In addition, the prior distribution of a team’s rating can be based on previ-
ous year’s results, allowing for early season rankings to be indicative of the
final rankings.

Bivariate Score Plots

#* Rafe Donahue, Vanderbilt University, Medical Center, Nashville,
TN 37232, rafe.donahue@vanderbilt.edu; Tatsuki Koyama, Vanderbilt
University; Jeff Horner, Vanderbilt University; Cole Beck, Vanderbilt
University

Key Words: baseball, scatterplot

Scores from baseball games are bivariate data, with each variate being one
team’s score. Information can be obtained from viewing the distribution
of baseball scores from a bivariate point of view. We offer a baseball scores
plot, with each game being a point in a two-dimensional grid, and an algo-
rithm, database, and website to allow interested users access to the plot.
Using data from www.retrosheet.org, the site allows users to select Major
League teams for the 1871-2006 seasons; plotted are the results from the
games. We allow color-conditioning of the plot. Anomalies such as Roger
Clemens’ hideous lack of run support in 2005, the Pirates’ dismal record in
one-run games before the break in 2006 and subsequent improvement in
the latter half of that year, and oddities such as tie games become evident.
Rationale behind the plot techniques and website use will be discussed.

Z @ Small-Area Estimation:

Techniques and Applications @ &

Section on Survey Research Methods, Social Statistics Section
Sunday, July 29, 4:00 pm-5:50 pm

Hierarchical Bayes Small-Area Estimates of Adult
Literacy Using Unmatched Sampling and Linking Models

o Leyla Mohadjer, Westat, 1650 Research Blvd, Rockville, MD 20850,
leylamohadjer@westat.com; J. N. K. Rao, Carleton University; Benmei Liu,
Westat; Thomas Krenzke, Westat; Wendy VanDeKerckhove, Westat

Key Words: Small area estimation, Hierarchical Bayes estimates, Monte
Carlo Simulation, Item Response Theory, Generalized Variance Functions

Funded by the National Center for Education Statistics, the National As-
sessment of Adult Literacy (NAAL) was designed to measure the English
literacy skills of adults in the U.S. based on an assessment containing a
series of literacy tasks completed by sampled adults. Sufficiently precise
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estimates have been produced for the nation and major subdomains of in-
terest using the NAAL data. However, policymakers and researchers/busi-
ness leaders often need literacy information for states and counties but
these areas do not have large enough samples to produce reliable estimates.
Therefore, small area estimation techniques are used to produce estimates
of literacy levels for all states and counties in the nation. This paper de-
scribes the Hierarchical Bayesian estimation techniques used to derive a
single area-level linking model to produce both county and state estimates,
and credible intervals.

Hierarchical Bayes Modeling of Survey-Weighted, Small-
Area Proportions

#* Benmei Liu, Westat, 1650 Research Blvd, Rockville, MD 20850,
benmeiliu@westat.com; Graham Kalton, Westat; Partha Lahiri, University
of Maryland

Key Words: weighted proportions, Hierarchical Bayes modeling;, beta
distribution

When a Hierarchical Bayes area level model is used to produce estimates of
proportions of units with a given characteristic for small areas, it is com-
monly assumed that the survey weighted proportion for each sampled
small area has a normal distribution with known sampling variance. How-
ever, the assumptions of known sampling variance and normality are prob-
lematic when the small area sample size is small or when the true propor-
tion is near 0 or 1. In an effort to overcome these problems, we propose an
alternative modeling of the survey weighted proportion based on the beta
distribution. We compare the results obtained from this alternative model-
ing with those obtained from a few commonly used modeling approaches
using a Monte Carlo simulation study in which samples are generated from
fixed finite population using both equal probability of selection (epsem)
and non-epsem sampling designs.

A Simple Computational Method for Estimating Mean
Squared Prediction Error in General Small-Area Model

o Snigdhansu Chatterjee, The University of Minnesota, School of
Statistics, 313 Ford Hall 224 Church St SE, Minneapolis, MN 55455,
snigchat@yahoo.com; Partha Lahiri, University of Maryland

Key Words: Small area, mean squared prediction error, bootstrap,
GLMM

A general small area model is a hierarchal two stage model, of which spe-
cial cases are mixed linear models, generalized linear mixed models and
hierarchal generalized linear models. In such models, the variability of
predictors (like the empirical best predictor or the empirical best linear
unbiased predictor) is usually quantified with their mean squared predic-
tion error (MSPE). Estimators for MSPE are generally not available outside
some special cases. We propose a simple resampling based estimation of
MSPE for any general small area model. The proposed MSPE estimator has
high order accuracy and can be guaranteed to be positive.

On Comparison of Different MSE Estimators in Small-
Area Estimation
** En-Tzu Tang, University of California, Davis, 424 Russell Park Apt

6, Davis, CA 95616, entang@gmail.com; Jiming Jiang, University of
California, Davis

Key Words: empirical best predictors, mean squared error, nested error
regression, two stage estimator

Nested-error regression models are widely used for analysis of clustered
data, such as in small-area estimation. These analyses usually focus on pre-
diction of mixed effects such as small area means. An important measure of
the performance of the prediction is mean squared prediction error. In this
talk, I compare several different methods for estimating the mean squared
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predictor error by Monte Carlo simulations. I consider situations with both
normal and non-normal random effects and errors. The methods being
compared include the naive, Prasad-Rao, jackknife and bootstrap methods

The Cumulative Distribution Function (CDF) Adjustment
Method Applied to Small-Area Estimates of Serious
Psychological Distress in the National Survey on Drug
Use and Health (NSDUH)

3 Jeremy Aldworth, RTI International, 3040 Cornwallis Road, PO Box
12194, Research Triangle Park, NC 27709-2194, jaldworth@rti.org;
Neeraja Sathe, RTI International; Misty Foster, RTT International

Key Words: Design-based, Small area estimation, Respondent-level ad-
justments

The NSDUH is an annual national survey with a sample size of approxi-
mately 67,500, and it also provides state-level estimates using small area es-
timation (SAE) methods. Serious psychological distress (SPD) is measured
by the K6 scale in the NSDUH. In 2003, a broad array of mental health
questions preceded the K6 items. In 2005, only the K6 questions were asked.
In 2004, the sample was evenly split between the long and short modules
used in 2003 and 2005, respectively. Results from 2004 showed large dif-
ferences in SPD prevalence rates between the two modules. Since NSDUH
SAE methods require two years of data to be combined, a reversible CDF
adjustment method was devised so that SPD estimates from one module in
2004 could be adjusted to be similar to those from the other module, and
vice versa. This allowed us to combine 2003/2004 and 2004/2005 data to
obtain state-level estimates of SPD.

Expedient Small-Area Estimation via Proportional Odds
Ratio Log-Linear Models

% Lei Li, RTI International, 7008 Valerie Anne Drive, Raleigh, NC 27613,
lei@rti.org; Paul S. Levy, RTI International

Key Words: small area estimation, sample survey, health surveillence, lo-
glinear model, structure preserving estimation

The synthetic methods for small area estimation are appealing due to sim-
plicity in implementation and are suitable for categorical outcomes in situa-
tions such as public health surveillance based on sample survey data where
small area estimates must be produced in a timely manner. However, they
do not readily accommodate the local area characteristics. The extension
of the synthetic methods to the structure-preserving estimation (SPREE)
methods by Purcell and Kish opened up opportunities for incorporating lo-
cal area characteristics and making use of Bayesian inference. We develop
estimation procedures for SPREE via proportional odds ratio log-linear
models and illustrate with data from the Behavioral Risk Factor Surveillance
System and Census 2000 on employment disability in North Carolina.

Small-Area Estimation for a Survey of High School
Students in lowa

% Lu Lu, Iowa State University, CSSM, 208A Snedecor, Ames, IA 50011,
icyemma@iastate.edu; Michael D. Larsen, lowa State University

Key Words: Hierarchical Bayesian Analysis, Two-Way Stratification,
Sparse Design, Auxiliary Information, Generalized Linear Models

Iowa’s State Board of Education conducted a stratified multi-stage sample
survey to study the availability of employment preparation courses and
the degree to which students in Iowa’s public high schools enroll in those
courses. Given the budget restrictions, the design takes a small sample of
PSUs from a two-way stratification of districts, which causes high variabil-
ity in direct survey estimates. A hierarchical Bayesian (HB) analysis, which
borrows strength across strata with similar characteristics, is suggested
to increase stability. When the number of strata increases such that the



& Themed Session

design can not assure that sample is allocated to every stratum, a design
which is balanced in terms of both stratification factors is necessary and
a HB predictive approach is highly recommended. The involvement of rel-
evant auxiliary variables also should improve the estimation.

? ﬂ Ancillary Data in Survey

Design and Estimation @ &

Section on Survey Research Methods, Social Statistics Section
Sunday, July 29, 4:00 pm-5:50 pm

Handling Imperfect Overlap Identification in a
Dual-Frame Survey

% Jay Clark, Westat, 1650 Research Blvd, Rockville, MD 20850, jayclark@
westat.com; Marianne Winglee, Westat; Benmei Liu, Westat

Key Words: Dual-frame design, Record linkage, Threshold selection, Mis-
classification error

The analysis of dual frame surveys requires identification of which sampled
units are included on both frames. However, this identification is imperfect
when only limited and nonidentical matching data is available (except in
the case of units sampled from both frames). This situation is encountered
in the National Incidence Study of Child Abuse and Neglect. That study
employs a dual-frame design that combines a list frame of all maltreated
children investigated by Child Protective Services agencies and another
sample frame compiled from maltreated children reported by sources such
as the police and school staff. We handled overlap determination by using a
record linkage procedure that aims to minimize the misclassification rate
for matches and nonmatches. This paper describes our approach and also
explores the impact of misclassification in a simulation study.

Methodology for Combining a Supplemental Sample of
SSA Beneficiaries with Matched Administrative and SIPP
Data

% Todd R. Williams, Social Security Administration, 4-C-15 Operations
Bldg 4700 ME, 6401 Security Boulevard, Baltimore, MD 21235, todd.
williams@ssa.gov; Dawn E. Haines, Social Security Administration

Key Words: supplemental sample, reweighting, stand« 1 errors

Administrative data on Social Security Dischi, v n. re ce (SSDI) ben-
eficiaries and Supplemental Security. I ¢ he s recipients lack demo-
graphic and economic characte: :t1 . Tk s; for.nation can be obtained by
matching Survey of Ir. o2 d ‘rc rarn. Participation (SIPP) public-use
files to Socic™ Lect .y d i1 “iation (SSA) administrative records. To
ensur~re b, et '‘m es r.e SSDI beneficiary and SSI recipient popula-
tions,a 1t > 1er 1l sample of beneficiaries is combined with the matched
SIPPana A dministrative data. Although the SIPP instrument was used
to collect aata for the supplemental cases, the cases are drawn using a dif-
ferent sample design. This paper describes the methods developed to com-
bine these data sources, including reweighting using iterative proportional
fitting. Some discussion on estimating standard errors is also given.

Using the Statistics of Income Division’s Sample Data
To Reduce Measurement and Processing Errors in
Small-Area Estimates Produced from Administrative Tax
Records

¢ Kimberly A. Henry, Internal Revenue Service, PO Box 2608,
Washington, DC 20013, Kimberly.A.Henry@irs.gov; Robin Fisher, U.S.
Department of the Treasury; Partha Lahiri, University of Maryland

@ Applied Session
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Key Words: Survey Sampling, Empirical Bayes Estimation, Variance
Smoothing

The large Individual Master File constructed by the Internal Revenue Ser-
vice (IRS) has been used in the past to produce various income-related
statistics for small geographic areas. Previous research using the Statis-
tics of Income Division’s (SOI) Form 1040 sample, a large national sample
of cleaned administrative tax records, suggests the IRS data are subject to
various measurement and processing errors. Thus, small-area estimates
based on the IRS data, though free from the usual sampling error problem
typical in small area estimation, are subject to various nonsampling errors.
The SOI sample can be potentially used to reduce nonsampling errors in
the IRS-based small area estimates. We propose an empirical best predic-
tion (EBP) method to improve the IRS-based small area estimates by ex-
ploiting complementary strengths of IRS and SOI data.

An Empirical Evaluation of Various Direct, Synthetic, and
Traditional Composite Small-Area Estimators

#* William Chen, Internal Revenue Service, PO Box 2608, Washington,
DC 20013, william.w.chen@irs.gov; Kimberly A. Henry, Internal Revenue
Service; Michael Strudler, Internal Revenue Service

Key Words: General Regression Estimator, Indirect Estimators, Survey
Sampling

Currently, the Statistics of Income (SOI) Division of the Internal Revenue
Service uses the Individual Masterfile (IMF), administrative data for the
population of Form 1040 tax returns, to produce totals of various tax re-
turn variables at the state level. Previous research based on the SOI's Form
1040 sample, a large national sample of cleaned administrative tax records,
suggests that the IRS data is subject to various kinds of errors, which has
lead to alternative approaches. This paper compares alternative direct,
synthetic, and traditional composite estimators of state-level estimates of
several variables’ totals and evaluates the alternatives using various robust
criteria.

Using Administrative Records To Avoid Survey Data
Capture Errors

% Tim Withum, Lockheed Martin Corporation, 7833 Walker Dr,
Greenbelt, MD 20770, timothy.withum@Ilmco.com

Key Words: Census, Administrative Records, Data Capture

The standard approach to data collection and processing generally pro-
vides the majority of the analysis as a post data capture process. This can
often result in the need for the accommodation of bias that is simply due to
inaccuracies that may be involved in the process of retrieving the data from
a paper form or via other manually intensive processes. This paper will
discuss various ways that the use of records from sources other than the
primary survey can be used to help avoid such biases. More specifically, ex-
amples provided focus on the data capture processes generally used during
Census processing and various methods of using administrative records to
increase the processing accuracy and efficiency. In general, the approaches
can be thought of as attempts to move the data analysis forward in the
capture process in order to detect and correct potential biases before they
occur.

Optimal Estimators for Two-Phase Sample Designs

o Stephen Ash, U.S. Census Bureau, 5405 8th road south, Arlington, VA
22204, stephen.eliot.ash@census.gov

Key Words: auxiliary information, generalized regression estimator,
model-assisted

This paper extends the general result of the optimal estimator (Montanari
1987) to the two-phase sample design. We do this for several different com-
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binations of auxiliary variables that can be available with the two-phase
sample design. For each combination of auxiliary variables, we define an
appropriate model and associated generalized regression estimator (Cassel
etal. 1976). We then find parameters which minimize the survey variances,
i.e. which make the estimators “optimal.” The paper concludes with a ex-
ample that compares the optimal estimators with their calibration coun-
terparts.

? @ Advances and Applications

in Causal Inference and Multi-Level
Modeling @ &

Social Statistics Section
Sunday, July 29, 4:00 pm-5:50 pm

Alternative Balance Metrics for Bias Reduction in

Matching Methods for Causal Inference

¥ Jasjeet Sekhon, University of California, Berkeley, 2538 Channing Way,
Survey Research Center, Berkeley, CA 94708, sekhon@berkeley.edu

Key Words: Matching, Causal Inference, Propensity Score, Evolutionary
Program, Genetic Algorithm

Sekhon (2005; 2004) and Diamond and Sekhon (2005) propose a matching
method, Genetic Matching, which algorithmically maximizes the balance
of covariates between treatment and control observations via a genetic
search algorithm (Sekhon and Mebane 1998). Cumulative probability dis-
tribution functions of standardized statistics are used as balance metrics.
Formal hypothesis tests of balance should not be conducted as is common
in the matching literature because no measure of balance is a monotonic
function of bias and because balance should be optimized without limit.
However, descriptive measures of discrepancy ignore information related
to bias which is captured by probability distribution functions of standard-
ized statistics. Genetic matching is able to achieve covariate balance and
recover experimental benchmarks using observational data when tradi-
tional matching methods fail.

Causal Inference in Spatial Settings: A Case Study of

Community Policing Programs in Chicago

% Natalya Verbitsky, University of Michigan, 5541 S Everett Ave, apt
310, Chicago, IL 60637, natalya@umich.edu; Stephen Raudenbush, The
University of Chicago

Key Words: causal framework, violation of SUTVA, neighborhood re-
search, Chicago alternative policing strategy (CAPS)

Community policing has become a popular program around the world. In
contrast to its popularity, little work has been done to rigorously evalu-
ate its effectiveness. In this paper, we examine four policy-relevant causal
questions regarding the effect of community policing on Chicago’s person-
al crime rates. To answer these questions, we extend Rubin’s causal frame-
work, which defines causal effects as unit-specific differences between
potential outcomes under two alternative treatments. By employing Cox’s
“no interference between different units” assumption, Rubin’s framework
ensures that each unit has only one potential outcome per treatment. How-
ever, this assumption is not valid in spatial settings, where the treatment
assignment of one’s neighbors may affect one’s outcome. We redefine po-
tential outcomes and causal effects, and discuss assumptions that make
this framework tractable.
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Can Results from an Observational Study Be Generalized
to a Larger Population? A Study of Pathways from
Divorce to lliness

% Bridget Lavelle, lowa State University, 204 Sndecor, Ames, IA 50011,
lavelle@iastate.edu; Fred Lorenz, Iowa State University; Jean Opsomer,
Iowa State University

Key Words: weighting, divorce

Observational studies of social phenomena often use non-randomized
samples, so it is unclear whether their results can be generalized to a larger
population. We build upon Lorenz et al. (2006) which found that divorced
women in the lowa Midlife Transitions (M T) Project reported more illness
10years after divorce than their married counterparts. We construct a basic
model to compare three potential mediating factors, including poorer work
conditions, increased social isolation, and poorer health care, and evaluate
the sensitivity of results to several hypothetical sampling scenarios. Under
these scenarios, we evaluate alternative weighting and estimation schemes
for the data, and assess the robustness of the findings. We argue that results
which hold across multiple weighting schemes are likely to be valid more
generally, despite the initial non-random selection of study respondents.

Students, Teachers, Schools, and ACT Scores

+% Stephen Ponisciak, Consortium on Chicago School Research, 1313 E
60th St, Chicago, IL 60637, stevep@ccsr.uchicago.edu

Key Words: Hierarchical models, student achievement, education

In many Chicago public high schools, less than 50 percent of students
made the expected gain from Plan (a “practice ACT” in fall 2003) to ACT
(in spring 2005). We use a three-level hierarchical linear model to explain
the differences between students’ and schools’ ACT scores. The most im-
portant student-level predictor of ACT performance is their prior Plan
test score, while GPA and demographics are also relevant. The academic
background of the teacher is important, but the performance of a student’s
peers is more important. Changes in the learning environment (measured
by student and teacher surveys) are also linked with changes in student
learning gains. When choosing between being a low-achieving student in
a high-achieving school and a high-achieving student in a low-achieving
school, the former seems to be the better choice, as these schools show
larger gains for all students.

How Well Do Postsecondary Enrichment Programs
Prepare High School Students for College? A Multilevel
Models Approach

** Mack Shelley, Iowa State University, 323 Snedecor Hall, Department of

Statistics, Ames, IA 50011-1210, mshelley@iastate.edu; Florence Hamrick,
Iowa State University; Robyn Johnson, lowa State University

Key Words: Multi-level models, Multivariate linear models, Education
policy, Student achievement, NELS, Secondary students

We explore cumulative high school achievements in math, English, and
science courses by participants in Upward Bound, Talent Search, or simi-
lar programs (UBTS) for secondary students. NELS:88 (base year through
second follow-up) data were used to identify program participants as well
as a comparison group of students with comparable background charac-
teristics who did not report participation in these postsecondary enrich-
ment programs. UBTS participation is associated with higher HS grades
and accumulating more English, math, and science units in high school.
Multivariate linear models and multi-level analyses demonstrate the im-
pacts of additional student/family characteristics (at Level 1) and school-
based characteristics such as racial/ethnic minority enrollment and rates
of participation in free or reduced-price school meal programs (at Level 2).
Key policy implications are discussed.
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Multilevel Mixture Modeling Applications

Tihomir Asparouhov, Muthen & Muthen; Bengt Muthen, University of
California, Los Angeles; ##Shaunna Clark, University of California, Los
Angeles, 2023 Moore Hall, Los Angeles, CA 90095-1521, shclark@ucla.edu

Key Words: Mixture Models, Multilevel Models, Latent Class Models,
Non-Parametric Random Effects, Mplus

New developments are discussed for the analysis of multilevel data where
the latent classes appear not only as level-1 (individual-level) variables but
also as cluster-level variables. With categorical and count outcomes, clus-
ter-level latent class variables also simplify maximum-likelihood computa-
tions and avoid normality assumptions for random effects by a non-para-
metric representation of the random effects. Several applications will be
presented using the latest version of the Mplus program. Examples include
multilevel analysis of achievement data with classification of both students
and schools, and longitudinal analysis of mental health data using non-
parametric random effects modeling. Results from standard multilevel re-
gression and growth analysis will be contrasted with the new techniques.

Analyzing the Changes in Repeated Measures Responses
in Financial Literacy Education

#* Xin Shi, University of Manchester, 196 Littlemoor Lane, Oldham,

OL4 2RH, United Kingdom, jasonshi510@hotmail.com; Pauline Davis,
University of Manchester ; Sue Ralph, University of Manchester; Valerie
Farnsworth, University of Manchester; Laura Black, University of
Manchester ; Afroditi Kalambouka, University of Manchester

Key Words: probabilistic, financial literacy education, logistic regression,
Monte Carlo

This paper develops a general method for measuring the changes in re-
peated measures responses over time for single items. Data is taken from
the first two cohorts of a three-year longitudinal study of financial literacy
education. The logistic regression model is used to estimate changing pat-
terns in students’ personal financial management awareness and practic-
es. Monte Carlo simulation method is applied to analyze the changes in
students’ personal financial management awareness and practices. Such
a statistical analysis of “the changes in responses” for single items is ap-
propriate when access to latent dimensions such as attitudinal measures is
not feasible. The approach has wide application in a number of educational
research contexts.

? @ ASA Council of Chapters

Roundtable with Coffee (fee event)

Council of Chapters
Monday, July 30, 7:00 am-8:15 am

Reaching Out to the K-12 Community

+% Jerry Moreno, John Carroll University, Dept Mathematics, 20700 North
Park Blvd, University Heights, OH 44118, moreno@jcu.edu

Key Words: outreach, k-12 education, statistics activities

Outreach to our schools is a natural and important activity for ASA Chap-
ters. There is more and more opportunity and need for statisticians to be
a viable resource for teachers and school districts as statistics continues
to become an integral part of school curricula. This roundtable will share
ideas and best practices, how to get started, how to continue, and where
to get funding. Activities to discuss will include science fair judging, data
analysis workshops, project and poster competitions, career days, class-
room visitations, school projects, adopt-a-school programs and contribut-
ing to the Statistics Teacher Network. For those of you who have not been
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involved but want to, come and learn. For those who have been involved,
come and share! Statisticians and teachers together can, and must, make a
difference!

Z él:!j Section on Statistical

Education Roundtable with Coffee (fee
event)

Section on Statistical Education
Monday, July 30, 7:00 am-8:15 am

Successful Group Projects

#* David Zeitler, Grand Valley State University, 1 Campus Drive, 1172
Mackinac, Allendale, MI 49401, zeitlerd@gvsu.edu

Key Words: team building, classroom simulation, group evaluation,
group activities

Join us to discuss experiences and ideas for the design, implementation,
and evaluation of group projects in statistics classes. These projects provide
the opportunity for higher-level learning in ways that cannot be duplicated
with homework, quizzes, or exams as students take those first tentative
steps beyond manipulating data toward real understanding of information.
Both instructor and student viewpoints are welcome as we explore proj-
ect ideas, team setup and building, project organization and tracking, and
methods for evaluation.

Z 5 Section on Statistics and the

Environment Roundtables with Coffee
(fee event)

Section on Statistics and the Environment
Monday, July 30, 7:00 am-8:15 am

Hierarchical Spatial Models Bridging Ecology and Public
Health

+% Lance Waller, Emory University, 1518 Clifton Road NE, Atlanta, GA
30322, lwaller@sph.emory.edu

Key Words: Ecology, Disease, Geographic, Information, Systems, Spatial

The field of disease ecology focuses on environmental and ecologic im-
pacts on the emergence and spread of disease and reflects an ongoing
interdisciplinary interaction between biologists, ecologists, physicians,
veterinarians, and public health scientists. Such studies quantify patterns
in data from genetic sequencing of pathogens, host behaviors and interac-
tions, and landscape habitat features This goal requires flexible statistical
methods that incorporated the full range of data, modeling at a variety of
scales, and allowing variable data quality and accuracy. Hierarchical mod-
els provide a framework for bridging dynamic systems with multiple levels
of data. Established successes appear in the fields of climate modeling and
the ecology of invasive species. The goal of this roundtable is to extend such
approaches to the field of disease ecology.

What’s the Future for Point Process Modeling in Ecology?

3 Philip Dixon, Iowa State University, 120 Snedecor Hall, Ames, IA
50011-1210, pdixon@iastate.edu

Key Words: spatial pattern, ecological statistics
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The analysis of spatial point patterns has a long history in ecology. Over
time, ecological questions and statistical methods have changed. The
threefold classification into random, clustered, or segregated patterns has
been replaced by multi-scale summaries using Ripley’s K function or pair
correlation functions. This roundtable will gather together folks to discuss
“what’s next?” What questions do ecologists want to answer that can’t be
answered with current methods? What statistical methods might provide
better answers to current questions?

Z @ Section on Statistics in

Epidemiology Roundtable with Coffee
(fee event)

Section on Statistics in Epidemiology
Monday, July 30, 7:00 am-8:15 am

Building and Using Disease Prediction Models in the Real

World

3 Heejung Bang, Cornell University, 411 E. 69th St., New York, NY 10021,
heb2013@med.cornell.edu

Key Words: risk score, risk equation, disease prediction, diabetes, kidney
disease

Building risk score or prediction models is an area of mathematical/statis-
tical modeling that can have a huge impact on patient care in real life. Ac-
curacy and user-friendliness are two required criteria in the development
of any prediction model to be not only accepted by clinicians and policy-
makers, but also commonly used by the general public. We will discuss
popular statistical methodologies and the risk models utilized in a variety
of real settings. The larger question is how do we get our “good” models into
common practice? To illustrate this, I will present models for diabetes and
kidney disease. Other participants may want to discuss their own predic-
tion models or schemes and how they are being used in practice.

Z Z Section on Statistics in Sports

Roundtable with Coffee (fee event)

Section on Statistics in Sports
Monday, July 30, 7:00 am-8:15 am

Moneyball and the NFL: Can It work?

% Keith Schleicher, Capital One, 11813 Alder Ridge Place, Glen Allen, VA
23059, keith.schleicher@capitalone.com

Key Words: Sports, Football, Moneyball, NFL, Quarterback

Michael Lewis’s best-seller Moneyball showed how one baseball team used
statistical analysis to gain a competitive advantage. Could the same hold
true for professional football? Can an NFL team help itself by using statisti-
cal analysis to inform personnel decisions, game preparation, and in-game
decisionmaking? Some possible questions to consider are: 1. Can a college
quarterback’s performance be normalized for the game situations in which
he played and the caliber of the opponent?; 2. How good is the NFL QB
rating at comparing the performance of quarterbacks?; 3. If one kick can
decide the outcome of a game, why is the kicker among the lower paid posi-
tions in football?
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Z ' Section on Survey Research

Methods Statistics Roundtable with
Coffee (fee event)

Section on Survey Research Methods
Monday, July 30, 7:00 am-8:15 am

Web Panels: The Future of Survey Research?

#* Karol Krotki, RTI International, 701 13th St NW, Suite 750,
Washington, DC 20005, kkrotki@rti.org

In light of current problems with traditional telephone surveys, do web
surveys represent a viable option? Even if the sample is not based on a prob-
ability design?

Z @ Section on Teaching Statistics

in the Health Sciences Roundtable with
Coffee (fee event)

Section on Teaching Statistics in the Health Sciences
Monday, July 30, 7:00 am-8:15 am

Teaching Community Collaborators To Understand Health
Research Methods and Results

¢ Katrina Ramsey, Northwest Portland Area Indian Health Board, 527
SW Hall Blvd, Suite 300, Portland, OR 97201, kramsey@npaihb.org

Key Words: community collaborators, health research, teaching statis-
tics, participatory research, communication

Many population-based studies conducted by investigators at health re-
search agencies and academic centers involve collaboration with commu-
nity-based partners. A widely used framework in tribal health projects is
Community Based Participatory Research (CPBR), which involves com-
munity members in “every facet of the research process.” If community
members are to have substantial input into research design, analysis, and
interpretation, they need some understanding of these concepts. However,
lack of formal statistics training, as well as many other factors, may make
it difficult for some of our collaborators to understand, and ultimately use,
the information gained from studies conducted in their communities. The
goal of this roundtable is to discuss successful (and possibly unsuccess-
ful) methods for teaching and communicating with our community-based
research partners.

'@ Introductory Overview Lecture

2: Statistical Machine Learning and Its
Applications in Bioinformatics

The ASA, IMS, ENAR, WNAR, SSC, Section on Nonparametric
Statistics, Section on Statisticians in Defense and National Security
Monday, July 30, 8:30 am-10:20 am
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Some Recent Advances in Classification: A Statistical
Perspective

o Ji Zhu, University of Michigan, 439 West Hall, 1085 South University
Ave., Ann Arbor, M1 48109-1107, jizhu@umich.edu

The support vector machine and boosting are widely used tools for predict-
ing or classifying noisy data. The ideas were introduced by Vapnik (1995)
and Freund & Schapire (1996). These two methods have attracted a lot of
attention due to their great success in data modeling tasks. They are now
being applied to medical diagnosis, bioinformatics and genetic modeling,
chemical process control, shape, handwriting, speech and face recognition,
financial modeling, and a wide range of other important practical prob-
lems. In this talk, I will give a tutorial on these two methods, from the point
of view of a statistician.

Applications of Statistical Machine-Learning to Modern
Biological Datasets

o Jon D. McAuliffe, University of Pennsylvania, 400 Huntsman Hall,
Statistics Department, Wharton School, Philadelphia, PA 19104, mcjon@
wharton.upenn.edu

High-throughput experimentation is now a routine part of research in biol-
ogy. The corresponding need to process and analyze large, complex biologi-
cal datasets has given rise to the specialized field of bioinformatics. I will
give some examples of the statistical and computational issues that arise
in bioinformatics analyses, and how machine-learning methods have been
used with some success to address them. First I will describe the “func-
tional annotation” problem: how to determine what biological role is played
by different parts of an organism’s genome. Comparing to the genomes of
related organisms can help a lot; I will explain the graphical model formal-
ism and show how it is relevant. Then I will describe the notion of “hetero-
geneous data integration” using support vector machines, with an applica-
tion to discriminating different classes of proteins in yeast. No background
in biology will be assumed.

' ﬂ Statistical Methods for Gene

Regulatory Networks @ &

Biometrics Section, ENAR, Section on Statistics in Epidemiology
Monday, July 30, 8:30 am-10:20 am

Bayesian Error Analysis Model for Reconstructing
Transcriptional Regulatory Networks
% Ning Sun, Yale University, 300 George Street #531, New Haven, CT

06511, ning.sun@yale.edu; Raymond J. Carroll, Texas A&M University;
Hongyu Zhao, Yale University

Key Words: gene expression, transcriptional regulation, Markov chain
Monte Carlo, Bayesian, misclassification

Transcription regulation is a fundamental biological process. In this ar-
ticle, we propose a Bayesian error analysis model to integrate protein-DNA
binding data and gene expression data to reconstruct transcriptional regu-
latory networks. Transcription is modeled as a set of biochemical reactions
to derive a linear system model with clear biological interpretation, and
measurement errors in both protein-DNA binding data and gene expres-
sion data are explicitly considered in a Bayesian hierarchical model frame-
work. Model parameters are inferred through Markov chain Monte Carlo.
The usefulness of this approach is demonstrated through its application to
infer transcriptional regulatory networks in the yeast cell cycle.

@ Applied Session

«% Presenter

Studying Coregulation and Inter-regulation of Genes via
eQTL Mapping
¢ Tian Zheng, Columbia University, Department of Statistics, Room

1007, 1255 Amsterdam Avenue, New York, NY 10027, tzheng@stat.
columbia.edu

Key Words: Co-regulation, eQTL mapping, Statistical genetics

eQTL mapping is to find loci on human genome that have demonstrated
linkage to or association with the expression of a gene in microarray hy-
bridization experiments. Such identified loci may contain important in-
formation on the regulatory factors of the given gene under study. In this
talk, I will discuss coregulation and inter-regulation patterns identified via
similar strategies.

Self-Correcting Maps of Molecular Pathways

+* Andrey Rzhetsky, Columbia University, Dept. of Biomedical
Informatics, C2B2, 1130 St. Nicolas Avenue, New York, NY 10032,
ar345@columbia.edu; Tian Zheng, Columbia University; Chani Weinreb,
Columbia University

Key Words: bayesian network, molecular network, conflicting data, text-
mining

Reliable and comprehensive maps of molecular pathways are indispensable
for guiding complex biomedical experiments. Such maps are typically as-
sembled from myriads of disparate research reports and are replete with
inconsistencies due to variations in experimental conditions and/or er-
rors. It is often an intractable task to manually verify internal consistency
over a large collection of experimental statements. To automate large-scale
reconciliation efforts, we propose a random-arcs-and-nodes model where
both nodes (tissue-specific states of biological molecules) and arcs (interac-
tions between them) are represented with random variables. We show how
to obtain a noncontradictory model of a molecular network by computing
the joint distribution for arc and node variables, and then apply our meth-
odology to a realistic network, generating a set of experimentally testable
hypotheses.

Using Sequence Information to Predict Gene Regulation

o Jun S. Liu, Harvard University, Dept. of Statistics, 1 Oxford Street,
Cambridge, MA 02138, jliu@stat.harvard.edu; Qing Zhou, University of
California, Los Angeles

Key Words: Regression trees, Gene regulation, Bayesian model average,
boosting, regression, MCMC

Understanding how genes are regulated in various circumstances is a cen-
tral problem in molecular biology. The adoption of large-scale biological
data generation techniques such as the expression microarrays has enabled
researchers to tackle the gene regulation problem in a global way. We pres-
ent a method based on the Bayesian Additive Regression Trees (BART)
developed by Chipman et al. (2006) for extracting sequence features to
predict gene expression or enrichment values. We show that BART signifi-
cantly outperformed the neural network and our earlier stepwise linear re-
gression approaches, for real datasets including the human Oct4 and Sox2
ChIP-chip datasets and yeast amino acid starvation dataset. The variables
selected by BART are also of significant biological significance.
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'@ Administrative Records and

Data Integration @ &

Section on Government Statistics, Section on Survey Research
Methods, Social Statistics Section
Monday, July 30, 8:30 am-10:20 am

Maintaining Confidentiality in Administrative and
Integrated Databases

Jerome P. Reiter, Duke University; ** Satkartar Kinney, Duke University,
saki@stat.duke.edu

Key Words: confidentiality, disclosure, multiple imputation

In this talk, we discuss how multiply-imputed, synthetic data can be used
to maintain confidentiality when releasing microdata. We describe the
synthesis of a business establishment database. The database includes
many challenging variables to synthesize, including longitudinal data and
skewed distributions. We focus on the analytic validity of the synthetic da-
tasets.

Synthetic Data for Administrative Record Applications at
LEHD

o Jeremy Wu, U.S. Census Bureau, 4700 Silver Hill Road, Suitland, MD,
Jeremy.SWu@census.gov; John Abowd, Cornell University

Key Words: synthetic data, statistical validity, administrative records

The Longitudinal Employer-Household Dynamics Program at the U.S.
Census Bureau has developed several synthetic data products including On
The Map and a partially synthetic version of the Survey of Income and Pro-
gram Participation linked to SSA and IRS data. In this paper we propose
quality assurance standards that statistical agencies might use for devel-
oping and supporting such products. Documentation of inference validity
and its relation to the synthetic data method of confidentiality protection
is an important feature of our proposal.

Synthetic Data Disclosure Control for American
Community Survey Group Quarters
#* Rolando Rodriguez, U.S. Census Bureau, 4700 Silver Hill Rd., Stop

9100, Washington, DC 20233, rolando.a.rodriguez@census.gov; Robert H.
Creecy, U.S. Census Bureau

Key Words: disclosure, synthetic data, group quarters, American Com-
munity Survey, ACS, microdata

Last year, we reported on an effort to construct a disclosure control meth-
od using partially-synthetic data for American Community Survey (ACS)
group quarters. This effort was in anticipation of the first planned release
of ACS group quarters public-use microdata samples. As ACS data for 2006
becomes available, we have been able to test our method for the first time
on a full-size group quarters sample. We give results of our test, along with
discussions of new modeling methods, issues faced in the synthesis work-
flow, and possibilities for future research.
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'@ Recent Advances in Survival

Analysis Beyond Cox Model

IMS, ENAR, Section on Statistics in Epidemiology, Section on Risk
Analysis, Biometrics Section, Biopharmaceutical Section, Section
on Physical and Engineering Sciences, WNAR

Monday, July 30, 8:30 am-10:20 am

Nonproportional Hazards Models for Censored Data

+% Zhezhen Jin, Columbia University, Dept. of Biostatistics, 722 W 168th
St, New York, NY 10032, zj7@columbia.edu

Key Words: accelerated failure time model, general transformation mod-
el, lenear ar transformation model

In this talk, we will review three types of nonproportional hazards models
for censored data: the accelerated failure time (AFT) model, linear trans-
formation models, and general transformation models which are distribu-
tion free and with unknown monotone transformations. In particular, two
general R/Splus programs for AFT model fit will be illustrated.

Semiparametric Accelerated Failure Time Model with
Missing Data
% Menggang Yu, Indiana University Purdue University Indianapolis,

Department of Medicine/Biostatistics, School of Medicine, 535 Barnhill
Drive, RT 380F, Indianapolis, IN 46202, meyu@iupui.edu

Key Words: Accelerated Failure Time Model, Two-Phase Sampling, Miss-
ing Data, Survival Analysis, Semiparametric Method

Semiparametric accelerated failure time model (SAFT) is a popular alterna-
tive to the Cox proportional hazard model. In SAFT, log-transformed sur-
vival time is directly modeled as a sum of linear combination of covariates
and an unspecified error term. Theoretical and computational properties
of SAFT have been studied in the last decade when all covariates are fully
observed. In this talk, we consider the case when some of the covariates may
be subject to missing. We will pay special attention to a two-phase sampling
scheme when some covariates are only observed in the 2nd phase of a study
depending on the first phase data. Several estimation methods will be dis-
cussed and compared. Computational aspects will also be addressed.

Rank Regression, Accelerated Failure Time Model, and
Empirical Likelihood

% Mai Zhou, University of Kentucky, Department of Statistics, Lexington,
KY 40506-0027, mai@ms.uky.edu

Key Words: Survival Analysis, Empirical Likelihood, Censored Data, AFT
model, Rank estimation, R Software package

Accelerated Failure Time (AFT) model has long been recognized as a com-
petent alternative to the Cox proportional hazards regression model. Yet
AFT models did not see much action in practical problems, partly due to
the availability of (or lack of) reliable inference method and software. Re-
cent advances in the empirical likelihood (Owen 2001) methodology and
R software have provided AFT model with some nice solutions. We first
discuss some recent results of empirical likelihood analysis pertaining to
the rank regression of the AFT model, and then examples of computation
using R software will be demonstrated.
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Varying Coefficient Cox Model with Nonparametric
Longitudinal Covariates
+% Jimin Ding, Washington University in St. Louis, One Brookings Dr.

Cupple I, Math Department, Saint Louis, MO 63130, jmding@math.wustl.
edu; Jane-Ling Wang, University of California, Davis

Key Words: Survival data, Longitudinal data, Cox Model, Time-varying
coefficent, Joint modelling

In biomedical and clinic studies, time to some interesting events is usually
recorded together with longitudinal covariates for each subject. The goal is
not only to study the influence of covariates on survival time but also the
pattern of longitudinal covariates. Joint modeling of the longitudinal and
survival data has emerged an effective way to gain information for both pro-
cesses and will be studied here. We propose to use the Cox model with time-
varying coefficients to link longitudinal covariates and survival time and in-
vestigate the possible time-dependent survival regression effect. Considering
longitudinal covariates are often measured intermittently and may contain
measurement errors, we will estimate unobservable longitudinal process to-
gether with time-varying coefficients in the joint modeling setting.

'4 Accreditation of Professional

Statisticians ® ©

Section on Statistical Consulting, SSC
Monday, July 30, 8:30 am-10:20 am

SSC Accreditation: The Canadian Model

% Judith-Anne W. Chapman, Queen’s University, NCIC Clinical Trials
Group, 10 Stuart Street, Kingston, ON K7L 3N6 Canada, JChapman@ctg.
queensu.ca

Key Words: accreditation, professional statistician

Statisticians now have formal professional recognition in UK, Australia,
and Canada. The ISI is considering a similar step. Statistical Society of
Canada (SSC) Accreditation of Professional Statisticians operates under
recently approved Canadian Federal Trademarks, P.Stat. (Professional Stat-
istician) and A.Stat. (Associate Statistician). There was a general opening
for P.Stat. in March, 2004. With sufficient P.Stat. approved to be mentors
for A.Stat., there was a first call for A.Stat. applications in June, 2006. This
panelist was Chair of SSC Accreditation Committee at the time when Ac-
creditation was opened, and will outline placement of SSC Accreditation in
a multi-disciplinary and international framework.

Academia and the Professional Statistician Community

% Mary E. Thompson, University of Waterloo, Statistics and Actuarial
Science, Waterloo, ON N2L 3G1 Canada, methomps@uwaterloo.ca

Key Words: accreditation, professional practice, universities

Accreditation in Canada is a certification for professional practice of sta-
tistics, and has strong support from academia as well as the professional
statistician community. The program has important implications for uni-
versities. It provides a new dimension to undergraduate and master’s level
education. University statisticians are and will be closely involved in the
development and delivery of continuing education opportunities. The aca-
demic and professional statistician communities also intersect. Some re-
flections on the importance of this intersection and some of the questions
surrounding it will be offered.
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The ASA Consideration of Accreditation

3 Mary Batcher, Ernst & Young, 1225 Connecticut Ave., NW,
Washington, DC 20906, mary.batcher@ey.com

Key Words: accreditation

Several years ago, the ASA considered certification but chose not to in-
stitute a certification program. Since then, three other statistical societ-
ies have successfully implemented accreditation programs. The ASA Task
Force on Accreditation, reviewed these three programs and conducted fo-
cus groups and surveys of ASA members. Based on the interest expressed
in the focus groups and survey, the Task Force recommendation to the ASA
Board was the establishment of an ASA Committee to develop the basic
structure of an accreditation program and present that to the Board for its
consideration. This panelist led the Task Force on Accreditation and will
discuss the work of the task force and its recommendations and the prog-
ress of the Committee on Accreditation.

Biometrics Editor Invited
Session @

WNAR, ENAR, Biometrics Section
Monday, July 30, 8:30 am-10:20 am

Multilist Population Estimation with Incomplete and
Partial Stratification

+®Jason M. Sutherland, Indiana University Purdue University
Indianapolis, 1050 Wishard Blvd. RG 4101, School of Medicine, Division
of Biostatistics, Indianapolis, IN 46202-2872, jmsuther@iupui.edu

Key Words: Closed population, EM algorithm, Log-linear, Multi-list,
Stratification

Multi-list capture-recapture methods are commonly used to estimate the
size of elusive populations. In many situations, lists are stratified by distin-
guishing features, such as age or sex. Stratification has often been used to
reduce biases caused by heterogeneity in the probability of list membership
among members of the population; however, it is increasingly common to
find lists that are structurally not active in all strata. We develop a general
method to deal with cases when not all lists are active in all strata using an
EM algorithm. We use a flexible log-linear modeling framework that allows
for list dependencies and differential probabilities of ascertainment in each
list. The method of estimating population size is applied to two examples.

Bayesian Hierarchical Spatially Correlated Functional
Data Analysis with Application to Colon Carcinogenesis
% Veera Baladandayuthapani, The University of Texas M.D. Anderson
Cancer Center, 1515 Holcombe Blvd. Unit 447, Houston, TX 77030,
veera@mdanderson.org; Bani Mallick, Texas A&M University; Raymond
J. Carroll, Texas A&M University; Mee Young Hong, University of
California, Los Angeles; Nancy D. Turner, Texas A&M University; Joanne
R. Lupton, Texas A&M University

Key Words: Bayesian methods, Carcinogenesis, Functional data analysis,
Regression splines, Semiparametric methods, Spatial correlation

We present new methods to analyze data from an experiment using rodent
models to investigate the biological mechanisms surrounding p27, an im-
portant biomarker predictive of early colon carcinogenesis. The responses
modeled are essentially functions nested within a two-stage hierarchy.
Moreover, in our experiment, there is substantial biological motivation for
the existence of spatial correlation among the functions, which arise from
the locations of biological structures called colonic crypts: this possible
functional correlation is a phenomenon we term crypt signaling. Thus, as a
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point of general methodology, we require an analysis that allows for func-
tions to be correlated at the deepest level of the hierarchy. Analysis of this
data set gives new insights into the structure of p27 expression in early colon
carcinogenesis and suggests the existence of significant crypt signaling.

Bayesian Methods for Predicting Interacting Protein
Pairs Using Domain Information
Inyoung Kim, Yale University; Yin Liu, Yale University; % Hongyu Zhao,

Yale University, 200 LEPH 60 College Street, New Haven, CT 06520,
hongyu.zhao@yale.edu

Key Words: Bayesian method, protein interaction, domain interaction,
bioinformatics, computational biology, proteomics

Protein-protein interactions play important roles in most fundamental
cellular processes. Therefore, it is important to develop effective statistical
approaches to predicting protein interactions based on recently available
large-scale yet noisy experimental data. In this paper we propose Bayes-
ian methods to predict protein interactions based on interactions among
domains, the functional units of proteins. We also propose a new model to
associate protein interaction probabilities with domain interaction prob-
abilities. When our Bayesian methods are compared with a likelihood-
based approach, our methods have smaller mean square errors through
both simulations and theoretical justification under a special scenario. The
large-scale protein-protein interaction data obtained from high through-
put yeast two-hybrid experiments are used to demonstrate the advantages
of the Bayesian approaches.

'@ Exploring Models

Interactively @ &

Section on Statistical Graphics, Section on Teaching Statistics in
the Health Sciences, Section on Statistical Consulting
Monday, July 30, 8:30 am-10:20 am

Bayesian Information Analysis

% Aleks Jakulin, Columbia University, 1255 Amsterdam Avenue, Room
927, New York, 10027, jakulin@stat.columbia.edu; Andrew Gelman,
Columbia University

Key Words: likelihood, information, Bayesian, Information theory

A large part of Bayesian data analysis is based on examining the posterior
distributions of parameters. In comparing different models, however, pa-
rameters can change their interpretations, and it is helpful to have a more
stable platform for comparison. One popular approach is to examine the
posterior distribution of the likelihood, or to compare the likelihood as
evaluated using different models. While the parameters of a model iden-
tify the structure, the likelihood corresponds to the ability of a model to
explain the observed data. Many questions, such as ““how informative is a
particular variable” or “'what is the importance of an interaction” are bet-
ter answered in terms of a change in likelihood than in terms of parameter
values. Our goal in this research is to understand any fitted complex model
in terms of its simpler building blocks.

Exploratory Model Analysis: Interactive Graphical
Methods for Model Selection and Comparison

4 Simon Urbanek, AT&T Labs - Research, AT&T Shannon Lab., Room
D281, 180 Park Ave, Florham Park, NJ 07932, urbanek@research.att.com

Key Words: exploratory model analysis, model selection, visualization,
tre emethods, model ensembles
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Increasing availability of computing power widens the choice of models and
methods in many fields of data analysis and data mining. However, the in-
creasing variety also makes it harder to decide which methods to use for
a given problem. Many publications have been written on model selection
and comparison, mainly with the goal to select “the” optimal model, usually
condensing the properties into a single number. In most cases this is not ad-
equate as models have different properties with respect to the data that can-
not be measured only from one viewpoint. In this talk we discuss a different
approach that attempts to understand differences in statistical models by us-
ing visualization of both data and model information. We will show a general
framework for exploratory model analysis and illustrate its use on practical
examples with models ranging from linear models to tree methods.

Grammatical Visualization of Statistical Models
Graham Wills, SPSS Inc.; %*Chunling Zhang, SPSS Inc., , clzhang@spss.com

Key Words: statistical graphics, models

The research team at SPSS has developed an engine for the production of
statistical graphics based on the principles of Wilkinson’s The Grammar
of Graphics. This engine, together with the specification language used
to define graphics, has proved capable of producing virtually any manner
of statistical graphic and also a comprehensive subset of visualizations
invented in other fields. In this presentation, we will show how we have
applied Grammatical principles to the visualization of statistical models,
as opposed to statistical data. We will give examples of several types of
statistical model and will also show an example of the visualization of a
distributed model; that is, a statistical model calculated on a grid of 256
computers, each with a partition of the overall data set of one billion rows.

Exploring Models for Clustering Data
+» Dianne Cook, lowa State University, Dept of Statistics, 325 Snedecor
Hall, Ames, IA 50011-1210, dicook@iastate.edu

Key Words: model-based clustering, dynamic graphics, self-organizing
maps, model diagnostics, tours, EDA

Clustering data is so much fun, yet it is one of the murkiest of statistical
procedures. The usual suspects measuring the goodness of fit, for example,
Bayes Information Criterion for model-based clustering, often yield disap-
pointing results. In this talk we’ll describe interactive and dynamic graph-
ics methods that help to investigate cluster analysis models. We'll focus
on model-based clustering, and examine the parameterization of the vari-
ance-covariance matrix, using tours. And we’ll also look at the way self-or-
ganizing maps weave their net model into multivariate data.

'? Under the Microscope:

Statistical Methods for Molecular
Biology @ &

General Methodology, Biometrics Section, Section on
Statistics in Epidemiology, Section on Statistical Computing,
Biopharmaceutical Section

Monday, July 30, 8:30 am-10:20 am

Efficient Design and Analysis of Genome-Wide
Association Studies

**Michael Boehnke, University of Michigan, School of Public Health,
Department of Biostatistics, Ann Arbor, MI 48109-2029, boehnke@umich.edu

Key Words: association, genetics, type 2 diabetes, two-stage designs
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Genome wide association studies in which hundreds of thousands of ge-
netic markers are genotyped on hundreds or thousands of subjects are now
a practical approach to study the genetic basis of complex human diseases.
In this talk, I will discuss optimal experimental design and analysis meth-
ods for two-stage genome wide association studies in which a subset of
samples is genotyped on all genetic markers in stage 1, and the remaining
samples are genotyped on the most interesting markers in stage 2. I also
will discuss the use of genome wide association data for matching cases
and controls to correct for possible population stratification. I will illus-
trate these methods with application to data from stage 1 of a genome wide
association study of type 2 diabetes from the Finland-United States Inves-
tigation of NIDDM Genetics (FUSION) study.

Stochastic Search Gene Suggestion: Bayesians and
Biology Meet Again!

% Michael D. Swartz, The University of Texas M.D. Anderson Cancer
Center, Dept. of Epidemiology - Unit 1340, 1155 Pressler Blvd., Houston,
TX 77030-3721, mdswartz@mdanderson.org

Key Words: Bayesian hierarchical model, Bayesian model selection, Case-
control design, Gene mapping, Markov chain Monte Carlo

We describe a novel application of stochastic search variable selection to
gene mapping of complex diseases (Swartz et al, Biometrics, 2006). This
method introduces a dual hierarchy indicator prior that mirrors selecting
alleles at loci. We also exploit the inherent hierarchical structure of SSVS
applied to conditional logistic regression to incorporate linkage disequilib-
rium, a form of genetic correlation, into the model. We show that incorpo-
rating both the dual hierarchy indicators and the genetic dependence struc-
ture reduces the false positives and false negatives over conditional logistic
regression alone. We show the methods performance on real and simulated
data. Our software is available at www.epigenetic.org/Linkage/ssgs-public.

Statistical Models of Global Transcription Regulatory
Mechanisms in Cancer

#* Wei Li, Harvard School of Public Health, 375 Longwood Avenue,
LW642, Boston, MA 02115, wli@research.dfci.harvard.edu; 4 Xiaole S.
Liu, Harvard School of Public Health, 375 Longwood Avenue, LW642,
Boston, MA 02115, wli@research.dfci.harvard.edu

Key Words: genome tiling microarrays, model-based analysis, transcrip-
tion regulation, cistrome, ChIP-chip

Chromatin Immunoprecipitation coupled with DNA microarray analysis
(ChIP-chip) is a popular technique to study cistromes, the set of cis-acting
targets of a trans-acting factor on a genome scale. We developed a series
of algorithms for the analysis of ChIP-chip on genome tiling microarrays,
including a Microarray Blob Remover (MBR) to filter probes in blob de-
fects on the array, an algorithm for eXtreme fast MApping of Nucleotide
(XMAN) probes to the genome, a Model-based Analysis of Tiling arrays
(MAT) that models probe baseline behavior from probe sequence and ge-
nome copy numbers, and a web Cis-Element Annotation System (CEAS)
for a comprehensive annotation of protein-bound ChIP-regions in the
genome. We applied these algorithms to the ChIP-chip data of Estrogen
Receptor (ER) and Androgen Receptor (AR) on Affymetrix whole human
genome tiling arrays to identify their cistromes.

Scale-Based Methods in the Analysis of Proteomic Data
+ Timothy Randolph, Fred Hutchinson Cancer Research Center, 1100
Fairview Ave. N., M2-B500, Seattle, WA 98109, trandolp@fhcrc.org

Key Words: discrimination, proteomic data, multi-scale, regularization

This talk considers a variety of data from proteomic platforms and ques-
tions related to the goal of discriminating between groups. These data
(noisy curves or images) are high dimensional in the sense that each datum
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consists of 1000s of measurements, but they are potentially (relatively) low
dimensional in that they are highly locally correlated. We describe efforts
to exploit local correlation and scale-based structure for normalization, fea-
ture extraction and/or regularization with the goal of class discrimination.

" Recent Development in

Econometric Time Series ® &

Business and Economics Statistics Section
Monday, July 30, 8:30 am-10:20 am

Cointegration Analysis with Mixed Frequency Data

+ Byeongchan Seong, Chung-Ang University, Department of Statistics,
221, Heukseok-dong, Dongjak-gu, Seoul, 156-756 Korea, bcseong@postech.
ac.kr; Sung K. Ahn, Washington State University; Peter Zadrozny, Bureau
of Labor Statistics

Key Words: missing data, Kalman filter, expectation maximization algo-
rithm, forecasting, error correction model, smoothing

We develop a method for directly modeling cointegrated multivariate time
series that are observed in mixed frequencies. We regard lower-frequency
data as regularly (or irregularly) missing and treat them with higher-fre-
quency data by adopting a state-space model. This enables us to estimate
parameters including cointegrating vectors and the missing observations
of low-frequency data and to construct forecasts for future values. For the
maximum likelihood estimation of the parameters in the model, we use an
expectation maximization algorithm based on the state-space representa-
tion of the error correction model. The statistical efficiency of the devel-
oped method is investigated through a Monte Carlo study. We apply the
method to a mixed-frequency data set that consists of the quarterly real
gross domestic product and the monthly consumer price index.

Studying Interactions Without Multivariate Modeling

% Alain Hecq, University of Maastricht, Dept. of Quantitative E, P.O.Box
616, Maastricht, International 6200 MD Netherlands, a.hecq@ke.unimaas.
nl; Gianluca Cubadda, University of Tor Vergata; Franz Palm, University of
Maastricht

Key Words: Common cycles, ARIMA, Cointegration, Panel data, VAR

We propose in this paper an approach that aims at providing guidance for
checking the data admissibility of non-stationary multivariate time series
models (VAR or VARMA) and their implied individual ARIMA specifica-
tions. In particular we show that the presence of different kinds of common
cyclical features restrictions, leading to reduced rank in the short run dy-
namics, explains to a large extent why we can identify such parsimonious
univariate ARIMA models in applied research, a paradox that the profes-
sion had problems to explain before. This allows us to develop a new strat-
egy for studying interactions between variables without modeling these
relationships in a multivariate setting. Indeed, we develop tools to study
features of individual time series with the aim to infer features of the com-
plete system, as individual series keep a print of the system as a whole.

Bayesian Change Point Model for Time Series

+ Sinsup Cho, Seoul National University, San 56-1, Shillim-Dong,
Gwanak-Gu, Seoul, International 151-742 Korea, sinsup@snu.ac.kr; Juwon
Kim, Seoul National University; Seungmin Nam, Samsung Fire & Marine
Insurance Co., LTD

Key Words: Bayesian, change point, MCMC, time series, ARCH, long
memory
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Change point detection in time series by Bayesian method is presented.
The occurrence of the change point is modeled as the discrete time Markov
process with unknown transition probabilities and is estimated by MCMC
based on Chib’s (1998) approach. The model assumes that all or part of the
parameters in the change point model change over time and the time of the
change points are known. We apply the algorithm to ARCH and ARFIMA
models. Simulation is performed using a variant of perfect sampling algo-
rithm to achieve the accuracy and efficiency. We compare the performance
of the proposed change point model with the Kokoszka and Leipus (2000)
CUSUM type estimator using AR(1)example. The yearly Nile-river data is
analyzed as an example of the long memory process.

A Unifying Framework for Analyzing Common Cyclical
Features in Cointegrated Time Series

¢ Gianluca Cubadda, University of Tor Vergata, Via Columbia, 2, Roma,
00133 Italy, gianluca.cubadda@uniroma?.it

Key Words: Common Cyclical Features, Reduced Rank Regression, Coin-
tegration

This paper provides a unifying framework in which the coexistence of dif-
ferent form of common cyclical features can be tested and imposed to a
cointegrated VAR model. This goal is reached by introducing a new notion
of common cyclical features, namely the weak form of polynomial serial
correlation common features, which encompasses most of the previous
ones. Statistical inference is obtained by means of reduced-rank regres-
sion, and alternative forms of common cyclical features are detected by
means of tests for over-identifying restrictions on the parameters of the
new model. Some iterative estimation procedures are then proposed for
simultaneously modeling different forms of common features. Concepts
and methods are illustrated by an empirical investigation of the US busi-
ness cycle indicators.

'@ Causal Effects of

Individualized Treatment Rules

IMS, Biometrics Section, WNAR
Monday, July 30, 8:30 am-10:20 am

Causal Inference in Sequentially Randomized Trials
Based on Realistic Individualized Treatment Rules

+* Oliver Bembom, University of California, Berkeley, 1783 Oxford St,
Berkeley, CA 94709, bembom@berkeley.edu

Key Words: causal inference, sequentially randomized trials, marginal
structural models, experimental treatment assignment assumption, IPTW,
dynamic treatment rules

We consider sequentially randomized trials in which treatments are as-
signed in response to observed intermediate outcomes. Patients may, for
example, be randomized to the remaining treatment options if they have
responded poorly to their initial treatment. Conventional marginal struc-
tural models (MSMs) based on static treatment regimens often fail in this
context due to a clear violation of the Experimental Treatment Assign-
ment assumption. We show that MSMs can be used, however, to model
mean counterfactual outcomes corresponding to realistic individualized
treatment rules. Such rules may, for example, start patients on a particular
treatment a0 and then switch them to another treatment al if their inter-
mediate outcome becomes unfavorable. We present IPTW estimators for
this problem and illustrate the methodology through a simulation study.
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Optimal Start of Treatment Based on Time-Dependent
Covariates

o Judith J. Lok, Harvard School of Public Health, Building II, Room 409,
Department of Biostatistics, 655 Huntington Avenue, Boston, MA 02115,
jlok@hsph.harvard.edu; James Robins, Harvard School of Public Health;
Miguel A. Hernan, Harvard School of Public Health

Key Words: optimal treatment regimes, observational studies

Using observational data, we estimate the effects of treatment regimes that
start treatment once a covariate, X, drops below a certain level, x. This type
of analysis is difficult to carry out using experimental data, because the
number of possible values of x may be large. In addition, we estimate the
optimal value of x, which maximizes the expected value of the outcome of
interest within the class of treatment regimes studied in this paper. Our
identifying assumption is that there are no unmeasured confounders. We
illustrate our methods using the French Hospital Database on HIV. The
best moment to start Highly Active AntiRetroviral Therapy (HAART) in
HIV positive patients is unknown. It may be the case that withholding
HAART in the beginning is beneficial, because it postpones the time pa-
tients develop drug resistance, and hence might improve the patients’ long
term prognosis.

Estimation of the Effect of Dynamic Treatment Regimes
Under Flexible Dynamic Visit Regimes

% Andrea Rotnitzky, Universidad Torcuato Di Tella, S-enz Valiente
1010, Buenos Aires, Argentina, arotnitzky@utdt.edu; Liliana Orellana,
Universidad de Buenos Aire

Key Words: Marginal Structural Model, Causal Inference, Dynamic
Regime

Often in the management of chronic diseases, doctors indicate the patient
when the next clinic visit should be according to medical guidelines. Pa-
tients return to the clinic earlier if they need to do so. At every clinic visit
treatment decisions are made. It is thus of interest to estimate the effect
of dynamic treatment regimes that are to be implemented in settings in
which: i) medical guidelines are used to indicate when the next clinic visit
should be and these may depend on the patient health status, ii) patients
may return earlier than the indicate date and iii) treatment decisions are
made at each clinic visit. In this talk we present a method, based on an
extension of the Marginal Structural Model (Robins 1999, 2000), which
allows estimation from observational data of the effects of dynamic treat-
ment regimes that are to be implemented in settings in which i) ii) and iii)
hold.

@@ The Importance of Statistical

Reasoning in Law and Legal Science

Committee on Law and Justice Statistics, Section on
Nonparametric Statistics, Section on Statistical Consulting
Monday, July 30, 8:30 am-10:20 am

Doctrine, District Courts, and Docketology

¢ Alan J. Izenman, Temple University, Department of Statistics,
Speakman Hall (006-00), Philadelphia, PA 19122-6083, alan@temple.edu;
David Hoffman, Temple University

Key Words: judicial opinions, dispositions, on-line databases, case-com-
plexity index, HLM, survival analysis

An important topic of interest to legal scholars is under what conditions
will a judge in a civil case decide to write an opinion in a case, instead of
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merely an order. Such an “opinion or order” decision tends to be reflected
in whether the decision is published in either Westlaw or Lexis. To inves-
tigate the conditions under which a judge decides to write an opinion or
an order, we collected a number of predictor variables related to the status
of each judicial decision in a large random sample of civil cases from each
of four jurisdictions, Maryland, California (ND), Pennsylvania (ED), and
New York (SD), during 2003. Certain cases were not completed at the time
of data collection, and so get treated as censored data. We describe an hi-
erarchical linear model that helps deal with the complicated aspects of this
question, and we present a “case complexity index” for each case.

Two Percentiles in Court: The Zuni School District Case

*®Joseph L. Gastwirth, George Washington University, 2140 Pennsylvania
Ave NW, Department of Statistics, Washington, DC 20052, jlgast@gwu.edu

Key Words: school funding equity, measure of disparity, calculating per-
centiles, statutory interpretation

In 1994, the U.S. Congress rewrote the Federal Impact Aid law. Rather than
give the Dep'’t. of Educ. the power to establish a measure of disparity to as-
sess the equality of school funds in a state, the law specified a formula that
differed in some respects. The Department interpreted the new formula
to be identical to its former one. The Department determined that New
Mexico would qualify as “equalized” under its interpretation but the Zuni
District asserted that under the new statute the local areas not the state
deserved the $60 million. The way the lower courts discussed the calcula-
tion and the speaker’s views of the statistical aspects of the case will be
described. As the U.S. Supreme Court has accepted the case, its resolution
will also be discussed if the decision is handed down this term.

Verdict on Verdicts: Statistical Measurement of the
Accuracy of Jury Verdicts

4 Bruce D. Spencer, Northwestern University, Department of Statistics,
2006 Sheridan Rd., Evanston, IL 60208-4070, bspencer@northwestern.edu

Key Words: statistics and the law, jury accuracy, false conviction, Type I
error, Type II error, latent class

Accuracy of jury verdicts is a societal concern, always paramount to the de-
fendant, that becomes acute during high-profile litigation. But aside from
exceptional cases, little is known about how often juries as a whole get it
wrong. Yet, average accuracy of jury verdicts can be studied empirically
and systematically when a replication consisting of a second rating of the
verdict is available. Data from a recent study of U.S. criminal cases by the
National Center for State Courts (NCSC) showed only fair to poor judge-
jury agreement. Simple estimates developed from the judge-jury agreement
rate provide (under plausible conditions) optimistic estimates of accuracy
of jury verdicts. Under stronger conditions, log-linear models provide sur-
prising estimates of conditional and unconditional probabilities of incor-
rect convictions and acquittals. Further data collection is recommended.

The Effect of Serial Correlation on Statistical Evidence in
Legal Cases

** Yulia R. Gel, University of Waterloo, 200 University Ave. W., Waterloo,
ON N2L 3G1 Canada, ygl@math.uwaterloo.ca; Weiwen Miao, Macalester
College; Joseph L. Gastwirth, George Washington University

Key Words: non-parametrics, legal statistics, time series, goodness-of
fit tests

When data occur sequentially in time, they typically have a positive se-
rial correlation. Such a dependence among observations is known to affect
the distribution of both parametric and nonparametric test statistics. The
effect on the p-value of a particular test is related to the dependence struc-
ture underlying the data. We will present a study of the dependence effect
on various statistical tests utilized in legal cases and possible remedial ap-
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proaches. The implications of our results for a statistical analysis submitted
in a securities law case and a jury discrimination case will be discussed.

@ ﬂ Implementing GAISE in Our

Classrooms

Section on Statistical Education
Monday, July 30, 8:30 am-10:20 am

Implementing GAISE in Our Classrooms

% Carolyn P. Dobler, Gustavus Adolphus College, Department of
Mathematics and Computer Science, 800 West College Avenue, St. Peter,
MN 56082, dobler@gac.edu; %* Carolyn K. Cuff, Westminster College,
Department of Mathematics, 154 Hoyt Science Center, New Wilmington,
PA 16172, ccuff@westminster.edu; SE. Jacquelin Dietz, Meredith College,
Department of Mathematics and Computer Science, 3800 Hillsborough
Street, Raleigh, NC 27607-5298, dietzjac@meredith.edu; < Gary Kader,
Appalachian State University, Department of Mathematical Sciences, 121
Bodenheimer Drive Walker Hall, Boone, NC 28608-2092, gdk@math.
appstate.edu; % Dexter C. Whittinghill, Rowan University, Department
of Mathematics, 201 Mullica Hill Rd., Glassboro, NJ 08028, whittinghill@
rowan.edu

Key Words: GAISE, Education, Teaching, Assessment

The American Statistical Association (ASA) funded and adopted the
Guidelines for Assessment and Instruction in Statistics Education (GAISE)
Project to provide recommendations for teaching statistics. Each of the
panelists have selected at least one guideline and implemented a corre-
sponding change or changes in their course. They will report on their chal-
lenges of making the change and whether they feel the change was success-
ful. They will also give suggestions for others to implement changes based
on GAISE.

@@ Section on Health Policy

Statistics Student Award Winners @ &

Section on Health Policy Statistics
Monday, July 30, 8:30 am-10:20 am

Evaluating Bias Correction in Weighted Proportional
Hazards Regression

3 Qing Pan, University of Michigan, 2355 Arrowwood Trl, Ann Arbor, MI
48105, gingpan@umich.edu; Douglas Schaubel, University of Michigan

Key Words: Confidence bands, Inverse-selection-probability weights, Ob-
servational studies, Proportional hazards model, Selection Bias, Wald test

With possible biased sample, Pan and Schaubel recently proposed infer-
ence procedures for an inverse selection probability weighted Cox model,
applicable when selection probabilities are estimated empirically. The pro-
posed weighted estimator is consistent for the target population param-
eter, while the unweighted estimator converges to a modification of the
true value. Similar statements apply to the cumulative hazard estimators.
Although parameter estimation is consistent, computation is more in-
tensive. Here, we propose methods for evaluating bias in the unweighted
partial likelihood and Breslow-Aalen estimators. Asymptotic properties of
the proposed statistics are derived. The finite-sample significance level and
power are evaluated through simulation. The proposed methods are ap-
plied to national organ failure registry data to evaluate the bias in a post
kidney transplant survival model.
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Analysis of Longitudinal Data To Evaluate a Policy
Change
o Benjamin French, University of Washington, F600 Health Sciences

Building, Campus Mail Stop 357232, Seattle, WA 98195-7232, bcf@
u.washington.edu; Patrick J. Heagerty, University of Washington

Key Words: Generalized estimating equations, Generalized linear mixed
models, Meta-analysis, Empirical Bayes

There are challenging aspects of policy change data with respect to analy-
sis and inference that require consideration: defining comparison groups,
accounting for heterogeneity in the policy effect, and modeling longitudi-
nal correlation. We compare currently available longitudinal data analy-
sis methods to evaluate a policy change. We also illustrate issues specific
to evaluating a policy change via a case study of laws eliminating gun-use
restrictions and firearm-related homicide. We obtain homicide rate ratios
estimating the effect of enacting a shall-issue law that vary between 0.903
and 1.101. However, using methods that are most appropriate implies that
enacting such a law is associated with a non-significant increase in fire-
arm-related homicide. We conclude that in a policy change study it is es-
sential to thoroughly model temporal trends and account for policy effect
heterogeneity.

Testing for Trends in a Two-State Markov Model with

Applications in Smoking Cessation Studies

4 Charles Minard, The University of Texas M.D. Anderson Cancer
Center, 1155 Pressler Blvd, Unit 1340, Houston, TX 77030, cgminard@
mdanderson.org; Wenyaw Chan, The University of Texas at Houston;
Carol J. Etzel, The University of Texas M.D. Anderson Cancer Center;
David Wetter, The University of Texas M.D. Anderson Cancer Center

Key Words: binary, longitudinal, GEE, Markov chain, smoking cessation

Intervention trials may observe participants alternating between two states
over time. The generalized estimating equations (GEE) method is com-
monly used to analyze binary, longitudinal data in the context of indepen-
dent variables. A trend may be evaluated by including an interaction term
in the GEE model. However, the sequence of observations may also follow
a Markov chain with stationary transition probabilities. Assuming a log-
transformed trend parameter, determinants of a trend may be evaluated by
maximizing the likelihood function. New methodology is presented here
to test for the presence and determinants of a trend in binary, longitudinal
observations. Empirical studies are evaluated, and comparisons are made
with respect to the GEE approach. Practical application is made to data
available from a smoking cessation study.

Is Newer Always Better? Re-evaluating the Benefits of
Newer Pharmaceuticals

4 Michael Law, Harvard Medical School/Harvard Pilgrim HealthCare,
133 Brookline Ave, 6th Floor, Boston, MA 02215, mlaw@fas.harvard.edu;
Karen Grépin, Harvard University

Key Words: Prescription Drugs, Propensity Score Matching, Drug Off-
sets, Health Care Costs

Whether newer pharmaceuticals justify their higher cost by “offsetting”
other health spending (such as hospital services) is an important health
policy question. We aimed to replicate a previous analysis which suggests
the savings from newer drugs substantially outweigh their additional cost.
We find the results are highly dependent on the model and dataset used:
substituting either a model less sensitive to outliers or a newer data release
results in the effect disappearing; substituting both causes it to reverse in
direction. Further, we propose an alternative model using propensity score
matching and a two-part expenditure model, which we estimate for hyper-
tension. We find using a newer drug is associated with $179 higher annual

68  {SW 2007

@ Applied Session

o Presenter

drug costs, but the change in non-drug spending is indistinguishable from
zero. Thus, we find no evidence of offsets from these medications.

Evaluating Predictive Capacity of Continuous Biomarkers

% Ying Huang, University of Washington, Department of Biostatistics,
Seattle, WA 98195, ying@u.washington.edu; Margaret Pepe, Fred
Hutchinson Cancer Research Center; Ziding Feng, Fred Hutchinson
Cancer Research Center

Key Words: Predictiveness Curve, risk prediction, ROC curve, cross-sec-
tional studies

Statistical methodology is needed to critically evaluate biomarkers. A
well-established criterion for marker evaluation is classification accuracy,
often characterized by the ROC curve. However, classification is not al-
ways the goal. Oftentimes we use markers to predict risk of disease. Since
the criteria for evaluating risk prediction markers are different from those
for classification markers, we suggest an alternative to the ROC curve for
their evaluation. We propose using the predictiveness curve to display the
distribution of risk predicted by markers. This tool is valuable for health
policy makers who are interested in policy analysis of screening and refer-
ral applied to the whole population. We propose an estimator for making
inference about the curve and for making pointwise comparisons between
curves in cross-sectional studies. We also develop estimators for subpopu-
lations.

@@ Design and Analysis of

Method Transfer Studies in Nonclinical
Pharmaceutical Development @ &

Biopharmaceutical Section
Monday, July 30, 8:30 am-10:20 am

Design and Analysis of Analytical Method Transfer
Studies

#* James Schwenke, Boehringer Ingelheim Pharmaceuticals, Inc., 900
Ridgebury Road, PO Box 368, Ridgefield, CT 06877-0368, jschwenk@rdg.
boehringer-ingelheim.com

Key Words: method transfer, equivalence testing, analysis of variance

An analytical method transfer study is a GLP study deigned to demonstrate
interlaboratory reproducibility in the transfer of manufacturing. testing
or assay processes from one laboratory to another. The typical study in-
volves two laboratories with two analysts within each laboratory, testing
samples over a two day period. An equivalence testing strategy is employed
to demonstrate the similarity of response obtained by the two laboratories.
Depending on the pharmaceutical product involved, different experimen-
tation designs are necessary to accommodate the destructive sampling
necessary for testing. Three designs will be discussed, representing inde-
pendent sampling and variations on split and strip-plot designs. Examples
of the analysis corresponding to each design will be presented. Studies in-
volving three or more laboratories will be discussed through examples.

Design and Analysis of Method Transfer Studies in
Nonclinical Pharmaceutical Development

% Jinglin Zhong, Food and Drug Administration, CDER, 9758 pleasant
gate lane, Potomac, MD 20854, jinglin.zhong@fda.hhs.gov; Yi Tsong, Food
and Drug Administration

Key Words: concordance correlation, tolerance interval, individual
equivalence
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Analytical method transfer is an important part of analytical method
development and maintenance. The current common practice of ana-
lytical method transfer is based on the equivalence of the means between
the development laboratory and the production laboratory. However the
most scientific sound approach would show the equivalency of individual
sample readings between the two laboratories. In this talk, statistical ap-
proaches such as concordance correlation and tolerance interval approach
to address individual equivalence between laboratories will be discussed.
These approaches will be compared with each other and also with the mean
equivalence approach on their statistical properties. Examples and simula-
tion results will be presented to illustrate each analysis approach and the
comparisons.

Some Useful Experimental Designs in Method Transfer
Experiments

3 Jyh-Ming Shoung, J&JPRD, 9 Saratoga Court, East Brunswick, NJ
08816, jshoung@prdus.jnj.com; Stan Altan, J&JPRD

Method Transfer is a part of pharmaceutical development in which an
analytical (chemical) procedure developed in one laboratory (typically
the research laboratory) is about to be adopted by one or more other labo-
ratories (production or commercial operations). The objective is to show
that the recipient laboratory is capable of performing the procedure in an
acceptable manner. Acceptability is typically decided on the basis of an
equivalence test. But in the course of carrying out a method transfer, other
questions may arise related to fixed or random factors of interest, such as
analyst, apparatus, batch, supplier of analytical reagents etc. Estimates of
reproducibility and repeatability may also be of interest in the course of
carrying out the method transfer. This presentation will focus on the ap-
plication of various block designs.

Total Error-Based Criterion for Analytical Method

Transfer Analyses

% Eric Rozet, University of Liege, Av de | Hopital 1 Bat B36, Liege, 4000
Belgium, eric.rozet@ulg.ac.be; Walthére Dewe, GlaxoSmithKline

Key Words: Method transfer, total error, beta-expectation tolerance
interval

The objective of an analytical transfer like for method validation is to give
guarantees that a laboratory masters the method of interest. As using total
error has been proposed to validate a method, total error-based approaches
should be also considered in transferring a method. The major difference in
transfer is that only samples from a production lot are used and the sender
gives, with some uncertainty, the reference value. Consequently the sender
lab penalizes the acceptance limits depending on the precision of the true
value estimate. Two approaches are proposed in order to have a total error-
based criterion and to take into account the precision of the reference value.
Firstly a beta-expectation tolerance interval is calculated and compared to
the acceptance limits obtained in the sender lab. Secondly the probability
to have a result outside the acceptance limits is estimated.

Approach To Assess the Equivalence Range for an
Analytical Methods Transfer

% Rene Kubiak, Boehringer Ingelheim, Dept Medical Data Services,
Bingen, 55411 Germany, rene.kubiak@ing.boehringer-ingelheim.com

Key Words: Equivalence Range, Schuirmann, TOST, Delta Setting, OC
curve, Testing specification

One advantage to use the Two-One-Sided-Tests Procedure according to
Schuirmann for the assessment of the similarity of two laboratories in an
analytical methods transfer is that irrelevant differences are accepted to be
negligible. Since the irrelevant difference (or equivalence range) has to be
defined before the transfer testing starts, it is always difficult to determine.

@ Applied Session
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This talk presents an approach to derive an equivalence range by taking
testing specification limits, production variability, and acceptance prob-
abilities for later (e.g., release testing procedures into consideration). Thus,
statisticians can support a study director to define an equivalence range in
order to control the future risk of rejecting a good quality batch.

@4 Practical Considerations for

Adjustment of Baseline Covariate and
Center Effects in Multicenter Clinical
Trials @ &

Biopharmaceutical Section, ENAR, WNAR
Monday, July 30, 8:30 am-10:20 am

Exploration of a Treatment-by-Region Interaction in a
Clinical Trial Setting: Can the Interaction Be Explained
by Clinical Factors?

% Cristiana Gassmann-Mayer, Johnson & Johnson PRD, 1125 Trenton
Harbourton Road, PO BOX 200, Titusville, NJ 08560, cgassmal@prdus.

jnj.com; Rachel B. Weinstein, Johnson & Johnson PRD; Jesse A. Berlin,
Johnson & Johnson PRD

Key Words: treatment-by-baseline factor interaction, subgroup analyses,
clinical trial, post-hoc analyses

An important clinical question in clinical trials is the evaluation of treat-
ment-by-baseline factor interactions. Differences in treatment effects across
subgroups are often difficult to anticipate a priori and post hoc differences
in treatment effect across subgroups are difficult to interpret. When sig-
nificant treatment-by-factor interactions are observed, further data inves-
tigations should be undertaken to understand the nature and sources of the
interaction. Exploratory analyses including statistical modeling and sub-
group analyses should be performed with a clear understanding of power
and interpretation issues. The controversial aspect of post-hoc exploratory
analysis will be illustrated by an example in a clinical trial setting with
a treatment-by-region interaction. Modeling strategies will be discussed,
along with effective graphical and tabular data presentations of results.

Modeling Response, Interaction, and Subgroup Analyses:
Some Practical Issues

¢ Mohammad Huque, Food and Drug Administration, Div of Biometrics
IV Room 6232 Bldg 22, 10903 New Hampshire Avenue, Silver Spring, MD
20993, Mohammad.Huque@fda.hhs.gov; Mohamed Alosh, Food and Drug
Administration

Key Words: multiplicity adujstment, repeated measurements, subgroup
analyses, testing for interaction

This presentation addresses some of the practical issues that arise in the
assessment of treatment effect in clinical trials. In particular we consider:
(i) repeated measurements analysis vs. final endpoint analysis, baseline ad-
justed vs. unadjusted analyses. (ii) lack of power and consequently under
use of testing for interaction of treatment effect and (iii) susceptibility of
subgroup efficacy findings to misinterpretation due to lack of specification
of such analyses in the protocol and/or lack of adjustment for the multiple
subgroup analyses which are frequently made. In addition, we present a
flexible hierarchical approach for addressing multiplicity issue in protocol
pre-specified subgroup analyses. Such an approach represents an improve-
ment over the well-known traditional approaches which are usually so con-
servatives that significant results are rarely observed after adjustment.
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Adjusting for Center in the Analysis of Multicenter
Clinical Trials

#* Valerie Durkalski, Medical University of South Carolina, 135 Cannon
Street, Suite 405, Charleston, SC 29403, durkalsv@musc.edu

Key Words: multicenter, clinical trials, adjusted analysis

A clinical trial comparing two or more treatments is commonly conduct-
ed at several clinical centers. This is done primarily to meet enrollment
requirements in a timely manner as well as to provide evidence that the
trial results are not dependent on the setting and can be generalized to a
broader patient population. There are differences of opinion on whether
center main effects and interaction effects should be included in the data
analysis. Specific issues related to the inclusion of ‘center’ in the analysis
will be discussed including consideration of including center in the pri-
mary or secondary analysis and consideration of treating center as a fixed
versus random effect.

A Simulation Study on Covariate Adjusted Models

o Xiaohong Huang, sanofi-aventis, 200 Crossing Blvd, Bridgewater, NJ
08807, xiaohong. huang@sanofi-aventis.com; Abdul Sankoh, sanofi-aventis

Key Words: covariate adjusted, power

Covariate adjusted analysis aims to adjust the treatment difference by
taking into account of the unbalanced underlying characteristic between
treatment groups. Simulation studies were performed to examine the effect
of covariate adjustment. Power and alpha level will be compared between
unadjusted and adjusted models.

Modeling Longitudinal Count Data with Possibility of
Dropouts
4 Mohamed Alosh, Food and Drug Administration, Mail stop 5319

Building 22, 10903 New Hampshire Ave, Silver Spring, MD 20993,
mohamed.alosh@fda.hhs.gov

Key Words: longitudinal count data, dropouts

The primary endpoint for many clinical trials is counts, which frequent-
ly used to reflect the severity of the disease. Examples of this include the
number of lesions in dermatologic indications such as acne, basal-cell car-
cinoma or actinic keratosis or the number of daily seizers in epilepsy tri-
als. For such trials the primary endpoint is usually evaluated at successive
intervals during the course of the trial. One of the features of such trials
is heterogeneity among subjects in their baseline counts and/or change in
their expected counts during of the course of the trial. Dropouts in such
trials might be related to the severity of the disease as expressed in counts.
We consider random effect approach for modeling such data along with
their dropouts.

@5 Analysis of Recurrent Events

Data @ &

ENAR, Biometrics Section, Section on Physical and Engineering
Sciences, Section on Risk Analysis, WNAR, Section on Statistics in
Epidemiology

Monday, July 30, 8:30 am-10:20 am

Semiparametric Analysis of Correlated Recurrent and

Terminal Events

o Yining Ye, Amgen Inc., 1120 Veterans Blvd, ASF 212, South San
Francisco, CA 94080, yye@amgen.com; John D. Kalbfleisch, University of
Michigan; Douglas Schaubel, University of Michigan
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Key Words: Survival Analysis, Recurrent Event, Semi-parametric analysis

In clinical and observational studies, an event can recur on the same sub-
ject, and in a more complicated situation, there exists a terminal event (e.g.
death), which stops the recurrent event process. In many instances, the ter-
minal event is strongly correlated with the recurrent event process. I pro-
pose a semiparametric method to jointly model the recurrent and terminal
event processes. The dependence is modeled by a shared gamma frailty
that is included in both the recurrent event rate and terminal event haz-
ard function. Marginal models are used to estimate the regression effects
on the terminal and recurrent event processes. Different from the existing
frailty approaches, we relax the Poisson assumption. Then we extend the
analysis to model multiple types of recurrent events and terminal events.

Some Aspects of Recurrent Event Modeling

#* Edsel A. Pena, University of South Carolina, Department of Statistics,
LeConte College Building, Columbia, SC 29208, pena@stat.sc.edu; Akim
Adekpedjou, University of South Carolina; Jonathan Quiton, University of
South Carolina

Key Words: recurrent event, goodness-of-fit, model validation, informa-
tive monitoring, outlier, influential observation

In this talk I will present recent results pertaining to the modeling and anal-
ysis of recurrent event data arising in biomedical settings, as well as in other
scientific areas. Of particular interest are issues pertaining to model valida-
tion and goodness-of-fit, detection of outliers and influential observations,
and the impact, such as loss of efficiency, of an informative monitoring pe-
riod. Aside from the analytical results, we will demonstrate the procedures
and issues through application to some real biomedical data sets.

A Novel Estimation Method in the Joint Frailty Models of
Correlated Survival Data with Informative Censoring

** Lei Liy, University of Virginia, 3181 Hospital West, P O Box 800717,
Charlottesville, VA 22908-0717, liulei@virginia.edu; Xuelin Huang, The
University of Texas M.D. Anderson Cancer Center

Key Words: Shared random effects model, Proportional hazards model,
Dependent censoring, Survival analysis

Joint frailty models have been proposed for analysis of correlated survival
data (e.g., recurrent or clustered failure times) in the presence of informa-
tive dropout or a dependent terminal event like death. The estimation in
such models often involves MCEM algorithms, which is slow in conver-
gence and difficult to implement, limiting the further application of such
models. In this paper we apply Gauss quadrature techniques for estima-
tion. The unspecified baseline hazard is approximated by a piecewise con-
stant one. The resulting parametric model can be fitted easily by Gauss
quadrature tools in standard software, e.g., SAS Proc NLMIXED. Simula-
tion studies show such approximation yields satisfactory results for both
normal and Gamma frailty models. Our method greatly facilitates the ap-
plication of the joint frailty models in practice. Two real examples are given
for illustration purpose.

General Transformation Models for Joint Analysis of
Recurrent Events and Terminal Event

+¢ Donglin Zeng, The University of North Carolina at Chapel Hill,
Department of Biostatistics, Chapel Hill, NC 27599-7420, dzeng@bios.unc.
edu; Danyu Lin, The University of North Carolina at Chapel Hill

Key Words: Recurrent event, Terminal event, Transformation model,
Joint model, Informative censoring

We propose a class of transformation models with random effects for joint
modeling recurrent events and terminal event. The class of transformation
models include both the proportional hazards model and the proportional
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odds model as special cases. The nonparametric maximum likelihood es-
timation method is used to derive the estimators, which are then shown to
be consistent, asymptotically normal and asymptotically efficient. A sim-
ple algorithm is proposed to calculate the estimators. Simulation studies
are conducted to examine the small-sample performance of the proposed
method. The method is further applied to a real dataset.

Methods for Modeling the Recurrent Event Mean
in the Presence of Time-Varying Covariates and
Time-Dependent Effects

» Douglas Schaubel, University of Michigan, Department of Biostatistics,
1420 Washington Hts, Ann Arbor, MI 48109-2029, deschau@umich.edu

Key Words: censoring, conditional rate, marginal mean, nonproportion-
ality, survival analysis, terminating event

We consider the setting where the event of interest is recurrent and subject
to being terminated. In addition, the treatment and treatment effect are
time-dependent. Often in the presence of time-dependent effects, inter-
est lies not in the instantaneous treatment effect, but in the treatment’s
cumulative effect. We propose semiparametric methods for comparing
treatment-specific marginal recurrent event means. The proposal involves
combining treatment-specific semiparametric mean function estima-
tors; each of which combines the survival and conditional recurrent event
rate function. Large-sample properties are derived and evaluated in finite
samples through simulation. The proposed methods are applied to national
kidney failure data to estimate the time beyond which the benefit of kidney
transplantation is realized with respect to medical cost.

@@ Recent Developments in

Bayesian Variable Selection Methods @

Section on Bayesian Statistical Science, ENAR, WNAR
Monday, July 30, 8:30 am-10:20 am

Bayesian Variable Selection in Gaussian Process for Cox
Models

o Naijun Sha, University of Texas at El Paso, 500 W University Ave, Bell
Hall 203 Math Dept, El Paso, TX 79968, nsha@utep.edu; Marina Vannucci,
Texas A&M University; Mahlet G. Tadesse, University of Pennsylvania

Key Words: Bayesian variable selection, Gaussian Process, Cox Model,
Latent Variable, Censored Time, MCMC

In this paper, we investigate variable selection methods for Cox’s propor-
tional hazard model via a Gaussian process. We develop selection methods
that allow for censored data. Our methods lead to simultaneously esti-
mates of the survival function as well as to the identification of the factors
that affect the survival outcome. We handle the problem of selecting a few
predictors among the prohibitively vast number of variables through the
introduction of a binary exclusion/inclusion latent vector. This vector is
updated via an MCMC technique to identify promising models. We de-
scribe strategies for posterior inference and explore the performance of the
methodology with simulated and real datasets.

Bayesian Variable Selection in Proportional Hazards
Models with Frailties

% Zhen Chen, University of Pennsylvania, 423 Guardian Drive, 625
Blockley Hall, Philadelphia, PA 19104, chenz@mail.med.upenn.edu

Key Words: Proportional hazards, Frailty, Variable selection, Cluster,
MCMC, cancer
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We apply a Bayesian approach to define prior distributions for frailty vari-
ances in a PH model consisting of mixtures of point masses at zero and in-
verse-gamma densities. This prior allocates probability to each of the mod-
els including the overall null hypothesis of homogeneity. Using a counting
process formulation, the conditional posterior distributions of the frail-
ties and proportional hazards regression coefficients have simple forms.
Posterior computation proceeds via a data augmentation Gibbs sampling
algorithm, a single run of which can be used to obtain model-averaged es-
timates of the population parameters and posterior model probabilities for
testing hypotheses about the heterogeneity structure. The methods are il-
lustrated using data from a lung cancer trial.

Nonparametric Bayes Local Regression and Variable
Selection

® Yeonseung Chung, The University of North Carolina at Chapel Hill,
222 Standish Dr, Chapel Hill, NC 27517, chungy@email.unc.edu; David B.
Dunson, National Institute of Environmental Health Sciences

Flexibly characterizing the relationship between a response and multiple
predictors has been a great interest in many applications. In such settings,
interest focuses on estimating predictor-dependent distributions, while
also identifying significant predictors globally and within a local region.
To address these two problems simultaneously, we propose a new class of
stick-breaking prior, called local Dirichlet process (IDP), for the collec-
tion of dependent distributions. A hierarchical variable selection mixture
structure is incorporated in the base measure to allow uncertainty for the
predictors to be included. A blocked Gibbs sampler stochastic search algo-
rithm for the local Dirichlet process mixture (IDPM) is proposed for poste-
rior computation. Theoretical properties are discussed and the methods are
illustrated using simulated examples and an epidemiologic application.

A Variable Selection Method for Linear Models Using
Modified Zellner’s Prior

% Arun Krishna, North Carolina State University, 4700 Westgrove Street,
apt 1017, Raleigh, NC 27606, akrishn@ncsu.edu; Sujit Ghosh, North
Carolina State University; Howard D. Bondell, North Carolina State
University

Key Words: Variable Selection, Zellner’s g-priors, Linear Model

A common method to solve variable selection problems in linear models is
minimizing a penalized sum of squares, where most of the methods differ
in the penalty function. Recent methods are mostly based on penalty func-
tions including the norms of parameter estimates, or combination of them.
Ridge Regression, LASSO and Elastic Net can be considered as popular ex-
amples of these shrinkage based methods. These problems can be consid-
ered under a Bayesian framework where the log of the prior density of the
parameters act as penalty functions. A suitable modification of the popular
Zellner’s prior for regression coefficient is proposed and the penalty func-
tion is allowed to depend on the design matrix. Performances of the new
prior (and hence new penalty function) are compared with some of the cur-
rent variable selection methodologies using simulated and real data.

A Decision-Theoretic Approach to the Variable Selection
Problem

% Dhruv Sharma, North Carolina State University, 2824 Apt 201 Avent
Ferry Road, Raleigh, NC 27606, dbsharma@ncsu.edu; Sujit Ghosh, North
Carolina State University

Key Words: bayesian analysis, variable selection, decision theory

Variable selection within a canonical linear regression framework is a
fundamental activity in the analysis of datasets. A common strategy for
this problem has been to select a model that minimizes a penalized sum
of squares criterion by a constraint optimization method. However the
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optimality of such a procedure has not been formally studied within a for-
mal decision theoretic framework. This article presents a formal solution
by obtaining the Bayes estimator corresponding to a loss function suitable
for the problem. The solution is shown to be valid for the “large p small n
case” case but would require a version of the stochastic search algorithm to
compute the optimal estimator. We present simulation studies to compare
the performance of our estimator with some of the popular variable selec-
tion approaches available. The proposed method is also illustrated using a
real dataset.

@ Z Section on Bayesian

Statistics Student Paper Competition:
New Developments in Bayesian
Nonparametrics @ &

Section on Bayesian Statistical Science
Monday, July 30, 8:30 am-10:20 am

Bayesian Inference for Directional Conditionally
Autoregressive Models

+* Minjung Kyung, North Carolina State University, 15 Wisina Ct,
Medford, NJ 08055, mkyung@stat.ncsu.edu

Key Words: Anisotropy, Bayesian estimation, Conditionally autoregres-
sive models, Lattice data, Spatial analysis

A spatial process observed over a set of irregular regions or a lattice is usu-
ally modeled using a conditionally autoregressive (CAR) model. The neigh-
borhoods within a CAR model are generally connected considering only
the inter-distances between the sub-regions. To accommodate the direc-
tionally different spatial effect, a new class of models is developed using
different weights given to neighbors in different directions. For Bayesian
estimators of the proposed model, the posterior distributions of the pa-
rameters are derived using conjugate and non-informative priors. Efficient
MCMC sampling algorithms are provided to generate samples from the
marginal posterior distribution. Simulation studies are presented to ex-
plore the performance of Bayesian estimators as compared to CAR model.
Finally the method is illustrated using a dataset on the crime rates of Co-
lumbus, OH.

Pattern Search Optimization with a Treed Gaussian
Process Oracle

** Matthew Taddy, University of California, Santa Cruz, SOE Grads
UCSC, 1156 High Street, Santa Cruz, CA 95060, taddy@soe.ucsc.edu;
Genetha A. Gray, Sandia National Laboratories; Herbert Lee, University of
California, Santa Cruz; Robert Gramacy, University of Cambridge; Monica
Martinez-Canales, Sandia National Laboratories

Key Words: optimization, expected improvement, convergence, parti-
tioning, Gaussian process

This work combines pattern search optimization with a statistical emula-
tor based on Treed Gaussian Processes (TGP) to create a new hybrid algo-
rithm. The goal is to use the global probabilistic view provided by TGP to
inform the local pattern search and derive a more intelligent optimization
algorithm. We also propose ways in which the emulator can be used to gain
information about the objective function, inform the algorithm stopping
rules and provide a probabilistic analysis of the type of convergence. We
present the algorithm, a framework for statistically informed optimization,
and illustrate the work with numerical results.
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Mixtures of Polya Trees for Flexible Spatial Frailty
Survival Modeling

o Luping Zhao, The University of Minnesota, 1008 27th Ave SE Apt F,
Minneapolis, MN 55414, lupingz@biostat.umn.edu; Timothy E. Hanson,
The University of Minnesota; Brad Carlin, The University of Minnesota

Key Words: Areal data, Bayesian modeling, Breast cancer, Condition-
ally autoregressive (CAR) model, Log pseudo marginal likelihood (LPML),
Nonparametric modeling

Mixtures of Polya trees offer a very flexible, nonparametric approach for
modeling time-to-event data. Many such settings also feature spatial asso-
ciation that requires further sophistication, either at a point (geostatistical)
or areal (lattice) level. In this paper we combine these two aspects within
three competing survival models, obtaining a data analytic approach that
remains computationally feasible in a fully hierarchical Bayesian frame-
work thanks to modern Markov chain Monte Carlo methods. We illustrate
the usefulness of our proposed methods with an analysis of spatially ori-
ented breast cancer survival data from the Surveillance, Epidemiology, and
End Results program of the National Cancer Institute. Our results indicate
appreciable advantages for our approach over previous, competing meth-
ods that impose unrealistic parametric assumptions, ignore spatial asso-
ciation, or both.

The Nested Dirichlet Process

+* Abel Rodriguez, Duke University, 222 Old Chemistry Bldg Box 90251,
ISDS, Durham, NC 27708-0251, abel@stat.duke.edu; Alan E. Gelfand,
Duke University; David B. Dunson, National Institute of Environmental
Health Sciences

Key Words: Nonparametri Bayes, Dependent Dirichlet Process, Cluster-
ing, Gibbs sampler

In multicenter studies, subjects in different centers may have different out-
come distributions. This article is motivated by the problem of nonparamet-
ric modeling of these distributions, borrowing information across centers
while also allowing centers to be clustered. Starting with a stick-breaking
representation of the Dirichlet process (DP), we replace the random atoms
with random probability measures drawn from a DP. This results in a nest-
ed Dirichlet process (nDP) prior, which can be placed on the collection of
distributions for the different centers, with centers drawn from the same
DP component automatically clustered together. Theoretical properties are
discussed, and an efficient MCMC algorithm is developed for computation.
The methods are illustrated using a simulation study and an application to
quality of care in U.S. hospitals.

Weak Consistency of General Bayesian Kernel Mixture in
Density Estimation
% Yuefeng Wu, North Carolina State University, 1251 University Ct Apt

304, Raleigh, NC 27606, ywu9@ncsu.edu; Subhashis Ghoshal, North
Carolina State University

Key Words: Posterior consistency, mixture, Bayesian, nonparametric,
density estimation

The Bayesian kernel mixture models for estimating probability densities
are used in different model structures and with many different kernels.
Posterior consistency is not studied for all these models. In this paper, we
unify these models in a general form and give conditions under which the
posterior weak consistency can be achieved in such general form. It is an
improvement over the existing results since it covers a wide variety of ker-
nels. As examples, we give the conditions for posterior weak consistency in
the models using normal, skewed normal, t, Laplace, Logistic, Beta, Trian-
gular, log-normal, Gamma and Weibull densities as kernels.
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@' Applications of Machine

Learning and Network Tomography in
Statistics ® &

Section on Physical and Engineering Sciences
Monday, July 30, 8:30 am-10:20 am

Making the Best Use of Availahle Data: The Presence-
Only Problem in Ecology

+ Gillian Ward, Stanford University, Department of Statistics Sequoia
Hall, 390 Serra Mall, Stanford, CA 94305, gward@stanford.edu; Trevor
Hastie, Stanford University

Key Words: presence-only problem, positive and unlabeled examples, EM
algorithm, gradient boosting, boosted trees, logistic regression

Rich resources of species presence records are becoming freely available
electronically, but they typically do not include records of species absence.
A similar problem arises in text categorization, that of positive and un-
labeled examples. As data collection can be prohibitively expensive, we
would like to use these presence-only data to estimate a presence-absence
model of species distribution across a landscape. We critique Maxent, an
existing model, and propose two new methods: an EM algorithm that can
be used with almost any off-the-shelf logistic model, and a gradient boost-
ing model that is available in R. Both methods require an external estimate
of overall population prevalence.

An lterative Algorithm for Extending Learners to a

Semisupervised Setting

% Mark Culp, University of Michigan, 1843 Pointe Crossing 201, Ann
Arbor, MI 48105, culpm@umich.edu; George Michailidis, The University
of Michigan

Key Words: Machine learning, Non-parametric smoothing, Additive
Models, CART, Semi-Supervised

In this talk, we present an iterative algorithm, whose objective is to extend
learners from a supervised setting into a semi-supervised setting. The al-
gorithm is based on using the predicted response values for observations
where it is missing (unlabeled data) and then incorporates the predictions
appropriately at subsequent stages. Convergence properties of the algo-
rithm are investigated for particular learners, such as linear/logistic re-
gression, kernel smoothers, generalized additive models, tree partitioning
methods, partial least squares, etc. The algorithm is illustrated on a num-
ber of real data sets using a varying degree of labeled response.

Evidence Contrary to the Statistical View of Boosting
% David Mease, San Jose State University, Department of Marketing
and Decision Sci, College of Business BT 551, San Jose, CA 95192-0069,
mease_d@cob.sjsu.edu

Key Words: AdaBoost, Boosting Algorithms, LogitBoost

The statistical perspective on boosting algorithms focuses on optimiza-
tion, drawing parallels with maximum likelihood estimation for logistic
regression. In this talk we present empirical evidence that raises questions
about this view. Although the statistical perspective provides a theoretical
framework within which it is possible to derive theorems and create new
algorithms for general contexts, we show that there remain many unan-
swered important questions. Furthermore, we provide examples that re-
veal crucial flaws in the many practical suggestions and new algorithms
that are derived from the statistical view. We examine experiments using
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simple simulation models to illustrate some of these flaws and their practi-
cal consequences. This is joint work with Abraham Wyner at the University
of Pennsylvania.

Adversarial Classification

% Bowei Xi, Purdue University, 250 N. University Street, West Lafayette,
IN 47907, xbw@stat.purdue.edu; Murat Kantarcioglu, The University of
Texas at Dallas; Christopher Clifton, Purdue University

Key Words: Adversarial learning, Classification, Game theory

Many data mining applications are faced with active adversaries. In all
these applications, initially successful classifiers could degrade easily. This
becomes a game between the adversary and the data miner. The adversary
modifies its strategy to avoid being detected by the current classifier and
the data miner then updates its classifier based on the new threats. We
investigate the possibility of an equilibrium in this seemingly never end-
ing game, where neither party has an incentive to change. Modifying the
classifier causes too many false positives with too little increase in true
positives. Changes by the adversary decrease the utility of the false negative
items that aren’t detected. We develop a game theoretic framework where
the equilibrium behavior of adversarial learning applications can be ana-
lyzed, and provide a solution for estimating the equilibrium point.

A Somewhat General Framework for Active Network
Tomography

% Earl Lawrence, Los Alamos National Laboratory, MS F600, Los Alamos,
NM 87545, earl@lanl.gov

Key Words: network, tomography, trees, mixture models

The field of active network tomography is concerned with the estimation
of link-level performance measures (e.g., delay distributions for packets on
a link) based on measured end-to-end performance of injected traffic (e.g.,
total path delay for a probe packet). One area of continuing research is the
choice of appropriate distributional forms for estimating delay as many
standard parametric distributions are inappropriate. In particular, most
parametric distributions are inadequate for modeling the tail behavior of
delay distributions. This talk will explore the use of mixture modeling to
overcome this limitation. Mixture models provide a flexible tool for cap-
turing overall shape and tail behavior. We will also discuss simpler models
with a semiparametric specification for moments that can be used in moni-
toring scenarios. This framework allows fast, simple estimation.

@@ ACS Multi-Year Estimates

Methodology and Results

Section on Survey Research Methods, Section on Government
Statistics, Social Statistics Section, SSC
Monday, July 30, 8:30 am-10:20 am

Methodology for the Production of American Community
Survey Multiyear Estimates

o Anthony Tersine, Jr., U.S. Census Bureau, 4600 Silver Hill Rd, 4H477,
Washington, DC 20233, anthony.g.tersine.jr@census.gov; Mark Asiala, U.S.
Census Bureau

Key Words: American Community Survey, Estimation

The American Community Survey (ACS) will be producing three- and five-
year period estimates starting in 2008 and 2010, respectively. Before these
are released the ACS has created a series of period estimates for research
using the data in thirty-four counties from data collected in 1999-2005.
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These estimates were produced using the methods planned for 2008 and
2010. We will share our research results on the methods that the Census
Bureau has developed to produce the multi-year estimates. There are four
dimensions of the methodology that we will emphasize: the conceptualiza-
tion of the estimates, the estimation process, changes in geographic defini-
tions, and use of inflation factors for dollar-valued estimates.

Imbedding Model-Assisted Estimation into ACS
Estimation

** Robert Fay, U.S. Census Bureau, 4700 Silver Hill Rd, Washington, DC
20233, robert.e.fay.iii@census.gov

Key Words: American Community Survey, Calibration estimators,
GREG, survey estimation

The American Community Survey (ACS) began full implementation in
2005. Estimation for ACS, as typical for other large Census Bureau sur-
veys, uses a complex series of ratio-estimation and other adjustments to the
weights. Working originally from ACS data for 1999-2001 in 36 test coun-
ties, previous research suggested that multiyear tract-level estimates could
be improved by imbedding a step of model-assisted estimation, specifically
generalized regression estimation (GREG), in the current ACS estimation.
In particular, the GREG step incorporates administrative record data.
Most data sets produced for the ACS Multiyear Analysis Project incorpo-
rate the GREG step, but alternative sets of 3- and 5-year estimates without
the GREG step were produced for purposes of comparison. The paper will
describe new refinements in the estimation approach and its potential fu-
ture role in ACS estimation.

Analysis of Variance Estimates from American

Community Survey Multiyear Estimates

+® Michael Starsinic, U.S. Census Bureau, 14607 London Lane, Bowie, MD
20715, mds449@earthlink.net; Anthony Tersine, Jr., U.S. Census Bureau

Key Words: American Community Survey, Variance estimation

The American Community Survey (ACS) will produce a series of three- and
five-year period estimates for 34 ACS counties using data from 1999-2005.
This series of period estimates will provide a large amount of information
regarding the variance distributions for multi-year ACS estimates for the
first time. The focus of this paper is on answering three questions: how
much a new weighting methodology reduced variances at the place and
census tract levels, what are the variance characteristics of estimates at the
block group level (the smallest geographic level published in the ACS five-
year products), and the relationship between the variances of one-, three-,
and five-year period estimates for specific characteristics. We will share the
results of this research.

Statistical Issues and Interpretation of the American
Community Survey’s One-, Three-, and Five-Year Period
Estimates

¢ Michael Beaghen, U.S. Census Bureau, 6641 Wakefield Drive 518,
Alexandria, VA 22307, michael.a.beaghen@census.gov

Key Words: long form, data products, usability of data products

The Census Bureau is replacing the decennial long form with the Ameri-
can Community Survey (ACS). The ACS differs from the long form in
important ways. While the long form represented a snapshot in time, for
example, April 1, 2000, the ACS will draw monthly samples over the ten-
year intercensal period. Also, instead of one estimate, the ACS will pro-
duce three estimates: one based on one year of collected data, one based
on three years of collected data, and one based on five years. These changes
yield novel and interesting questions of interpretation. This paper presents
results of research aimed at developing guidelines to aid ACS data users in
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interpreting the ACS’s one-year, three-year, and five-year estimates, and
to help them determine which of these estimates is most appropriate for a
particular application.

ﬂ @@ Recent Developments in

Statistical Methodology for Diagnostic
Medicine @ &

WNAR, Biometrics Section, ENAR, Section on Health Policy
Statistics
Monday, July 30, 8:30 am-10:20 am

Noniterative, Semiparametric, Least-Squared Method of
ROC Curve Estimation
% Xiao-Hua (Andrew) Zhou, University of Washington, 1705 Pacific

Street NE, Seattle, WA 98195-7232, azhou@u.washington.edu; Liansheng
Tang, University of Washington

Key Words: ROC curve, Semi-parametric, Biomarkers

The receiver operating characteristic (ROC) curve provides an ideal way to
evaluate the discriminating ability of diagnostic tests. In this talk, we intro-
duce a simple estimation method for a semiparametric ROC curves, partic-
ularly clustered ROC curve data. Unlike other existing methods, the new
approach does not require an iterative algorithm and is easy to implement.
Moreover, a nice property of this method is the invariance of estimated pa-
rameter vector to any monotone transformation of the measurement scale.
We show that the parameter vector in ROC curves is consistent under mild
assumptions and derive a consistent estimator of its asymptotic covariance
matrix. We derive the theoretical simultaneous confidence bands of esti-
mated ROC curves. The finite sample performance of the proposed proce-
dure is evaluated using Monte Carlo simulations.

Statistical Methods for Differential Diagnosis of Second
Primary Cancers from Metastases

¢ Colin B. Begg, Memorial Sloan-Kettering Cancer Center, 307 East 63rd
St, 3rd Floor, New York, NY 10021, beggc@mskcc.org

Key Words: metastases, statistical, clonal, cancer, differential, tumors

In recent years numerous investigators have conducted studies of pairs of
tumor specimens from the same patient to determine whether the tumors
share a clonal origin. These studies can be of considerable clinical signifi-
cance, especially in settings where the distinction of a new primary cancer
and metastatic spread of a previous cancer would lead to radically different
indications for treatment. Studies of clonality have typically involved com-
parison of the patterns of somatic mutations in the tumors at candidate
genetic loci to see if the patterns are sufficiently similar to indicate a clonal
origin. More recently, some investigators have explored the use of array
CGH for this purpose. In this talk new statistical approaches to this prob-
lem will be presented that are suited to each of these types of data, along
with the results of studies to examine the validity of the methods.

Design of Diagnostic Accuracy Studies for PPV and NPV

o Jason Fine, University of Wisconsin-Madison, K6 420 Clinical Science
Center, 600 Highland Avenue, Madison, W1 53792, fine@biostat.wisc.

edu; David Steinberg, Tel-Aviv University; Richard Chappell, University of
Wisconsin-Madison

Key Words: Case-control study, Diagnostic testing, Optimal allocation

Important properties of diagnostic methods are their sensitivity, speci-
ficity, and positive and negative predictive values (PPV and NPV). These
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methods are often assessed via case-control samples, which include one
cohort of cases, known to have the disease, and a second control cohort of
disease-free subjects. Such studies give direct estimates of sensitivity and
specificity, but only indirect estimates of PPV and NPV, which also depend
on the disease prevalence in the tested population. We develop formulas
for optimal allocation of the sample between the case and control cohorts
and for computing sample size when the goal of the study is to prove that
the test procedure exceeds pre-stated bounds for PPV and/or NPV for pre-
specified prevalence range. Surprisingly, the optimal sampling schemes for
many purposes are highly unbalanced, even when information is desired
on both PPV and NPV.

A Unified Approach to Nonparametric Comparison
of Receiver Operating Characteristic Curves for
Longitudinal and Clustered Data

Gang Li, University of California, Los Angeles; *#Kefei Zhou, Amgen Inc,,
1710 W Hillcrest Dr, Apt 96, Newbury Park, CA 91320, kzhou@amgen.com

Key Words: ROC curve, Nonparametric comparison, clustered data,
quantile process, partial area under the curve, confidence band

This article presents a unified nonparametric method for comparisons
of ROC curves with clustered data. Most previous methods are devel-
oped for a single index, and the asymptotic variance usually involves un-
known densities whose nonparametric estimates are unstable. We derive
the joint asymptotic distribution of correlated empirical ROC curves. We
then develop a Monte Carlo method to approximate their joint distribu-
tion without involving density estimation. We prove that the Monte Carlo
method is consistent. The theory is applied to derive inferential procedures
for comparing sensitivities at a fixed specificity and weighted areas under
ROC curves, construct confidence bands for the difference of ROC curves,
estimate the set of specificities at which a diagnostic test is more sensitive
than the other. Simulations showed that our methods work well for small
samples.

ﬂ @ ﬂ Harnessing the Power

of the ASA Archives: Preserving
and Accessing ASA’s Institutional
Documentary Heritage @

Committee on ASA Archives and Historical Materials,
Committee on Committees, Section on Statistical Education,
Section on Teaching Statistics in the Health Sciences
Monday, July 30, 8:30 am-10:20 am

Harnessing the Power of the ASA Archives: Preserving
and Accessing the ASA’s Institutional Documentary
Heritage

#* Frank J. Potter, Mathematica Policy Research, Inc., PO Box 2393,
Princeton, NJ 08543, fpotter@mathematica-mpr.com; *®* Melissa Gottwald,
Iowa State University, Special Collections, 403 Parks Library, Ames, [A
50010-2140, gottwald@iastate.edu; *%* John P. Deley, Energy Information
Administration, 1000 Independence Ave SW, Forrestal Building EI30,
Washington, DC 20585, johnpaul.deley@eia.doe.gov; ** Ken Williams,
Utah State Archives and Records Service, 346 S. Rio Grande Street, Salt
Lake City, UT 84101, kenwilliams@utah.gov

Key Words: archives, context, documentary heritage, history, lowa State
University, statistical theory and methods
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The preservation of ASA’s documentary heritage constitutes a significant
investment in the Association’s future. The Committee on ASA Archives
and Historical Materials works closely with the Iowa State University Ar-
chives, Parks Library, to preserve, store and provide researcher access to
the institutional holdings of ASA. This session will provide a virtual tour
of ASA’s collections and the treasures it contains. Three speakers will focus
on: reasons for our archives, evolutions in statistical theory and methods,
changing avenues of statistical historical expression, access strategies and
policies, and methodologies for better understanding the context these
vital historical assets provide contemporary decision makers and future
students of our profession. If the “Past is Prologue” then ASA’s Archival
records hold the key to ASA’s dynamic future.

ﬂ @2 Recent Advances in

Microarray Data Analysis V @ &

Biometrics Section
Monday, July 30, 8:30 am-10:20 am

Microarray Gene Expression Analysis of Soybean Genome
Using R-Bioconductor

#* Jean Roayaei, National Institutes of Health, Room 28, 362, Miller Drive
Frederick, MD 21702, roayaeij@css.ncifcrf.gov

Key Words: microarray, gene expression, Affymetrix GeneChip, quality
control of chips, empirical Bayes t, volcano plot

A popular application of microarray technology is the identification of
genes that are differentially expressed in two different populations. With
Affymetrix GeneChip technology, numerous steps are required in first,
establishing the quality control of chips, and, second, in selecting interest-
ing genes. Due to the cost involved in Affymetrix microarray technology,
experiments using small numbers of arrays are common. In this research,
we processed three Hawaii/Ressitent and three Taiwan/Susceptible arrays.
This paper describes specific procedures for (1) conducting quality assess-
ment of Affymetrix GeneChip soybean genome data and (2) performing
analyses to determine differential gene expression using Bioconductor and
R. All biostatistical analyses performed in this research were conducted
using R version 2.4.0 and Bioconductor version 1.9.

Conjugate Hierarchical Modeling of the Error Variance in
Tests for Differential Gene Expression

o Jason Obsorne, North Carolina State University, 2501 Founders drive,
16 Patterson Hall, Raleigh, NC 27695-8203, osborne@stat.ncsu.edu

Key Words: microarray, shrinkage estimation, optimal discovery proce-
dure, regularization

A conjugate mixing distribution for the error variance is proposed to mod-
el inhomogeneity of gene variances in microarray experiments. The likeli-
hood obtained by integrating over this conjugate is maximized to estimate
mixing parameters. The predictive distribution of the error sums of squares
from linear gene models is more flexible than the usual chi-square distribu-
tion and can improve fit. The estimated conditional mean of the variance
shrinks the gene-specific variances towards an estimate that pools over all
genes, with weights on gene-specific error mean squares proportional to
the number of replicate arrays, thereby sensibly borrowing strength across
genes. Simulations are used to investigate improved sensitivity of the re-
sulting regularized F-tests as well as performance when the shrinkage
technique is used for estimation of Storey’s optimal discovery procedure.
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False Discovery Rate in Microarray Studies

*®Moonsu Kang, The University of North Carolina at Chapel Hill,
Department of Biostatistics, School of Public Health, 3101 McGavran
Greenberg Hall CB 7420, Chapel Hill, NC 27599-7420, mkang@email.unc.edu

Key Words: DNA microarrys, multiple hypothesis testing, False discov-
ery rate

An important aim of DNA microarrays is the identification of differentially
expressed genes leading to multiple testing. False Discovery Rate (FDR)
is a new approach to multiple comparisons problems. However, current
FDR procedures control the FDR under independence or unduly restric-
tive dependence structures, resulting in an unreliable FDR estimation.
We propose two-stage FDR controlling procedure under suitable depen-
dence structures. This proposed testing procedure is based on a Poisson
distributional approximation. It eliminates the need to consider specific
dependence structures of genes. We compare the performance of the pro-
posed FDR procedure with that of other FDR controlling procedures, with
illustration of Leukemia study of Golub et al and simulated data. In these
studies, compared to other procedures, the proposed FDR procedure has
greater power without much elevation of FDR.

Sparse Partial Least Squares Regression with an
Application to the Genome Scale Transcription Factor
Activity Analysis

% Hyonho Chun, University of Wisconsin-Madison, 1300 University

Avenue, Madison, W1 53706, chun@stat.wisc.edu; Sunduz Keles,
University of Wisconsin-Madison

Key Words: SPLS, variable selection, Gene expression, genome-wide
binding data

Partial least squares (PLS) has been used in analysis of modern biological
data which involves high-dimensionality and multicollinearity. However,
PLS is not particularly tailored for variable selection, and this could be
problematic when majority of the variables are noise. We show inconsis-
tency of PLS in the presence of large number of noise variables. We propose
a sparse partial least squares (SPLS) which aims to simultaneously achieve
good predictive performance and variable selection thereby producing
sparse linear combinations of the original predictors. We formulate SPLS
by imposing L1 penalty, and show that simple soft thresholding is the solu-
tion for univariate response. We investigate the performance of SPLS by
simulation study and apply SPLS to the problem of inferring transcription
factor activity by integrating gene expression microarray data and genome-
wide binding data.

Conservatively Optimal Multiple Testing for Comparative
Microarray Experiments

o James Signorovitch, Harvard University, Dept. of Biostatistics, 655
Huntington Ave., Boston, MA 02115, jsignoro@hsph.harvard.edu

Key Words: gene expression, optimal multiple testing, empirical Bayes,
false discovery rate

Optimality theory for multiple hypothesis testing is considered in the
context of gene expression microarray experiments. We show that opti-
mal testing procedures are generally not identifiable but by conditioning
on certain sufficient statistics we can define near-optimal procedures that
are identifiable and conservative. In simulations and in real data, estimates
of these near-optimal procedures are shown to substantially outperform
the estimated Optimal Discovery Procedure (Storey et al. 2005) and the
Empirical Alternative Hypothesis (Signorovitch 2006) by exploiting strong
patterns in the data that are generally ignored.
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Improved Significance of Microarrays

% Shunpu Zhang, University of Nebraska-Lincoln, Department of
Statistics, Lincoln, NE 68583-0963, szhang3@unl.edu

Key Words: microarray, null statistics, test statistics, false discovery rate,
false positive, fudge factor

The Significance Analysis of Microarrays (SAM) is a popular method for
detecting significantly expressed genes and controlling the false discovery
rate (FDR). However, it has been recently reported in the literature that
SAM tends to over-estimate the FDR. In this paper, we propose an im-
proved significance analysis of microarrays (ISAM) method. The improve-
ment is achieved by employing the more efficient test and null statistics
of Zhang (2006) and a novel way of choosing the fudge factor. Through
extensive simulations, we show that our proposed method consistently
outperforms SAM in the sense that it tends to contain smaller number of
true false positive (FP) given that the same number of significant genes is
identified by SAM and our proposed method. We also demonstrate that
our proposed method provides reasonably unbiased estimates of the FDR.

Comparison of Meta-Analytical Approaches for Gene
Expression Profiling

#* Heather Adams, University of Illinois at Urbana-Champaign, 1207 W
Gregory Drive mc630, Urbana, IL 61801, hadamsl@uiuc.edu; Sandra
Rodriguez-Zas, University of Illinois at Urbana-Champaign; Bruce
Southey, University of Illinois at Urbana-Champaign

Key Words: microarray, mixed effects models, meta-analysis

Meta-analysis allows the integration of information across studies, en-
hancing the estimation of effects evaluated across experiments. We evalu-
ated two approaches to combine microarray data that have complementary
advantages. Results from meta-analysis of summary results and from joint
analysis of raw gene expression data pertaining to four studies profiling
gene expression of honey bees at two adult maturation stages were com-
pared. A total of 192, 89, 2207, and 5 genes had significant differential ex-
pression (P< 0.01) within study, 1030 and 31 genes were significant in the
joint and summary meta-analyses, respectively. These comparable results
suggest that although joint analysis accounting for within and between
studies sources of variation is desirable, the limited availability of raw data
and descriptions necessary for adequate modeling make meta-analysis a
suitable alternative.

ﬂ @@ Analysis of Censored

Data and Cox’s Model ® &

Biometrics Section
Monday, July 30, 8:30 am-10:20 am

Minimum Distance Estimation in Two-Sample Scale
Problem Under the Partial Koziol-Green Model
#* Ke Wu, California State University, Fresno, Department of

Mathematics, 5245 N Backer Ave Mail Stop PB108, Fresno, CA 93740,
kewu@csufresno.edu

Key Words: minimum distance estimation, partial Koziol-Green model,
partial ACL estimator, scale estimation, asymptotic properties, random
censorship

This paper considers some Cramer-Von Mises type minimum distance
estimators of scale parameter in the two-sample scale problem with ran-
domly right censored data under the partial Koziol-Green (PKG) model. In
our minimum distance estimator of scale parameter, the partial ACL es-
timator for the survival function under the PKG model of random censor-
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ship is used. The paper proves the asymptotic normality and consistency
of the minimum distance estimator. A comparison of the estimator us-
ing the partial ACL estimator of survival function and the estimator of
Koul and Yang (1989) using the product limit estimator (PLE) of Kaplan
and Meier (1958) for the general right censoring model is made under the
PKG model.

Sensitivity of Cox Regression to Nonignorable Censoring

+ Tao Liu, Brown University, 48 Thomas Olney Common, Providence, RI
02904, tliu@stat.brown.edu; Daniel F. Heitjan, University of Pennsylvania

Key Words: informative censoring, ignorability, sensitivity analysis,
coarse-data model, ISNI

The validity of the partial likelihood in the Cox proportional hazards
model for censored survival data is contingent on the assumption that the
censoring mechanism is ignorable. Nonignorable censoring can spoil in-
ferences made under an ignorable model. In this paper, we propose to con-
duct a local sensitivity analysis to address this issue, assuming that the true
censoring mechanism is unknown but not far from ignorable. We express
the censoring mechanism by the coarse-data selection model, and derive a
profile likelihood to account for the random censoring. We show that the
index of local sensitivity to nonignorability (ISNI) (Troxel et al., 2004) can
be seamlessly extended to the profile likelihood, and we apply it to assess
local sensitivity of the Cox regression to nonignorability. We demonstrate
our method using data from a study of prognostic variables in advanced
lung cancer.

Dealing with Tied Observation in Estimating Survival
Function

+% Jiantian Wang, Kean University, 1000 Morris Ave, Union, NJ 07083,
jwang@kean.edu

Key Words: censored failure time, survival function, tied observation

Under random censoring model, tied observation supposedly can not hap-
pen. However, under general censoring models, or, when both failure time
and censoring time are discrete, there can be a significant proportion of
tied observations. In this talk, we discuss the approaches to dealing with
tied observations in estimating survival function. For a noninformative
model with physical background, we verify the validity of the standard fail-
ure-before-censoring method. In the case when both of failure and cen-
soring time are discrete, we give out a necessary and sufficient condition
on the identifiability of survival function and derive several corresponding
estimators associated with different observing mechanisms.

Test of Fit to a Semiparametric Bivariate Family with
Censored Data

+% Shulamith Gross, Baruch College/CUNY, One Baruch Way, New York,
NY 10010, shulamith_gross@baruch.cuny.edu

Key Words: bivariate, test of fit, censoring, semiparametric

In this talk I shall introduce a test of fit to a semiparametric family of Bi-
variate distributions recently introduced by Gross and Huber. The general
family is multivariate and is particularly appropriate for reliability applica-
tions in a multi-component system, or in dependent competing risk prob-
lems. The family was proposed as a possible alternative to the semipara-
metric copula models or frailty models for multivariate data, and adapts
readily to applications with censored data. The test is distribution free in
the uncensored case. The power and asymptotic validity of the proposed
test of fit will be studied via simulations. The talk is based on joint work
with Catherine Huber.
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Quantile Regression for Censored Point Processes

3 Rajeshwari Sundaram, National Institute of Child Health and Human
Development, 6100 Executive Boulevard, NIH, Room 7B05 BMSB DESPR
NICHD, Rockville, MD 20852, sundaramr2@mail.nih.gov; Subhashis
Ghoshal, North Carolina State University

Key Words: Recurrent Events, Censoring, Survival

Recurrent events data often arise in many longitudinal follow-up studies,
for example, repeated occurrences of tumors in cancer patients. In analyz-
ing such data, majority of the work have focused on intensity based models
or models for the mean function of the underlying recurrent events pro-
cess. As an alternative to such models, we propose a semiparametric re-
gression model for the quantile of the recurrent events process. In fact in
dealing with recurrent medical costs related to episodic events, it may be
more desirable to model the quantiles instead of the mean as the distribu-
tion of the medical costs are typically skewed. We propose an estimating
equations based approach for estimating underlying parameters of inter-
est. Finite sample properties will be investigated through simulations. We
will present their large sample properties and conclude with a real data
illustration.

Multivariate Rank-Order Two-Sample Test for Censored

Data: More Intuitive Expression of the Treatment Effect

+» Edward Mascha, The Cleveland Clinic, 11781 Pinewood Trail,
Chesterland, OH 44026-1812, maschae@ccf.org

Key Words: time-to-event, distribution-free, multivariate, generalized
odds ratio, Mann-Whitney difference, stochastic ordering

Multiple time-to-event tasks are sometimes used to assess health of stroke
patients, for example, where interest lies in the treatment effect between
two groups on the vector of responses. With no censoring, a multivariate
rank sum test can assess equality of groups. For the censored case, Wei
and Lachin (1984) and Thall and Lachin (1988) proposed various distribu-
tion-free tests to assess homogeneity of the treatment effect across multiple
outcomes, a general test of association, and tests of stochastic ordering. In-
terpretation for the Wei-Lachin tests is based on the Mann-Whitney differ-
ence (MWD), the difference between the probability (X>Y) and probability
(X<Y). We apply these methods to stroke data and then adapt the general-
ized odds ratio (GOR) of Agresti (1980) to this multivariate censored case,
giving a more intuitive interpretation than the MWD for such data.

CUSUMSs Based on the Cox Model To Monitor Outcomes
at Multicenter Studies
+* Pinaki Biswas, University of Michigan, Dept of Biostatistics,

1420 Washington Hts, Ann Arbor, MI 48109, pbiswas@umich.edu;
John D. Kalbfleisch, University of Michigan

Key Words: CUSUM, Wald’s SPRT, Cox regression, Poisson process,
Wald’s Identity

In organ transplant it is important for a particular transplant center to as-
sess the efficacy of transplants performed over time and provide a signal if
there is evidence of poor performance. The CUSUM has been suggested
as a sequential monitoring scheme in Page (1954) and has also been im-
plemented in Axelrod et al. (2006) and Steiner et al. (2001). In the above
articles, the unit of analysis is a discrete outcome associated with the trans-
plant. In this paper, we utilize the CUSUM statistic based on a Cox regres-
sion model prospectively and update the event status continuously in time,
also accounting for patient-mix covariates. Simulations demonstrate that
this provides an earlier detection of a deteriorating situation than the tra-
ditional discrete time methods. Theoretical approximations to the average
run length have also been derived for both discrete and continuous cases.

Sabt Loke Cuty 77



& Themed Session

ﬂ @4 Longitudinal Data and

Survival Data Modeling ® &

Biometrics Section, Section on Health Policy Statistics
Monday, July 30, 8:30 am-10:20 am

Joint Modeling of Longitudinal and Survival Data Using
Penalized Corrected Likelihood

% Bo Hu, The Cleveland Clinic, 6811 mayfield Rd, Apt 785, Mayfield
Heights, OH 44124, hub@ccf.org; Liang Li, The Cleveland Clinic; Tom
Greene, The Cleveland Clinic

Key Words: Joint model, corrected likelihood

Joint modeling approach has been widely used for analyzing longitudinal
data and survival data simultaneously. Many existing methods rely on cer-
tain algorithms to eliminate shared frailty parameters that link the longi-
tudinal information and the survival information. We develop a penalized
corrected likelihood method for analyzing such data. The corrected likeli-
hood is a full likelihood, and is a concave function of the parameter, which
ensures computational convergence.

Analysis of Longitudinally Measured Multivariate
Biomarkers and Left-Censored Data
¢ Ghideon S. Ghebregiorgis, University of Pittsburgh, 2717 Cathedral of

Learning, Pittsburgh, PA 15260, ghg2@pitt.edu; Lisa Weissfeld, University
of Pittsburgh

Key Words: multivariate mixed model, Biomarkers, Longitudinal analysis,
Left Censoring

Our objective is to analyze longitudinally measured multivariate biomark-
ers obtained from a large cohort study of patients who enrolled in a study
examining markers for the development of sepsis in a cohort of subjects
with community acquired pneumonia. For continuous outcomes, estima-
tion is based on a parametric multivariate linear mixed model for the lon-
gitudinally measured biomarkers (Thiebaut et al. 2005).For bivariate left
censored biomarkers, such as interleukin-6(IL-6)and interleukin-10(IL-
10), an extension of this method based on the Tobit regression model will
be used for the inference. The multivariate modeling approach is evaluated
and compared with the univariate approaches through empirical findings
and simulation studies. The simulation study will be used to measure the
sensitivity of the performed analysis by considering various variance-co-
variances structures of the biomarkers

Modeling Longitudinal Biomarker Data with Multiple
Assays That Have Different Known Detection Limits

¢ Paul Albert, National Cancer Institute, 6130 Executive Blvd Room 8136,
Bethesda, MD 20906, albertp@mail.nih.gov

Assays to measure biomarkers are commonly subject to large amounts of
measurement error and known detection limits. We propose a joint mod-
eling approach for analyzing repeated measures of multiple assays when
these assays are subject to measurement error and different known lower
detection limits. A commonly used approach is to perform an initial assay
with a larger lower detection limit on all repeated samples, followed by only
performing a second more expensive assay when the initial assay value is
below its lower detection limit. We show how simply replacing the initial
assay measurement with the second assay measurement may be a biased
approach and investigate the performance of the joint model in this situ-
ation. We evaluate different designs and illustrate the methodology with
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a study examining the use of a vaccine in treating macaques with simian
immunodeficiency virus (SIV).

Regression Analysis of Multivariate Recurrent Event Data
with Time-Varying Covariate Effects

3 Liang Zhu, University of Missouri-Columbia, 3001 S Providence Road,
11G, Columbia, MO 65203, lzkn7@mizzou.edu

Key Words: event history study, longitudinal follow-up studies, marginal
models, recurrent event data, time-varying coefficients

Recurrent event data occur in many fields and many approaches have been
proposed for their analyses. However, most of the available methods only
allow time-independent covariate effects and sometimes this may not be
true as, for example, a treatment effect may decrease with time. In this pa-
per, we consider the analysis of multivariate recurrent event data in which
some covariate effects may be time-dependent. For the problem, some mar-
ginal models for the underlying counting processes are presented and an
estimating equation-based inference procedure is presented. The asymp-
totic properties of the proposed estimates are established and their finite
sample properties are evaluated through simulation studies. We also apply
the approach to a set of real data.

Analysis of Longitudinally Measured, Left-Censored
Biomarkers of Severe Sepsis with Dropout, and Death
% M. Abdus Sattar, University of Pittsburgh, 120 Ruskin Ave, Apt 122,
Pittsburgh, PA 15213, mas196@pitt.edu; Lisa Weissfeld, University of
Pittsburgh

Key Words: Longitudinal censored data, tobit regression, sensitivity analysis

Our goal was to address the problem of analyzing longitudinally measured
left censored biomarker data when subjects are lost to data collection for
multiple reasons. We used an un-weighted and weighted tobit regression
method for interleukin-6 (IL-6) and interleukin-10 (IL-10) left censored
biomarkers data; where the weight for the weighted method accounted for
the various reasons of dropout. For IL-6, analysis of all of the predictors:
race, steroid use, score of organ failure assessment (SOFA) and Pneumonia
Severity Index (PSI), are significant though the standard errors of the esti-
mated coefficients for the weighted tobit regression are smaller. For the IL-
10 analysis, all of the above mentioned predictors are significant except PSI
in the un-weighted tobit regression. The standard errors for the estimated
regression coefficients are higher in the weighted tobit regression models.

Semiparametric Joint Modeling of Longitudinal and
Time-to-Event Data Using P-Spline: A Penalized
Likelihood Approach

** Wen Ye, University of Michigan, M4073 SPH II, 1420 Washington

Heights, Ann Arbor, MI 48109, wye@umich.edu; Xihong Lin, Harvard
School of Public Health; Jeremy Taylor, University of Michigan

Key Words: Joint Modeling, Survivial, Longitudinal, P-spline, Penalized
Likelihood

Longitudinal studies in medical research often generate both repeated
measurements of biomarkers and possibly censored survival data. Recently
several joint models have been developed to deal with the challenges arising
in this type of data. Commonly, in joint models, the longitudinal covariate
is modeled by a linear mixed model. However, in some cases, the longitu-
dinal covariate time trajectory is not linear. We propose a joint model us-
ing penalized cubic B-spline to accommodate the non-linear trajectory of
longitudinal covariate measurements. To ease computation the estimation
procedure is maximizing a penalized joint likelihood generated by a La-
place approximation of the joint likelihood, which combines the likelihood
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of the longitudinal data and the partial likelihood of the time-to-event data.
Properties of parameter estimators are investigated in simulation studies.

Joint Analysis of Multiple Longitudinal Qutcomes and a
Time-to-Event Using a Nonlinear Latent Class Approach
% Cecile Proust-Lima, University of Michigan, Department of
Biostatistics SPH, 1420 Washington Heights, Ann Arbor, MI 48109-2029,
cprousti@umich.edu; Helene Jacqmin-Gadda, INSERM, U875; Jeremy
Taylor, University of Michigan

Key Words: Mixed model, conditional independence assumption, joint
analysis, maximum likelihood, latent class, longitudinal data

We propose a joint model for exploring the association between correlated
longitudinal non-Gaussian markers and a time-to-event. A longitudinal
latent class model describes the different latent classes of evolution of the
latent process underlying the markers, and a proportional hazard model
describes the risk of event according to the latent classes. The latent pro-
cess is linked to the quantitative non-Gaussian markers by using nonlinear
transformations which include parameters to be estimated. Depending on
whether the function of risk is a parametric or semi-parametric function,
a maximum likelihood estimation or a penalized likelihood approach is
used. We propose a posterior residual analysis to evaluate the conditional
independence hypothesis given the latent classes and apply the methodol-
ogy in the context of cognitive aging.

ﬂ @5 Statistical Issues in

Oncology Trials ®

Biopharmaceutical Section, Biometrics Section
Monday, July 30, 8:30 am-10:20 am

Modified Simon’s Two-Stage Design with a Control Group
+% Sunil K. Dhar, New Jersey Institute of Technology, Department of
Mathematical Sciences, 323 Martin Luther King Jr. Boulevard, Newark, NJ
07102, dhar@njit.edu; Farid Kianifard, Novartis Pharmaceuticals; Michael
Chen, TCM Groups, Inc.

Key Words: Phase I1 design, Oncology

Simon’s 2-stage design is a single-arm design, in which null hypothesis
(HO) that response rate, p, is at most pO0 is tested against alternative (H1)
that p is at least p1. If there are fewer than k1 responders out of n1 enrolled
in Stage 1, trial is terminated to accept HO. If at least k1 responders are
observed, n2 additional subjects are enrolled in Stage 2. If there are fewer
than k responders at the end of Stage 2, HO is accepted; otherwise, H1 is
accepted. For given Type I and II errors, design parameters nl, n2, k1, and
k are estimated to meet certain optimality criteria. Without a control arm,
results could be unreliable, especially when p0 and pl values are unreal-
istic. We propose a 2-stage design with a control arm, and provide a SAS
program to calculate optimal solutions for sample size and critical values at
Stages 1 and 2 for given Type I and Type Il errors, if they exist.

Censored Data Within Phase Ill Oncology Studies Using
Independent Radiology Review (IRC) Assessments

+% Pralay Mukhopadhyay, Bristol-Myers Squibb Company, 5 Research
Pkwy, PO Box 5100, Wallingford, CT 06460, pralay.mukhopadhyay@bms.
com; Thomas Kelleher, Bristol-Myers Squibb Company

Key Words: IRC, censoring, discordance, power

Use of IRC determined assessments are common in oncology trials where
the primary endpoint is progression free survival (PES). In such studies
disagreement between the study investigator and the IRC assessments of
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tumor progression may occur. When a patient comes oft study due to an in-
vestigator based progression which the IRC disagrees with, progressions by
IRC are censored. However contribution to PFS as a death event may occur
which can bias the estimates of the medians and impact the overall results.
Several methods of analysis to address this discordance will be explored
through simulation studies.

Estimate of Treatment Effect with Adjustment for Post-
Discontinuation Treatment Resumption and Crossover
and Other Therapies in Oncology Clinical Trials

% Shengyan Hong, Eli Lilly and Company, Indianapolis, IN 46285,
hongsh@lilly.com; Yanping Wang, Eli Lilly and Company

Key Words: Treatment effect adjustment, post-discontinuation therapy,
treatment resumption and crossover, proportional hazards model, oncol-
ogy clinical trial

In oncology clinical trials of survival comparison between an experimental
therapy and a best supportive care or an active control, it is clinical reality
that many patients will receive additional therapies during post-discontin-
uation follow-up period. It is only natural to assume that the post-discon-
tinuation therapies (PDTs) will have impact on patients’ survival outcome
and its effect should be adjusted for when estimating and comparing treat-
ment effect. What makes this adjustment even more challenging is that
some patients in one or both treatment arms could resume their assigned
treatment or switch treatment as part of PDT. We propose a method to ad-
just for post-discontinuation treatment resumption and crossover as well
as other therapies using Cox proportional hazards model approach. An ex-
ample from a phase III clinical trial will be used to illustrate the proposed
methodology.

A Two-Stage Multinomial Randomized Selection Design
in Phase Il Oncology Trials

¢ Zhiping Sun, Merck & Co., Inc., 1258 Jarvis Ln, Lansdale, PA 19446,
linda_sun@merck.com

Key Words: Randomized selection design, multinomial, two-stage

The objective of a phase II study in oncology is to evaluate whether an agent,
at the doses determined by phase I trials, is worth of further investigation
in phase III. Since several maximum tolerated doses corresponding to dif-
ferent dosing schedules may arise from phase I trials, a randomized selec-
tion design in phase II is more popular than a single arm design. Because
progression-free rate is more related to the clinical endpoint(s) in phase III,
a phase II design based on multiple outcomes is more reliable than a design
based on the single conventional endpoint response rate. These concerns
motivate the proposal and application of a two-stage randomized multino-
mial selection design in phase II oncology trials.

An Adaptive Two-Stage Design for Active-Controlled
Phase Il Oncology Trial

+ Xiaoming Li, sanofi-aventis, 860 Fieldcrest Ct, Blue Bell, PA 19422,
lixiaomi@gmail.com

Key Words: oncology, two-stage design, adaptive, active-controlled

Typically phase II cancer trial is single-arm with tumor response rate as the
primary endpoint, and two-stage designs are used. However, in many situ-
ations investigators are poorly served by such conventional methodology,
primarily for two reasons: 1) there might be high uncertainty in targeting
the alternative hypothesis, and 2) it is impossible to estimate the treatment
effect as compared to historical control, since the treatment effect is con-
founded with differences in trials. An adaptive two-stage design with an
active control is proposed to tackle the problems, in which the information
from both treatment and control arms in the first stage is utilized to either
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reject or continue testing the study treatment with either an optimistic or
a skeptic target response rate, based on outcomes from stage I. The charac-
teristics of the proposed design are evaluated by simulation studies.

Optimal Three-Outcome Designs for Screening Trials of
New Agents

% Vandana Mukhi, New York University, 60 Sunflower Ridge Road, South
Setauket, NY 11720, vandana26@yahoo.com; Yongzhao Shao, New York
University

Key Words: Optimal Design, Three-outcome, Screening Trials

Recent interests in cancer vaccine development have prompted the need
to test a series of agents to screen out promising ones for further study. A
typical but major challenge is to use a limited number of patients and other
resources to screen a large number of agents or treatments and identify
promising ones for further study. Several optimal screening trial designs
have been proposed in hypothesis testing framework with two possible
outcomes, either reject the null hypothesis or do not reject the null hy-
pothesis. Further extensions have also been proposed in the presence of
distributional information on response rates. We further extend the op-
timal two-stage design to three-outcome framework, where the design al-
lows for three possible outcomes: reject null hypothesis, do not reject the
null hypothesis or inconclusive.

A Hybrid of Traditional Design and Isotonic Regression
Method To Find MTD in Phase |1 Cancer Clinical Trials

** Robert Bigelow, sanofi-aventis, 9 Great Valley Parkway, Malvern, PA
19355, robert.bigelow@sanofi-aventis.com; Chunpeng Fan, University of
Wisconsin-Madison; Richard Wu, sanofi-aventis; Hui Quan, sanofi-aventis

Key Words: maximum tolerated dose, continual reassessment method,
isotonic regression, phase I study designs

Current methods for estimating Maximum Tolerated Dose (MTD) include
the traditional 3+3 design (TD), an accelerated traditional design (TDacc),
continual reassessment methods (CRM), and isotonic regression (IR). Each
method has its own limitation. The proposed ‘hybrid’ methods first use
TDacc to quickly approach the neighborhood of MTD and then switch to
IR. They use only the monotone dose response assumption for toxicity, as
with IR, and do not assume an explicit dose-toxicity model. Results from
simulation studies demonstrate that these hybrid methods can perform
better than the CRM methods when the true dose-toxicity model is un-
known. They also need fewer patients compared to IR and produce more
accurate estimates compared to TD. A numerical example is used to illus-
trate the application of the methods.

ﬂ @@ Mixed Effect Models and

Missing Data @

ENAR, Biometrics Section
Monday, July 30, 8:30 am-10:20 am

A Pattern Mixture Model To Analyze Longitudinal Quality-
of-Life Data with Nonignorahle Dropout

3 Qinfang Xiang, Endo Pharmaceuticals, 100 Endo BLVD, Chadds Ford,
PA 19317, xiang.qinfang@endo.com; Suna Barlas, Endo Pharmaceuticals

Key Words: Pattern mxiture model, Quality of Life, Missing not at ran-
dom, Informative dropout, Longitudinal data analysis

The analysis of longitudinal data that suffer from missing not at random
poses a statistical challenge. Inappropriate handling of the missing data
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that are of non-ignorable type can result in biased estimates and lead to
incorrect conclusions. This study examines QoL data from a randomized
clinical trial comparing the efficacy of Lidocaine Patch 5% with celecoxib
200mg in treating pain from Osteoarthritis of the knee. The QoL assess-
ments are based on the pain interference on activities of daily living us-
ing Question9 of Brief Pain Inventory and Beck Depression Inventory. The
study suffered from a significant amount of missing data (49%). A random
effects pattern mixture model is applied to compare the two treatment
groups in terms of the QoL indicators. This model is compared to those
based on data that used the last observation carried forward, complete
cases, and all observed cases.

Likelihood Ratio Hypothesis Testing in the Presence of
Incomplete Data
¥ Sergey Tarima, Medical College of Wisconsin, 8701 Watertown Plank

Rd, H2460, Milwaukee, W1 53226, starima@mcw.edu; Albert Vexler,
National Institutes of Health

Key Words: hypothesis testing, most powerful test, missing data

The main enemies of hypothesis testing procedures are (1) small sample
sizes, (2) excessive nonresponse rate, and (3) high dimensionality. Their
adverse effect can be reduced if additional information or guess about the
distribution of alternatives can be incorporated into test statistics. If such
information is too general (for example, only a parametrical family can
be specified), this distribution is estimated from a principle of the most
powerful testing. We investigate power properties of the proposed tests in
the presence of the mentioned enemies and compare them with maximum
likelihood estimators. Theoretical results, results of simulation studies and
a missing data example are presented in the manuscript.

Principal Component Analysis for Multivariate Binary
Data

% Seokho Lee, Texas A&M University, 3143 TAMU, College Station, TX
77843-3143, leesh@stat.tamu.edu

Principal component analysis (PCA) is frequently used as a powerful tool
for dimension reduction in multivariate data analysis. One of its disad-
vantages is that PCA is applicable only to continuous data. There is little
literature on PCA-like dimension reduction methods for multivariate bi-
nary data which are commonly observed in various application fields. The
nature of binary data circumvents a direct application of PCA to multivari-
ate binary data. In this presentation, we propose an extension of PCA to
handle multivariate binary variables by using Bernoulli distribution and
low-rank approximations of matrices of latent variables. Illustrations of ap-
plication to real and synthetic datasets are presented.

Overdispersion in Multilevel Correlated Data

#* Trent Lalonde, Arizona State University, Department of Mathematics
and Statistics, Tempe, AZ 85287, lalonde@mathpost.asu.edu; Jeffrey R.
Wilson, Arizona State University

Key Words: quasilikelihood, censoring, heterogeneity, extravariation,
random effects

A common difficulty in regression problems with the exponential fam-
ily response variables is overdispersion. While complex designs such as a
multistage stratified cluster design greatly enhances the feasibility of data
collection, it results in differential probabilities of selection as would not
be the case if simple random sampling approach was employed. This phe-
nomenon known as overdispersion has been examined through different
approaches by several researchers. However, most articles either account
for overdispersion caused by lack of independence among units or variation
among responses within groups. This paper examines random effect mixed
models that accounts simultaneously as well as at multilevels data.
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Multiple Imputation Based on Functional Principal
Components Analysis for Sparse Longitudinal Data

o Szu-Ching Tseng, University of California, Davis, 325 East 8th St
7, Davis, CA 95616, sctseng@ucdavis.edu; Xiaowei Yang, University of
California, Davis; Hao Zhang, University of California, Davis

Key Words: Sparse Longitudinal Data, Missing Data, Functional Princi-
pal Componenets Analysis, Linear Mixed-Effects Models

In biomedical research, due to unbalanced design with possibly large num-
bers of missing values, sparse longitudinal data are popularly seen in sta-
tistical practice. Recently, several solutions based on principal components
analysis (PCA) for functional data have been developed. This paper aims
to extend these methods within the framework of multiple imputation. By
applying the PCA models to the sparse data with a chosen common time
grid, complete data sets can then be generated. Each of these balanced data
sets can be finally analyzed using standard longitudinal models such as
random-effects models. By applying this imputation strategy to both simu-
lated data sets and a hemodialysis vascular access data set, the performance
of it is evaluated via comparing with the analysis using linear mixed-effects
models to the original sparse data.

The Inclusion of Covariate Information in a Random
Effects Agreement Model

+* Kerrie Nelson, University of South Carolina, Dept of Statistics, 1523
Greene St U of South Carolina, Columbia, SC 29208, kerrie@stat.sc.edu;
Don Edwards, University of South Carolina

Key Words: agreement, generalized linear mixed model, kappa

When modeling agreement between two or more raters, it can be informa-
tive to identify factors which may influence the agreement process under
study. For example, in the classification of a mammogram for the presence/
absence of breast cancer, knowledge of the clinical history of the woman
may impact the classification made by a rater, and in the agreement be-
tween a number of raters. In this talk, we describe how to include relevant
covariate information in a random effects model for agreement, when bi-
nary classifications are of interest, and how a proposed model-based sum-
mary statistic can be used to assess the levels of agreement between raters
in such a setting.

Maximum Likelihood Methods for Nonignorable Missing
Data

%* Yan Zhou, University of Michigan, Dept of Biostatistics, Ann Arbor, MI
48105, yzhouz@umich.edu; Roderick J. Little, University of Michigan; John
D. Kalbfleisch, University of Michigan

Key Words: nonignorable missing, maximum likelihood, patter-mixture
model, factored likelihood

Missing values are common issues in empirical studies. The performance
of the methods analyzing missing data strongly depends on the missing-
data mechanism. If missing mechanism is ignorable, the likelihood based
inferences will only depend on the observed data. For two variables X and
Y where both of X and Y are missing, however, missing-data mechanism
may not be ignorable, since the missingness of Y can possibly depend on
the values of X which are missing. We propose a nonignorable missing-
data mechanism, in which X is MCAR and Y is MAR given the value and
missingness of X. The non-iterative maximum likelihood estimates exist
and data are excluded for estimating certain parameters. Extensions of this
type of mechanism will be also discussed.
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ﬂ @? Random Matrix Theory

and High-Dimensional Inference &

IMS, Biometrics Section
Monday, July 30, 8:30 am-10:20 am

Effect of Mean on Variance Function Estimation in
Nonparametric Regression

% Lie Wang, University of Pennsylvania, 400 Huntsman Hall, 3730 Walnut
Street, Philadelphia, PA 19104, liewang@wharton.upenn.edu; Lawrence D.
Brown, University of Pennsylvania; Tony Cai, University of Pennsylvania;
Michael Levine, Purdue University

Key Words: Minimax estimation, nonparametric regression, variance es-
timation

Variance function estimation in nonparametric regression is considered
and the minimax rate of convergence is derived. We are particularly in-
terested in the effect of the unknown mean function on the estimation of
the variance function. Our results indicate that, contrary to the common
practice, it is often not desirable to base the estimator of the variance func-
tion on the residuals from an optimal estimator of the mean. Instead it is
desirable to use estimators of the mean with minimal bias.

The Largest Root Test in Multivariate Analysis:
Nonasymptotic Accuracy of the Tracy-Widom
Approximation

#* lain Johnstone, Stanford University, School of Humanities and Sciences,
Building One Main Quad, Stanford, CA 94305, imj@stanford.edu

Key Words: multivariate analysis, canonical correlations, MANOVA,
mutiple responses, Tracy-Widom, random matrices

The largest root test is a staple of classical multivariate analysis, in canoni-
cal correlation analysis, MANOVA, multiple response linear regression
and so on. It is based on the null distribution of the largest eigenvalue of
A(A+B)M-1}, where A and B are independent Wishart matrices on p vari-
ables. With appropriate centering and scaling, the Tracy-Widom law pro-
vides an approximation to the null distribution. The approximation comes
from asymptotics in which the number of variables, p, is large. The purpose
of this talk is to show—by numerical comparison with exact results—that
the approximation may be quite adequate for applied work at conventional
significance levels for small p, even as low as 2.

Statistical Eigen-Inference from Large Wishart Matrices

% Raj Rao, Massachusetts Institute of Technology, 195 Binney Street Apt
2227, Cambridge, MA 02142, raj@mit.edu

Key Words: random matrices, eigen-inference, Wishart matrices

The asymptotic behavior of the eigenvalues of a sample covariance matrix
is described when the observations are from a zero mean multivariate (real
or complex) normal distribution whose covariance matrix has population
eigenvalues of arbitrary multiplicity. In particular, the asymptotic normal-
ity of the fluctuation in the trace of powers of the sample covariance matrix
from the limiting quantities is shown. Concrete algorithms for analytically
computing the limiting quantities and the covariance of the fluctuations
are presented. Tests of hypotheses for the population eigenvalues are devel-
oped and a technique for inferring the population eigenvalues is proposed
that exploits this asymptotic normality of the trace of powers of the sample
covariance matrix. Numerical simulations demonstrate the robustness of
the proposed techniques in techniques in high-dimensional settings.
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New Optimality Test for Branch-and-Bound-Based
Comprehensive Subset Search

#* Xuelei Ni, Kennesaw State University, 1000 Chastain Rd, Mail Drop
1204, Kennesaw, GA 30144, xni2@kennesaw.edu; Xiaoming Huo, Georgia
Institute of Technology

Key Words: subset selection, branch-and-bound, leaps and bounds, opti-
mality test, inverse tree, pair tree

In subset selection in regressions, branch-and-bound algorithms and the
Furnival and Wilson (1974) test have been combined to search all subsets.
Furnival and Wilson test reduces the number of subsets that needed to be
computed, and is completely based on a monotonic property of the residual
sum of squares. We design a new test, which brings in other quantities (e.g.,
the least square coefficients and the residuals) into consideration. The new
test supplements the Furnival-Wilson test. Simulations demonstrate im-
provements brought by the newly proposed test. We describe a branch-
and-bound structure|pair tree|within which the new optimality test can
be easily integrated. The pair tree is comparable with other contemporary
branch-and-bound designs, for which pointers are given.

High-Dimensional Classification Using Features Annealed
Independence Rule

+ Yingying Fan, Princeton University, Department of ORFE, Princeton,
NJ 08544, yingying@princeton.edu; Jianqing Fan, Princeton University

Key Words: Classification, feature extraction, high dimensionality, inde-
pendence rule, misclassification rates

High-dimensional classification arises frequently in contemporary statisti-
cal problems. The impact of dimensionality on classifications is poorly un-
derstood. We first demonstrate that even for the independence classifica-
tion rule, classification using all features can be as bad as random guessing
due to noise accumulation in estimating population means in high-dimen-
sional setting. In fact, we prove that almost all linear discriminants can
perform as bad as random guessing. Thus, it is important to select a subset
of important features, resulting in Feature Annealed Independence Rules.
The conditions under which all important features can be selected by the
two-sample $t$-test are established. The choice of the optimal number of
features is proposed based on an upper bound of the classification error.
Simulation studies and real data analysis support our theoretical results.

On the Minimax Risks for Estimation of a Location
Parameter from Sums

¢ Mokshay Madiman, Yale University, 24 Hillhouse Avenue, New Haven,
CT 06511, mokshay.madiman@yale.edu; Andrew Barron, Yale University;
Abram Kagan, University of Maryland; Tinghui Yu, University of Maryland

Key Words: Minimax risk, Pitman estimator, Distributed estimation,
Fisher information, Information inequalities

Suppose there are N random variables of interest, and each user has access
to observations from the location family generated by a particular subset
sum. For a given class of subsets, the variances of the Pitman estimates ob-
tained by the corresponding class of users is related to the variance of the
Pitman estimate obtained by a user who only sees observations from the
location family generated by the total sum. This relationship is made ex-
plicit through a new inequality, which strengthens various inequalities for
the Fisher information of a sum due to Stam (1959), Artstein, Ball, Barthe
and Naor (2004), and Madiman and Barron (2006). In addition to providing
insights on distributed estimation, the new result relates the minimax risks
(in terms of mean squared error) incurred for estimating a location param-
eter by users who have access to different sets of observations.
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ﬂ @' Nonparametric Statistics

and Mixture Models &

IMS, Section on Nonparametric Statistics
Monday, July 30, 8:30 am-10:20 am

Set and Set Properties Estimation

% Bruno Pelletier, University Montpellier II, Place Eugene Bataillon,
Montpellier, 34095 France, pelletier@math.univ-montp2.fr; Gerard Biau,
University Montpellier II; Benoit Cadre, University Montpellier II

Key Words: nonparametric statistics, support estimation, clustering, set
estimation

We study the problems of reconstructing a set S and of estimating one its
topological characteristic, namely its number of connected components,
from random points of S drawn from some probability measure. We focus
on the certainly most simple set estimator defined as the union of balls
centered at the random points. Additionally, we propose a graph-based es-
timator of the number of connected components of S. Using tools from
Riemannian geometry, and under mild analytic conditions on the under-
lying density of the data, we derive the exact rate of convergence of this
set estimator and prove the consistency of the estimator of the number
of connected components. Statistical applications include density support
estimation and estimation of the number of clusters in data partitioning.

Distribution Theory of Order Statistics of Concomitants
Subsets and Applications

% Ke Wang, The Ohio State University, 5961 Dartshire Blvd, Dublin, OH
43016, kewang@stat.ohio-state.edu; Haikady Nagaraja, The Ohio State
University

Key Words: order statistics, concomitants of order statistics, conditional
distribution, limiting distribution

Let (Xi, Yi), i = 1, ..., n be a random sample of size n from an absolutely
continuous bivariate distribution F(x, y). We study the finite-sample and
asymptotic joint distribution of (V(s:m),W(t:n-m)), where V(s:m) is the s-th
order statistic of the concomitants subset {Y[i:n], i=n-m+1,...,n}, and W(t:
n-m) is the t-th order statistic of the concomitants subset {Y[j:n], j =1, ...,
n-my}. The results are applied to study the probability that at least s of the
Y concomitant values, {Y[n-m+1:n], Y[n-m+2:n], ..., Y[n:n]}, are among the
top k values of the entire Y -sample. Such events are of interest in selection
procedures as described in Yeo and David (1984). We also apply the results
to study the power of the two-stage designs for gene-disease association
studies as discussed in Satagopan et al. (2002) and Satagopan et al. (2004).

Differentiated Logdensity Approximants

¥ Serge Provost, The University of Western Ontario, Dept of Stat and Act
Sciences WSC 262, London, ON N6A5B7 Canada, provost@stats.uwo.ca

Key Words: Density approximation, Percentiles, Moment-based method-
ologies, Orthogonal polynomials, Computational Statistics

An alternative density approximation methodology according to which the
first derivative of the logarithm of the density approximant is expressed as
a ratio of polynomials, is being proposed. The polynomial coefficients of
the numerator and denominator of the rational function are determined
by solving the system of linear equations which results from matching the
moments of the approximant to those of the distribution being approxi-
mated. As will be explained, such approximants possess numerous prop-
erties of interest. The results will be compared in specific applications to
those obtained from the saddlepoint technique and methodologies based
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on orthogonal polynomials and Edgeworth expansions. Several illustrative
examples will be provided.

On a Grouping Method for Constructing Mixed Orthogonal
Arrays
% Chung-yi Suen, Cleveland State University, Department of

Mathematics, Cleveland State University, Cleveland, OH 44115-2214,
c.suen@csuohio.edu

Key Words: finite field, finite projective geometry, mixed orthogonal
array, flat, tight

Mixed orthogonal arrays of strength two and size s*{mn} are constructed
by grouping points in the finite projective geometry PG(mn-1,s). PG(mn-
1,s) can be partitioned into (s"{mnj}-1)/(s"n-1) (n-1)-flats such that each (n-
1)-flat is associated with a point in PG(m-1,s"n). A set of (s"t-1)/(s-1) points
in PG(m-1,s"n) is called a (t-1)-flat over GF(s) if it is isomorphic to PG(t-1,s).
If there exists a (t-1)-flat over GF(s) in PG(m-1, s"n), then we can replace
(s"t-1)/(s-1) s”n-level columns in an orthogonal array by (s"n-1)/(s-1) s"t-
level columns and obtain a mixed orthogonal array. Many new mixed or-
thogonal arrays can be obtained by this procedure. New orthogonal arrays
of sizes 256, 512, and 1024 are also obtained using PG(6,2), PG(7,2), and
PG(8,2) respectively.

Labeling Issue in Finite Mixture Model: A Frequentist
View
¢ Daeyoung Kim, The Pennsylvania State University, 326 Thomas

Building, University Park, PA 16802, dzk123@psu.edu; Bruce G. Lindsay,
The Pennsylvania State University

Key Words: Finite mixture model, Labelling non-identifiability, Asymp-
totic identifiability, Parametric bootstrap

Our research addresses the problems caused by labeling nonidentifiability
in a parametric finite mixture model from the frequentist view. We propose
a nonparametric method to see if the labels on the parameters are well de-
fined so as to be useful in deciding Monte Carlo (bootstrap) standard errors
for the parameters. Although there is a form of asymptotic identifiability
for consistent labeling on the parameters, this will not work well when the
components densities are not well separated or the sample size is not large.
The nonparametric approach we investigate provides information on the
labeling identifiability for parameters by constructing a data set that con-
tains each bootstrapped parameter estimate multiple times, one for each
possible labeling. If this data set breaks into well-separated clusters, then
we consider asymptotic identifiability to be reasonable.

Using Copula To Study Dependence in Mixed Distributions

% Magdalena Niewiadomska-Bugaj, Western Michigan University, Everett
Tower, Kalamazoo, MI 49008, m.bugaj@wmich.edu

Key Words: zero inflated data, mixed distributions, dependence, copula

Nonnegative continuous distributions with a positive probability at zero
are often used for modeling in the medical, environmental and other re-
search areas. Most of the existing statistical techniques cannot be used for
analysis of such data because the necessary assumptions (e.g., continuity,
normality) are violated. This paper is devoted to studying dependence in
nonnegative variables with a positive probability at zero. Through the grade
transformation the mixed distribution becomes a copula and the depen-
dence can then be studied accordingly. We will focus on implications, ad-
vantages and limitations of the proposed approach.
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ﬂ @@ Bayesian Case Studies @

Section on Bayesian Statistical Science
Monday, July 30, 8:30 am-10:20 am

Bayesian Real-Time Model for Ovulation Prediction

** Lemuel Moye, University of Texas School of Public Health, 3607 Latma
Drive, Houston, TX 77025, moyelaptop@msn.com

Key Words: Bayesian, ovulation, physicians

Women of child bearing age commonly require accurate knowledge of
their ovulation time. Working with fertility specialists, a Bayesian model
for the real time prediction of the day of ovulation was developed. This
model, based on the woman’s prior ovulation history, her minimum and
maximum basal body temperature (BBT) during the cycle, and her current
BBT, provides the probability distribution that today is the ovulation day.
This real time assessment is preferable to other models that, while pro-
viding ovulation assessments, must have the complete cycle to make their
retrospective assessment. Designed to be used by both physicians and pa-
tients, this computing tool is easily programmed onto a PDA or website.
Examples are provided.

Bayesian Multiple Outcomes Models: Benefits and
Challenges
«%* Sally W. Thurston, University of Rochester, Department of Biostatistics

and Computational Bio, 601 Elmwood Ave. Box 630, Rochester, NY 14642,
thurston@bst.rochester.edu; David Ruppert, Cornell University

Key Words: mercury, mixed model, multiple outcomes, random effects

Understanding the relationship between prenatal mercury exposure and
neurodevelopment in children is of great interest to many practitioners.
Typically, analyses rely on separate models fit to each outcome. If the effect
of exposure is very similar across outcomes, separate models lack power
to detect a common exposure effect. Furthermore, the outcomes cluster
into broad domains and domain-specific effects are also of interest. We fit
a Bayesian model which allows the mercury effect to vary across outcomes,
while allowing for shrinkage of these effects within domains, and to a lesser
extent between domains. We will discuss the benefits and challenges of
fitting this model within a Bayesian framework, and present results of the
model applied to multiple outcomes measured in children at 9 years of age
in the Seychelles.

Analyzing Pressure Ulcer Development of 36 Nursing
Homes Using Bayesian Hierarchical Modeling

¥ Jing Zhang, University of Missouri-Columbia, 510 High Street Apt
316, Columbia, MO 65201, jztw7@mizzou.edu; Zhuogiong (Chong) He,
University of Missouri-Columbia

Key Words: Hierarchical, logistic regression, MCMC

Pressure ulcer development is an important measurement in judging the
quality of nursing service, therefore it is an interesting research topic to
find out the effect of nursing homes in the measurements of ulcer develop-
ment rates. A lot of different methods have been used, including traditional
logistic regression, Bayesian Hierarchical modeling and semiparametric
approaches. In this report we use Bayesian Hierarchical Models and ap-
ply MCMC algorithm to predict the performance of 36 nursing homes in
term of pressure ulcer development of the residents in these institutes.
Bayesian approach provides posterior distributions besides estimates and
predictions, therefore we could develop different criteria for detecting the
nursing homes that are providing problematic nursing services. We also
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performed cross validation to evaluate the predictive ability of the Bayesian
Hierarchic model.

Application of Bayesian Analysis in Review of Adverse
Event for Product Quality Issues

8 Harry Yang, MedImmune, Inc., One MedImmune Way, Gaithersburg,
MD 20878, yangh@medimmune.com; Lanju Zhang, MedImmune, Inc.;
Iksung Cho, MedImmune, Inc.

Key Words: Bayesian analysis, Adverse event, Prior, Monte Carlo simulation

A pharmacovigilance system capable of identifying product lots with qual-
ity issues through analyzing post-marketing safety data is very important.
Although some researchers have proposed safety data review procedures
to signal potentially problematic lots, few of the proposals were based on
sound statistical methodologies. We present a Bayesian and frequentist ap-
proaches to detecting out-of-trend AEs. The number of AEs is described
through a mixture model, taking on binomial and Poisson distributions,
with a probability of p and 1 - p, respectively. Assuming parameters p and |
(Poisson mean) have Beta and Gamma priors, respectively, the probability
for the number of AEs of the current lot under evaluation to exceed its
observed value is estimated. This estimate allows us to determine if the
product lot associated with the AEs is of quality concerns. A method based
on MLE is proposed.

Bayesian Analysis of Surveillance Data and
Meteorological Data for Detection of Aerosol Releases of
B. Anthracis Spores

¢ William Hogan, University of Pittsburgh, Suite M-183, Parkvale Bldg,
200 Meyran Avenue, Pittsburgh, PA 15260, wrh@cbmi.pitt.edu; Garrick
Wallstrom, University of Pittsburgh; Gregory F. Cooper, University of
Pittsburgh; Michael Wagner, University of Pittsburgh; Jean-Marc Depinay,
University of Pittsburgh

Key Words: Biosurveillance, Statistical outbreak detection, Atmospheric
dispersion, Anthrax, Emergency department data, Bayesian data analysis

Statistical analysis of data is a key component of biosurveillance. The newer
types of data it monitors, such as emergency-department (ED) visits, have
variable baseline activity and extracting the signal of an outbreak from
this noise is difficult. We present the Bayesian Aerosol Release Detector
(BARD), an algorithm to detect large, outdoor aerosol releases of B. anthra-
cis spores as early as possible. BARD estimates the posterior probability of a
release—and a posterior distribution over the release location, quantity, and
time—from ED visit and meteorological data. It comprises a Bayesian model
of inhalational anthrax and background disease and a deterministic atmo-
spheric dispersion equation. In an evaluation, BARD detected simulated
releases in a timely, sensitive, and specific manner. Its performance was
much less sensitive to varying model parameters than to outbreak size.

Hierarchical Bayesian Markov Switching Models

with Application to Predicting Spawning Success of
Shovelnose Sturgeon

+* Ginger Davis, University of Virginia, 151 Engineers Way, PO Box
400747, Charlottesville, VA 22904-4747, gingerdavis@virginia.edu; Scott

Holan, University of Missouri-Columbia; Mark Wildhaber, U.S. Geological
Survey

Key Words: hierarchical, Markov-switching, longitudinal, GARCH,
Bayesian, eigenvalue

Spawning in sturgeon is linked to environmental patterns, rhythms, and
cues. Due to the endangerment of sturgeon, efforts need to be made to in-
crease recruitment. Little information is available on the biology and ecol-
ogy of sturgeon to guide these efforts. It is not known where, when and un-
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der what conditions these species spawn in the Missouri River, and to what
degree spawning is successful. Using measurements of biological variables
associated with readiness to spawn as well as longitudinal behavioral data
collected using telemetry and data storage device sensors, we introduce a
hierarchical Bayesian model for predicting spawning success. This model
uses an eigenvalue predictor from the transition probability matrix in a
two-state Markov switching model with GARCH dynamics as a generated
regressor in a linear regression model.

ﬂ ﬂ @ Nonparametric Testing

and Model Validation

Section on Nonparametric Statistics
Monday, July 30, 8:30 am-10:20 am

A Generalized Test Statistic for Multinomial Goodness-of-Fit

4 Sunil Mathur, University of Mississippi, Hume 325, University, MS
38677, skmathur@olemiss.edu

Key Words: Generalized, Goodness-of-fit, Asymptotic distribution

Several goodness-of-fit tests are available in literature for testing the good-
ness of fit of discrete multivariate data. We propose a unified analysis of
goodness of fit using a family of statistics. Depending on the choice of
parameters, the generalized test statistics results into some of the known
statistics such as Chi-square, and likelihood ratio generalized test. The pro-
posed test statistic is highly robust against extreme values and does not
assume the distribution of parent population. The asymptotic distribution
of the proposed test statistic, and the p-value function are discussed. The
application of proposed method is shown by using a real-life data.

Model-Checking in Errors-in-Variables Regression

% Weixing Song, Kansas State University, Department of Statistics,
Manbhattan, KS 66502, weixing@ksu.edu

Key Words: Errors-in-Variables Model, Deconvolution Kernel, Minimum
Distance, Lack-of-Fit

This paper discusses a class of minimum distance tests for fitting a para-
metric regression model to a class of regression function in the errors-in-
variables model. These tests are based on certain minimized distances be-
tween a nonparametric regression function estimator and a deconvolution
kernel estimator of the conditional expectation of the parametric model
being fitted. The paper establishes the asymptotic normality of the pro-
posed test statistics under the null hypothesis and that of the correspond-
ing minimum distance estimators. The significant contribution made in
this research is the removal of the common assumption in the literature
that the density function of the design variable is known. A simulation
study shows that the testing procedures are quite satisfactory in the pres-
ervation of the finite sample level and in terms of a power comparison.

A Lack-of-Fit Test for Partially Linear Models

<® Chin-Shang Li, St. Jude Children’s Research Hospital, Department of
Biostatistics, 332 N Lauderdale St, Memphis, TN 38105, chinshang.li@
stjude.org

Key Words: B-splines, Wald-type test

The nonparametric component of a partially linear model is parameterized
by a linear combination of fixed knot cubic B-splines. The estimators of the
model parameters are estimated by minimizing the penalized least-squares
criterion. A Wald-type test based on the proposed estimation method is
proposed for assessing the linearity of the nonparametric component. The
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finite-sample property of the proposed test is illustrated, and the power
performance of the test is studied through simulations.

Robust and Powerful Two-Sample Semiparametric Tests

» Zhong Guan, Indiana University South Bend, Dept of Mathematical
Sciences, South Bend, IN 46634, zguan@iusb.edu; Hongyu Zhao, Yale
University

Key Words: Empirical likelihood, Two-sample test, Semiparametric test,
Behrens-Fisher problem, Bootstrap, Power

A semiparametric model is constructed for testing the equality of param-
eters of two populations, such as means or medians. The semiparametric
likelihood ratio based tests are studied and compared with some paramet-
ric and nonparametric ones. The numerical comparison shows that the
semiparametric approach is more robust than the parametric tests and
more powerful than the nonparametric tests in the sense that it has simi-
lar powers to some optimum parametric tests for some distributions, it is
more powerful than two-sample $t$ and Wilcoxon tests when the param-
eters are not location parameters. The validity of the bootstrap procedure
for estimating $p$-values is also proved.

A Modified Mood’s Rank Test for Comparing Two
Crossing Distributions

% Michael P. Anderson, Kansas State University, 2103 Prairie Field,
Manbhattan, KS 66502, mpa@ksu.edu

Key Words: quantile-preserving spread, two-sample test, two crossing
distributions, linear rank test statistic

This paper proposes a modification to the traditional nonparametric
Mood’s test to carry out hypothesis tests for “quantile-preserving spreads”
defined in Mendleson (1988). The test makes use of a procedure for esti-
mating the crossing point of two distributions developed in a master’s re-
port by Zong (2004). Critical values for the proposed test are tabulated us-
ing Monte Carlo simulation. A simulation study is carried out to compare
the proposed test with the classical rank tests developed by Mood, Ansari-
Bradley, Seigel-Tukey, and Mendelson as well as a test proposed by Zong
(2004). The use of the test is demonstrated using guinea pig data given in
Doksum (1974).

Goodness-of-Fit Tests for Multinomial Logistic
Regression

#* David Hosmer, University of Massachusetts Amherst, 128 Worcester
Road, Stowe, VT 05672, hosmer@schoolph.umass.edu; Morten W.
Fagerland, Ullevél University Hospital; Anna M. Bofin, Norwegian
University of Science and Technology

Key Words: regression models, generalized linear models, fit tests,
simulations

We examine goodness-of-fit tests for multinomial logistic regression. One
is based on a g by outcomes contingency table. The test statistic (Cg ) is ob-
tained by calculating the usual Pearson chi-square statistic from this table.
Simulations compare the properties of Cg to the Pearson chi-square test
(X2) and its normalized test (z). The null distribution of Cg is approximated
by the chi-square distribution with (g -2) ¢ (c-1) degrees of freedom. X2 is
compared to a chi-square with n ¢ (c - 1) degrees of freedom, but shows
erratic behavior. z adheres reasonably well to the standard normal distri-
bution. Power simulations show that Cg and z have low power for a sample
size of 100 observations, but satisfactory power for a sample size of 400.
The tests are illustrated using data from a study of cytological criteria for
the diagnosis of breast tumors.

@ Applied Session

«% Presenter

Model Credibility Indices and Information Criteria

3 Jiawei Liu, Georgia State University, Department of Math and Scieces,
Atlanta, GA 30303, matjxl@langate.gsu.edu; Bruce G. Lindsay, The
Pennsylvania State University

Key Words: model selection, AIC, BIC, bootstrap, normality

A standard goal of model evaluation and selection is to find a model that
approximates the truth well while at the same time is as parsimonious as
possible. In this paper we emphasize the point of view that the models un-
der consideration are almost always false, if viewed realistically. We inves-
tigate this issue in large samples by looking at two types of model credibil-
ity indices, which are designed to serve as one-number summary measures
of model adequacy. We define these indices to be the maximum sample
size at which samples from the model and those from the true data gener-
ating mechanism are nearly indistinguishable. We show that these defini-
tions lead us to some new ways of viewing models as flawed but useful. We
will again construct sample-size-index measures that assess the quality of
models at different sample sizes, but in a model comparison setting.

ﬂ ﬂ ﬂ Symbolic, Time Series,

and Image Analysis |

Section on Statistical Computing, Section on Statistical Graphics,
IMS
Monday, July 30, 8:30 am-10:20 am

Exact Properties of a New Test and Other Tests

3 Jie Peng, University of Louisiana at Lafayette, 326 A Cleveland Street,
Lafayette, LA 70501, jxp5159@ull.edu; Kalimuthu Krishnamoorthy,
University of Louisiana at Lafayette

Key Words: Conditional exact test, Mid-p value, Powers, Parametric
bootstrap, size

The problem of testing equality of several binomial proportions is consid-
ered. An AU-test is proposed by extending a result for the two-sample case.
Exact binomial distributions are used to evaluate Type I error rates of the
usual chi-square test, an exact conditional test, a conditional test based on
mid p-values and the AU-test are evaluated numerically. The AU test and
the conditional test based on mid p-values control the Type I error rates
well even for small samples whereas the exact conditional test is too con-
servative. The powers of the chi-square test, conditional test based on mid-
p values, and the AU test are evaluated and compared. Power comparison
shows that all three tests exhibit similar power properties when their sizes
are within the nominal level. The AU-test practically behaves like an exact
test even for small samples, and can be safely used for applications.

On a Moment-Based Test for Normality

¢ Yihao Deng, Indiana University Purdue University Fort Wayne, Dept
of Mathematical Sciences, 2101 E. Coliseum Blvd., Fort Wayne, IN 46835,
dengy@ipfw.edu; Chand Chauhan, Indiana University Purdue University
Fort Wayne

Key Words: Test, Normality, Moment

Normality is one of the important assumptions in many statistical analysis.
Tests for normality including skewness test, kurtosis test have been exten-
sively studied from different aspects. In this talk, we propose an alternative
test based on several moments. Since moment generating function unique-
ly determines a distribution, the developed test has some desired features
such as simple computation, ease of understanding and reasonable power.
Some simulation and numerical results are also presented.
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Testing of Hypothesis of a Structured Mean Vector for
Multilevel Multivariate Data with Structured Correlations
on Repeated Measurements

*Key Words: autoregressive correlation structure, compound symme-
try correlation structure, equicorrelated (partitioned) variance covariance
matrix, maximum likelihood estimates, multi-level multivariate data, mul-
tivariate equicorrelation

We study the testing of hypothesis of a structured mean vector against an
unstructured mean vector for multilevel multivariate data, where more
than one response variable is measured on each experimental unit on more
than one site at several time points under the assumption of multivariate
normality. We provide the maximum likelihood estimates of the unknown
population parameters for both autoregressive of order one and compound
symmetry correlation structures on the repeated measures over time. We
also provide the computation algorithms for calculating the test statistics.
The proposed test is illustrated with four real datasets.

Resampling-Based Multiple Testing Procedure

#* Nasrine Bendjilali, Lehigh University, 23626 Magic Mountain PKWY,
Apt 516, Valencia, CA 91355, nab4@lehigh.edu; Wei-Min Huang, Lehigh
University

Key Words: false discovery rate, p-value, multiple hypotheses testing

This article introduces a method for multiple hypotheses testing which is
based on the jump size between the potential “smallest null” p-value and
the potential “largest alternative” p-value with the structure of resampling
methods. The size of the jump is used to determine the stopping rule of the
procedure and the resampling incorporates the covariance structure of the
data without the need for any distributional assumptions. The proposed
procedure seems to have fairly good control of FDR (the false discovery
rate). Preliminary study also shows promising gain in power.

On an Efficient Algorithm for Boundary Detection

% Tsung-Lin Cheng, National Changhua University of Education,
Department of Math, Changhua, 500 Taiwan, ticheng@cc.ncue.edu.tw

Key Words: change curve, random field

We propose a novel and efficient algorithm to detect the change-curve
which separates a random field into two parts with distinct distributions.
This algorithm, compared with the traditional cumulative-sums (CUSUM)
estimations in the one-dimensional case (cf. Cheng 2006), not only sim-
plifies the proofs of the consistency of the estimators of the change-point
but also dramatically reduces the computation time without sacrificing
too much precision. We extend this method to the random fields under
mild conditions. To illustrate the algorithm, we perform some Monte Carlo
simulations for different models and different changes.

A Geometric Feasible Direction Algorithm for Large-Scale
Optimization with 11 Norm Constraint

3 Jian Zhang, Purdue University, 250 N. University St., West Lafayette, IN
47907, jianzhan@stat.purdue.edu

Key Words: lasso, constrained optimization, feasible direction, variable
selection

Recently, a lot of interests in machine learning and statistics have been giv-
en to learning methods which can lead to sparse solutions. Among those
learning methods, many can be formulated as an optimization problem
with 11 norm constraint. We propose a feasible direction algorithm which
utilizes the geometric structure of the feasible region and is computation-
ally efficient. We present sufficient and necessary conditions for optimal-
ity, as well as its convergence properties. Numerical experiments are con-
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ducted to show that, compared to several other methods, it is very efficient,
robust and accurate.

Impact of Censoring on Inference for the Regression
Coefficient in a Bivariate Normal Model

¢ Richard Linder, Ohio Wesleyan University, Delaware, OH 43015,
rslinder@owu.edu

Key Words: Censoring, Correlation, Order Statistics, Concomitants of
Order Statistics, Bivariate Normal Model, Regression

Suppose a random sample of bivariate normal data is subjected to Type II
censoring on one of the variates, so that only a set of order statistics and
their concomitants are observed. Inference about the correlation param-
eter and the regression coefficient is described here in this context. First,
properties of the maximum likelihood estimator of the regression coeffi-
cient are described and compared with those of a range-based estimator
from the literature. Two simple methods for approximating power of the
test for independence in this model are proposed. Finally, based on these,
a method is illustrated for determining sample sizes necessary to test for
independence at specified power.

ﬂ ﬂ 2 Spatial Methodology

Section on Statistics and the Environment
Monday, July 30, 8:30 am-10:20 am

On the Number of Clusters in a Dataset

#* Ahmed Albatineh, Nova Southeastern University, Division of MST,
3301 College Avenue, Fort Lauderdale, FL 33314, albatine@nsu.nova.edu

Key Words: Similarity index, Clustering algorithm, Circular data, Bivari-
ate normal mixture, von Mises distribution, Correction for chance agree-
ment

This paper develops a method for determining the number of clusters in
a data set by studying the behavior of the corrected similarity indices be-
tween two clustering methods. The proposed method is applied to a simu-
lated bivariate normal data and further extended for use in circular data.
Its performance is compared to some criteria in SAS software. Overall, the
proposed method was found to perform very well. The effect of cluster size,
number of clusters, dimensionality, and covariance structure have been in-
vestigated. The method is not based on any distributional or data assump-
tion which makes it widely applicable. The results using real data example
is given.

Assessing Statistical Spatial Performance:

An Application in Archaeology

% Yuemei Wang, Emory University, Rollins School of Public Health, 1518
Clifton Road NE, Atlanta, GA 30322, ywang27@sph.emory.edu; Lance
Waller, Emory University; Zev Ross, ZevRoss Spatial Analysis

Key Words: statistical spatial performance, Generalized Additive Models,
receiver operating characteristic (ROC) curve

We investigate the problem of cluster detection when adjusting for covari-
ates using Generalized Additive Models (GAM). GAMs are extensions of
generalized linear models replacing some or all parametric terms with
smooth functions. In addition, GAMs provide spatial smoothing for 2-di-
mensional data by using thin-plate spline regression. We apply GAMs to
data from the Black Mesa archaeological project to identify clusters of early
versus late Anasazi settlement sites while adjusting for exposure to rivers
around those sites. We also evaluate the statistical power of the approach
as a function of space. We generate the receiver operating characteristic
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(ROC) curve associated with classifications of locations based on Monte
Carlo simulations and compare the GAM results with results based on ker-
nel density estimation of the early-to-late relative risk surface and SaTscan
cluster statistics.

Mining Semantic Co-Location Patterns with Clustering
Techniques

% Bin Zhang, IBM China Research Laboratory, Building 19
Zhongguancun Software Park, Beijing, 100094 China, zbin@cn.ibm.com;
Wen Jun Yin, IBM China Research Laboratory; Jin Dong, IBM China
Research Laboratory; Ming Xie, IBM China Research Laboratory

Key Words: co-location mining, semantic co-location mining, spatial
mining

Spatial co-location mining technologies are usually leveraged in broad ap-
plications to find subsets of spatial features frequently located together in
spatial proximity, e.g. the frontage roads and highways in metropolitan road
maps, and co-located services frequently requested together from mobile de-
vices in location-based services. Traditional co-location mining approaches
mainly focus on spatial attributes but consider less the internal attributes of
objects. In this paper, we define a semantic-based interestingness measure
to take into account internal attributes and extend the pure spatial co-loca-
tion pattern to semantic co-location pattern. A clustering-based co-loca-
tion pattern mining approach is also developed to discover those semantic
co-location patterns. In the experiment, a real-world case study shows the
proposed approach can effectively find semantic co-locations.

Spatial Modeling for Large Multivariate Environmental
Data: Advancing Methods and Applications
3 Sudipto Banerjee, The University of Minnesota, 420 Delaware Street SE,

A460 Mayo Bldg MMC303, Minneapolis, MN 55455, sudiptob@biostat.
umn.edu; Andrew Finley, The University of Minnesota

Key Words: Bayesian modelling, Markov Chain Monte Carlo, Multivari-
ate Processes, Spatial Predictions

Hierarchical spatial process models implemented through Markov Chain
Monte Carlo (MCMC) for understanding scientific relationships, though
flexible and versatile, involve expensive matrix decompositions rendering
them infeasible for large spatial datasets. This computational burden is ex-
acerbated in multivariate settings with several spatially dependent response
variables. Here we propose to use a predictive process to model multivari-
ate spatial data that projects process realizations to a lower-dimensional
subspace thereby reducing the computational burden. The resulting pre-
dictive process models enjoy attractive theoretical properties along with
greater modeling flexibility. We show how the predictive process adapts to
multivariate nonstationary processes, with richer association structures. A
computationally feasible template that encompasses these diverse settings
will be presented.

A Multivariate Semiparametric Bayesian Spatial
Modeling Framework for Hurricane Surface Wind Fields
+% Brian Reich, North Carolina State University, 2501 Founders Drive,

209H Patterson Hall, Raleigh, NC 27695-8203, reich@stat.ncsu.edu;
Montserrat Fuentes, North Carolina State University

Key Words: Bayesian, nonparametric, multivariate, spatial, wind field,
hurricane

Numerical ocean models are essential for creating storm surge forecasts
for coastal areas. These models are driven primarily by the surface wind
forcings. A new nonparametric multivariate spatial modeling framework is
introduced combining data with physical knowledge about the wind fields
to improve the estimation of the wind vectors. Our model builds on the
stick-breaking prior, which is frequently used in Bayesian modeling to cap-
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ture uncertainty in the parametric form of an outcome. The stick-breaking
prior is extended to the spatial setting by assigning each location a differ-
ent, unknown distribution, and smoothing the distributions in space with
a series of kernel functions. This semiparametric spatial model is shown to
improve prediction compared to usual Bayesian kriging methods for the
wind field of Hurricane Ivan.

Maximum Likelihood for Spatially Correlated Discrete
Data

¢ Lisa Madsen, Oregon State University, Department of Statistics, 44
Kidder Hall, Corvallis, OR 97331, madsenl@onid.orst.edu

Key Words: spatial statistics, discrete data, copula

Techniques for estimating relationships between a spatially indexed re-
sponse and a set of covariates are well-known when the response can be
assumed Gaussian. For a discrete response, some authors have adapted Li-
ang and Zeger’s (1986) generalized estimating equations approach. These
models typically employ a spatially correlated latent variable. Latent vari-
able models place artificially low limits on correlations, which can lead to
underestimating standard errors. I propose a copula-based maximum like-
lihood approach for spatially correlated discrete data. This approach allows
modeling of correlations up to the theoretical limit, and, given appropriate
regularity conditions, enjoys all the nice properties of maximum likeli-
hood. The proposed method can be applied to any correlated non-Gaussian
data including time series, space-time problems, and longitudinal data.

Edge Correction for Exact Tests on Nearest-Neighbor
Contingency Tables for Testing Spatial Segregation

#* Elvan Ceyhan, Koc University, Department of Mathematics,
Rumelifeneri Yolu Sariyer, Istanbul, 34450 Turkey, elceyhan@ku.edu.tr

Key Words: Association, complete spatial randomness, edge effects, exact
inference, buffer zone correction, toroidal correction

Nearest neighbor contingency tables (NNCTs) are used in testing spatial
patterns of segregation or association in various fields. For general contin-
gency tables, exact tests are conservative in testing independence, but we
have shown that the most conservative versions of the exact tests are ap-
propriate for NNCTs for small samples (i.e., total number of points < 100).
The null patterns are either complete spatial randomness (CSR) or random
labeling (RL). The CSR model assumes that the study region is unbounded
for the analyzed pattern, which is not the case in practice. In this article,
we discuss the edge (or boundary) effects on various exact tests for NNCTs
under the CSR case. We demonstrate that buffer zone edge correction can
severely affect the results of these tests, while the toroidal correction has
a mild effect on them. The right-sided exact test is robust to the edge ef-
fects.

ﬂ ﬂ @ Methods for and Analyses

of Disease Surveillance Data ®

Section on Statistics in Epidemiology, Section on Health Policy
Statistics
Monday, July 30, 8:30 am-10:20 am

Power Study of a Semiparametric Cluster Detection

Method

4 Shihua Wen, University of Maryland, Mathematics Building, College
Park, MD 20742, wen@math.umd.edu; Benjamin Kedem, University of
Maryland
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Key Words: semi-parametric density ratio model, false discovery rate, q-
value, cluster detection, scan statistics, Combined data

A semi-parametric density ratio method which borrows strength from
two or more samples can be applied to moving windows of variable size in
cluster detection. The method requires neither the prior knowledge of the
underlying distribution nor the number of cases before scanning. In this
paper, the semi-parametric cluster detection procedure combined with
controlling of the false discovery rate (FDR) for multiple testing is studied.
It is shown by simulations that for binary data, using Kulldorff’s Northeast-
ern benchmark data, the semi-parametric method and Kulldorff’s method
performs similarly. When the data are not binary, the semi-parametric
methodology still works in many cases, but Kulldorft’s method requires to
choose the correct scan statistic in order to achieve power comparable to
that achieved by the semi-parametric method.

The Relationship Between the Recurrence Interval and
Time-to-Signal Properties of Surveillance Schemes

#* Shannon Fraker, Virginia Polytechnic Institute and State University,
362 Old Cedarfield Drive, Blacksburg, VA 24060, sfraker@vt.edu; William
H. Woodall, Virginia Polytechnic Institute and State University; Shabnam
Mousavi, The Pennsylvania State University

Key Words: Average time-to-signal, Average time-between-signals, Aver-
age signaling event length, Control charts, Recurrence Interval, Scan sta-
tistics

The recurrence interval is defined to be the number of time periods for
which the expected number of false alarms in a monitoring process is one.
It is typically used in public health surveillance as compared to time-to-
signal measures which are used in industrial statistical process control. We
compare the recurrence interval and measures based on the time-to-signal
properties for the temporal monitoring case using scan statistics, several
control charts and Markov dependent signaling processes. The in-control
average time-between-signals and the in-control average signaling event
length are introduced as performance measures that are useful when a
monitoring process is not reset to its initial state after a signal. We show
that the recurrence interval is limited in its applicability and often fails to
summarize important information about the performance of the monitor-
ing process.

Using Administrative Data To Improve Sample Design and
Estimation: Assaults Requiring Emergency Department
Visits in New York City

+*¢*Kevin Konty, New York City Department of Health and Mental Hygiene,
133 concord Street, 3a, Brooklyn, NY 11201, konty@yahoo.com; Catherine
Stayton, New York City Department of Health and Mental Hygiene;
Jingsong Lu, New York City Department of Health and Mental Hygiene

Key Words: Survey design, Disease Surveillance, Administrative Data,
Syndromic Surveillance, Data quality

The NYC Department of Health’s Injury Surveillance System (ISS) reviews
hospital emergency department (ED) visits to estimate two quantities: the
number of assaults requiring emergency room visits, and the proportion
of those assaults perpetrated by a relative or partner of the victim. These
estimates are used to monitor trends and evaluate and target public health
initiatives. Currently, ISS reviews all ED visits for 4 weeks per year at 22
hospitals. Multipliers are used to estimate yearly assaults and the relation-
ship of perpetrator to victim is determined by analyzing the assault data
as a simple random sample. This paper describes an effort to recast the
system into a probability sampling framework. We develop a novel use of
syndromic surveillance ED data to improve estimation, including estab-
lishing measures of size, quantifying clustering effects, and correcting for
poor coverage.
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Peak-Detection in Online Influenza Monitoring

4 Eva Andersson, Goteborg University, PO box 660, Statistical Research
Unit, Goteborg, SE40530 Sweden, eva.andersson@statistics.gu.se;
Marianne Frisén, Goteborg University; David Bock, Astra Zeneca

Key Words: surveillance, on-line detection, influenza, likelihood ratio,
peak detection

A non-parametric likelihood-ratio method (SRnpPeak) for peak detection
isapplied to Swedish influenza data. These data vary alot between the years,
with regard to the peak time, the peak height and the shape of the peak. The
SRnpPeak method is derived from the optimality results of Shiryaev (1963).
The method is non-parametric with regard to the shape of the peak, us-
ing previous results on ordered restricted regression. The behavior of the
method is evaluated, both regarding the ability to detect peaks with dif-
ferent shapes, but also the effect of a larger variance than the one specified
in the method. The results show that an influenza season with a low peak
takes longer to detect (the delay of the alarm is longer). If the variance of the
observed process is larger than the specified variance, the delay of an alarm
is shorter, but the predictive value of an alarm is also lower.

Variability of Serfling’s Estimator for Excess Mortality

% Al Ozonoff, Boston University, 715 Albany Street T4E, Boston, MA
02118, aozonoff@bu.edu; Xiaopeng Miao, Boston College

Key Words: Influenza, Surveillance, Serfling’s method, Excess mortality,
Confidence interval

When considering influenza surveillance data, a primary measure of epi-
demic severity at the population level is excess mortality. Serfling’s method to
estimate excess mortality of influenza is a two-step process: (1) establish sea-
sonal baseline by fitting a periodic regression model to a time series of recent
mortality data; and (2) for future observations, calculate aggregated positive
deviation above predicted baseline. Although excess mortality is a primary
outcome in many epidemiological studies of influenza data, the variability
of its estimator has rarely been studied, discussed, or accounted for analyti-
cally. We use simulations to quantify the variability of Serfling’s estimator,
and compare our results to theoretically derived values. We then apply these
methods to historical influenza mortality data from the United States.

A Robhust Regression Model for Estimating Influenza-
Associated Deaths in 122 Cities’ Mortality Data

o Po-Yung Cheng, Centers for Disease Control and Prevention, 1600
Clifton Road MS A32, Atlanta, GA 30333, pcheng@cdc.gov; William W.
Thompson, Centers for Disease Control and Prevention; David K. Shay,
Centers for Disease Control and Prevention

Key Words: robust regression, influenza, death

CDC uses a robust regression model (Andrews) to forecast the baseline for
the percentage of all deaths attributed to pneumonia and influenza (P&I)
deaths using the 122 Cities Mortality Reporting System. Influenza-associ-
ated death estimates were obtained using the Andrews weight function,
a Serfling linear regression model and two other weight functions (Bi-
square and Huber). For the Andrews model, an annual average of 1,383
(95% CI: 947 - 1,804) P&I deaths were associated with influenza. Using the
percentage of the standard error over the parameter estimates, the results
indicated that the Andrews model was the best fitting model. Using these
results to project national estimates, the Andrews model estimated an an-
nual average of 4,534 (95% CI: 3,101 - 5,922) P&I deaths associated with
influenza. The robust regression model provides a timely estimate of deaths
associated with influenza.
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Evaluation of Multiple Imputation in a Vaccine
Immunogenicity Trial

##Elizabeth Zell, Centers for Disease Control and Prevention, 3166
Bolero Dr, Atlanta, GA 30341, ezell@cdc.gov; Michela Baccini, University
of Florence; Constantine E. Frangakis, Johns Hopkins University; Fan Li,
Harvard Medical School; Fabrizia Mealli, University of Florence; Brian D.
Plikaytis, Centers for Disease Control and Prevention; Charles E. Rose,
Centers for Disease Control and Prevention; Donald B. Rubin, Harvard
University

Key Words: Missing Data, Clinical Trials, Multiple Imputation

In randomized vaccine trials that require repeated visits, it is inevitable
that some people will miss some visits. Data should be collected despite
these protocol violations, but it is difficult to obtain immunogenicity data
(antibody levels) or reactogenicity data (side effects) for missed visits.
Some sort of imputation is required if ITT analyses are to be done using
all randomized subjects. Thus it is desirable to impute the missing data.
Multiple imputation has been shown to be valid under a broad range of
circumstances. CDC’s current Anthrax Vaccine Trial presents challenges
because of the large number of measurements per person (~2000) and the
limited number of subjects in each treatment arm (~200). Here we pres-
ent preliminary results from a large-scale evaluation of the validity of the
multiple imputations in this trial, which were created using a new state of
the art procedure.

ﬂ ﬂ é]:lf' Advances in Latent Class

and Multivariate Modeling of Survey
Data @ &

Section on Survey Research Methods, Section on Statistics and
Marketing
Monday, July 30, 8:30 am-10:20 am

Structural Equation Models for Item Parceling

+¢ Joseph Olsen, Brigham Young University, 578E 4380 N, Provo, UT
84604, joseph_olsen@byu.edu

Key Words: structural equation modeling, latent variables, item parcel-
ing, subscales, testlets

Questionnaires and tests often use many items to measure a given domain
or trait. In these cases, simpler structural equation models can be developed
by using parcel scores (sums or means of item subsets-subscales, testlets, or
item bundles) instead of the original items as the observed indicators of the
latent variables. This paper uses hierarchical factor models and confirma-
tory component models to outline procedures for jointly modeling parcels
and their items. Using real data examples, we demonstrate the specification
of item-level models which produce the same fit, estimates, and standard
errors as corresponding parcel-level models. We also describe methods for
testing how well the observed associations between items in different par-
cels can be explained by the correlation between their parcel means.

Using Factor Analysis and Cronbach’s Alpha To Ascertain
Relationships Between Questions of a Dietary Behavior
Questionnaire

¢ Eric Grau, Mathematica Policy Research, Inc., 600 Alexander Park,

Princeton, NJ 08543, egrau@mathematica-mpr.com

Key Words: nutrition, dietary behavior, factor analysis, cronbach’s alpha
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Obesity and other dietary problems make it necessary to have a better un-
derstanding of dietary behavior and more effective nutrition education.
A dietary behavior questionnaire was developed to measure outcomes of
nutrition education as part of an effort to develop a standardized, flexible
data collection tool. This questionnaire, which was separated into mod-
ules according to food groups, was field tested by Mathematica for internal
consistency of responses to survey questions and the performance char-
acteristics of individual and sets of questions. The field test data analysis
identified questions that performed well and should be retained and some
that performed poorly and should be either dropped or need further study.
In this paper, we discuss the use of factor analysis and Cronbach’s alpha to
decipher the internal consistency of and relationships between questions
within modules.

Randomization-Based Inference Abhout Latent Variables
in Classical Test Theory for a Clustered Sample

+ Tiandong Li, Westat, 1650 Research Blvd, Rockville, MD 20850,
tiandongli@westat.com; Robert Mislevy, University of Maryland

Key Words: Multiple imputation, NAEP, Complex sample design, Latent
constructs

Mislevy has applied “multiple imputation” techniques to Large Scale As-
sessment, such as NAEP, to make inference to latent constructs, which
cannot be observed directly. However, in these applications, the influence
of the complex sample design on the resulting inference has not been fully
considered and a fixed effect model defining priors based on design and
demographic variables was used in some applications. In this study, a ran-
dom effect model is derived from Classical Test Theory. We focus on the
estimates of variance components of a latent construct under a clustered
sample design. Variation within PSUs is modeled as random effects in in-
ferences. This approach is illustrated with a simulation study.

Hierarchical Linear Modeling for Complex Survey Data
with Unequal Probability of Selection Using HLM 6

¢ Frank Jenkins, Westat, 1650 Research Blvd, Rockville, MD 20850,
frankjenkins@westat.com; Hyunshik Lee, Westat; Pam Broene, Westat

Key Words: Multilevel modeling, HLM 6.0, Growth curve analysis, Simu-
lation study

Many educational studies concern children’s growth over multiwaves of
data collected via a multistage survey design. To predict growth 2- or 3-
level hierarchical linear models (HLMs) can be devised employing the
HLM 6 program. While standard theory asserts that all (e.g. 4) levels of
the survey must be included for unbiased estimation, only 2 or 3 levels can
actually be used in HLM 6. This study will build on previous research to
determine bias and precision of regression and variance estimates when
only part of the survey design is included in the HLM analysis. The analysis
of simulated data will be more realistic than that used in previous research
incorporating the following factors: Sampling weights with varying infor-
mativeness and efficiency, 3 to 5 waves of data, a range of group and strata
sizes. Robust SEs using all stages of the survey will be compared to those
from HLM 6.

A Methodology to Fit Hierarchical Logistic Models for
Data from Complex Sampling Designs

% Prabhu Bhagavatheeswaran, Bristol-Myers Squibb Company, 6123
Town Walk Ave, Hamden, CT 06518, pbhagava@smu.edu; lan Harris,
Southern Methodist University

Key Words: Hierarchical, Logistic, Method of moments, variance com-
ponents
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There is an increasing interest in making inferences about the relationships
among the variables investigated in a survey, as opposed to simply describ-
ing the phenomenon. Hierarchical structure of data gathering, clustering,
stratification and unequal selection probabilities are taken into consider-
ation while using linear models to make inferences on model parameters.
When the response variable is binary, hierarchical logistic models are more
appropriate. A modified estimation procedure based on method of mo-
ments, that is computationally less intensive , is proposed here for estimat-
ing variance components in a hierarchical logistic models .Performance of
this new estimator is compared with popular estimation procedures like
PQL, L-6 and GH-20. The estimator is adjusted to incorporate sampling
weights that arise in modeling survey data.

Post-Stratification with Optimized Effective Base: Linear
and Nonlinear Ridge Regression Approach

** Stan Lipovetsky, GfK Custom Research North America, 8401 Golden
Valley Rd, Minneapolis, MN 55427, stan.lipovetsky@gfk.com

Key Words: Sample balance, post-stratification, ridge regression, nonlin-
ear optimization

Post-stratification, or sample balancing, or raking, is widely utilized in
survey research to weighting a sample data for a better correspondence
to Census or other known population quotas. Cross-tables of counts are
mostly used in the Deming-Stephan iterative proportional fitting to find
the weights for adjusting data to known margins. A bi-criteria objective for
finding weights with minimum variance yields a solution with maximum
effective sample size. This model can be expressed as a ridge regression,
which is applied to the original data, without its collapsing to cross-tables.
Linear and nonlinear parameterization models are studied. The explicit re-
gression solution allows to study the weighting analytically, that helps to
interpret and improve the sample balance results.

Robustness of Latent Class Measurement Error Models

4 Brian Meekins, Bureau of Labor Statistics, 2 Massachusetts Ave, NE,
Washington, DC 20212, meekins.brian@bls.gov; Daniell Toth, Bureau of
Labor Statistics

Key Words: Markov latent class analysis, simulation, measurement error
model

The technique of latent class analysis relies on a number of model assump-
tions which might be violated by the underlying process being investigated.
This study is to determine the reliability of the analysis done on four stage
Markov Latent Class models containing the classification of individuals in
one of two indicator categories. The estimation is done using the EM algo-
rithm on simulated data under specified model assumptions where those
assumptions are violated to varying degrees.

ﬂ ﬂ 5 Nonresponse and

Attrition Bias in Survey Data @

Section on Survey Research Methods
Monday, July 30, 8:30 am-10:20 am

An Analysis of Nonresponse Bias Resulting from
Nonresolution of Telephone Numbers, Eligibility Screener
Nonresponse, and Interview Nonresponse for the National
Immunization Survey

% Benjamin Skalland, NORC at the University of Chicago, 55 East
Monroe Street, Suite 4800, Chicago, IL 60603, skalland-benjamin@norc.
org; Robert Montgomery, NORC at the University of Chicago; Phillip
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Smith, Centers for Disease Control and Prevention
Key Words: Unit Non-Response, National Immunization Survey

The National Immunization Survey is a nationwide, list-assisted RDD sur-
vey conducted by NORC on behalf of the Centers of Disease Control and
Prevention. It consists of two phases: a telephone component that seeks
to identify households with children aged 19 to 35 months, collect so-
cio-demographic information, and obtain consent to contact the immu-
nization providers for those children; and a provider component wherein
questionnaires are mailed to each child’s providers seeking immunization
data about the child, which are used to estimate vaccination coverage rates.
To contribute to the estimates, then, a case must pass through five stages:
determination of residential status, eligibility screening, the household in-
terview, consent to contact providers, and provider response. This paper
explores the effect of non-response at the first three stages on estimates of
vaccination coverage.

Assessing the Effect of Government Frame Refinement
on Collecting Establishment Data for the National
Compensation Survey

% Glenn Springer, Bureau of Labor Statistics, 2 Mass Ave NE, Rm 3160,
Washington, DC 20212, springer_g@bls.gov

Key Words: sampling frame, nonresponse error, establishment survey

Nonresponse error is a common but undesirable feature of a survey. Sur-
vey practitioners use various techniques to reduce non-response error. In
the National Compensation Survey (NCS), the state and local government
frame is developed using administrative files maintained by the states
for unemployment insurance (UI). In this paper, we explore the extent to
which a frame refinement process, used to reconfigure Ul reporting units
so that they conform to how payroll records are kept in an establishment,
improved the ability to collect data for the establishment as sampled, there-
by improving response as well as reducing respondent burden and the need
for post-collection sample-weight adjustment. An overview of the refine-
ment process, the system tool developed for refinement, and several ap-
proaches to measuring the impact of frame refinement on non-response
will be explored.

A Comparison of Level of Effort and Benchmarking
Approaches for Nonresponse Bias Analysis of an RDD
Survey

¢ Daifeng Han, Westat, 1650 Research Blvd, Rockville, MD 20850,
daifenghan@westat.com; David Cantor, Westat

Key Words: response rate, refusal conversion, nonresponse adjustment

One method for studying nonresponse bias is to analyze estimates by level
of effort needed to complete an interview. Level of effort (LOE) is typically
measured using the number of times needed to contact a respondent and/
or whether the respondent had initially refused to do the interview. LOE
analyses are dependent on the assumption that nonrespondents are similar
to those who respond with more effort. A second method to assess non-
response bias is to compare estimates to an external benchmark. In this
paper we compare the results of a nonresponse bias analysis for an RDD
survey using a LOE approach to one that compares estimates to an external
benchmark of a survey with a higher response rate. Important differences
are found in the results between the two approaches. One conclusion is
that the assumptions behind the level of effort model may not be correct
for this survey.
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The Impact of Refusal Conversion on Survey Response
and Error

#* Martin Barron, NORC at the University of Chicago, NORC, 55 E
Monroe Ste 1840, Chicago, IL 60603, barron-martin@norc.org; Karen
Wooten, Centers for Disease Control and Prevention

Key Words: National Immunization Survey, Refusal Conversion, Survey
Response Rates, Survey Error

Refusals are an unfortunate but inevitable part of survey research. Refusals
contribute to survey error, reduce response rates and increase costs. But
how many conversion attempts are appropriate? At what point does the
increased cost and respondent burden outweigh the reduction in survey
error? This paper explores this issue using data from the National Immu-
nization Survey (NIS). The NIS—a nationwide, list-assisted RDD survey
conducted by NORC for the Centers for Disease Control and Preven-
tion—monitors the vaccination rates of children between the ages of 19
and 35 months. Each year, the NIS conducts interviews with approximately
29,000 households across the United States. The NIS allows up to three
verbal refusals and three hang-ups without an explicit verbal refusal. Using
NIS data from 2006, we model the impact of conversion attempts on survey
error, cost, and response rates.

Designing Longitudinal Studies of Mobhile Populations
Such as Military Populations

+* Shelton Jones, RTI International, PO Box 12194, 3040 Cornwallis Rd,
Research Triangle Park, NC 27709, smj@rti.org; Jeniffer Iriondo-Perez,
RTI International; Cynthia Bland, RTI International; Robert Bray, RTI
International; Janice Brown, RTI International; Michael Pemberton, RTI
International

Key Words: longitudinal studies, mobile populations, military popula-
tions, sample design

This discussion summarizes an exhaustive literature review of research
focused on designing sample surveys to accommodate repeated measure-
ments on mobile populations. Attention is given to survey design features
that lead to improvements in survey response rates from the baseline of
data collection through subsequent periods of data collection. Although
the authors restricted their literature review primarily to studies involv-
ing military populations, similar survey methodology may be adapted to
studying other populations as well. In many instances, recommendations
and solutions for improving response rates will be presented to address
these challenges in surveying mobile populations. Our discussion high-
lights design features of many military studies and important design issues
and challenges typically experienced.

The 2006 American Community Survey Content Test:
Addressing Measurement Errors by Pretesting,

a Split-Panel Test and Reinterview

o Wendy Hicks, Westat, 1650 Research Blvd, Rockville-MD 20850,
wendyhicks@westat.com; Thomas Chesnut, U.S. Ce st E reau; Leah

Ericson, Carnegie Mellon University; Alan.Pé v 1 U.  C nsus Bureau;
David Raglin, U.S. Census Bure:

Key Words: question’ =valo, nc t, Hlit unel test, data quality

In March.2C 5+hc LS C aso pureau completed the 2006 American
Comii 'n & rv 7 (. ©S Content Test. This test represents the first test
of new ¢ '« 1. lifi. ! content since the ACS reached full implementation.
The testir.  1aed four stages: identification of questions for testing, content
development and pretesting, a split-panel field test including a reinterview,
and evaluation. This paper follows four individual questions with slightly
different data quality issues (rooms, educational attainment, military status
and health insurance) through these stages. The discussion for each ques-
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tion will focus on the identified error for a question designated for testing,
how pretesting assessed the error, and the question design used to address
the error in the split panel test. Lastly, the paper will discuss how well the
tested versions addressed the errors as measured by reinterview.

ﬂ ﬂ @ Estimating Mortality and

Migration @ &

Social Statistics Section
Monday, July 30, 8:30 am-10:20 am

Scepticism About The Lancet Surveys on Iragi Mortality

+% David Kane, Kane Capital Management, 30 Washington Street,
Newton, MA 02458, david@kanecap.com

Key Words: Iraq, mortality, replication

Roberts et al. (2004) and Burnham et al. (2006) estimate excess mortal-
ity caused by the invasion and occupation of Iraq. Despite intensive media
coverage and extensive discussion among statisticians about the technical
details and merits of these studies, the authors refused to provide the un-
derlying data and computer code that would allow outside researchers to
confirm their results. How, then, can anyone know that those results are
accurate? I argue that the authors should follow the replication standard, as
outlined in King (1995), and provide their data and code, while maintaining
respondent confidentiality. To encourage data sharing in other controver-
sial settings, the American Statistical Association should promulgate the
following Guideline: “The results of published studies which fail to meet
the replication standard should be disregarded.”

Estimating Conflict-Related Mortality in Timor-Leste,
1974-1999: A Comparative Review of Demographic and
Statistical Estimation Methods

#* Romesh Silva, Human Rights Data Analysis Group, 2232 Piedmont Ave,

Berkeley, CA 94708, romesh.s@benetech.org; Patrick Ball, The Benetech
Initiative

Key Words: human rights, mortality, multiple systems estimation

Scientifically-defensible answers about the patterns and overall magnitude
of conflict-related mortality can depoliticize arguments about the past. Yet,
such analysis is often difficult due to limited existing data and the con-
siderable challenges of collecting data in unsettled situations. This paper
draws on a multiple data sources (retrospective survey data, administrative
data and testimony data) and estimates conflict-related mortality in Timor-
Leste between 1974 and 1999. Using these data, we apply survey-based esti-
mates, multiple-systems estimation and indirect demographic estimation.
Estimates of conflict-related mortality are presented along with discussion
about strengths and weaknesses of the different methods. Particular focus
is given to potential bias in mortality estimates derived from retrospective
surveys due to positive correlation between mortality and sibship size.

Life Table Forecasting with the Gompertz Distribution

4 Peter Pflaumer, FH Kempten, Bahnhofstr 61, Kempten, 87435 Germany,
peter.pflaumer@fh-kempten.de

Key Words: Mortality Forecasting, Population Forecasting, Demographic
Forecasting, Regression

First, this paper investigates the properties of the Gompertz distribution
and the relationships of their constants. Then the use of Gompertz’ law to
describe mortality is discussed with male and female period life table data
of the United States between 1900 and 2000. For this purpose a model in-
corporating time trends has been formulated with age, time and the prod-
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uct of age and time as independent variables and the force of mortality as
the dependent variable. The parameters of the model are estimated using
the least squares method. Important life table parameters like expectation
of life, modal age, Keyfitz’ entropy or old age dependency ratios are forecast
up to the year 2100 and compared with recent mortality forecasts of the
Social Security Administration. Our model predicts similar results for the
male population, but lower mortality for the female population.

Methods of Estimating Internal Migration in the
Undocumented Immigrant Population of the United
States

% Christopher J. Campbell, U.S. Department of Homeland Security, 800 K
Street NW, South Tower Suite 1000, Washington, DC 20536, christopher.
campbell@dhs.gov; Michael D. Hoefer, U.S. Department of Homeland
Security; Nancy F. Rytina, U.S. Department of Homeland Security

Key Words: Department of Homeland Security, Office of Immigration
Statistics, Undocumented Immigrant Estimation, American Community
Survey, Internal Migration

The Office of Immigration Statistics within the Department of Homeland
Security (DHS) annually produces estimates of the undocumented im-
migrant population. DHS utilizes a “residual” method whereby estimates
of the current legally resident population are subtracted from estimates
of the foreign-born population from the American Community Survey
(ACS). Estimates are produced by year of entry, country of birth, and state
of residence. However, data on state of residence for the legally resident are
only available at the time legally residency is obtained. Hence, the legally
resident population should be migrated over time to other states within the
United States to yield state estimates of the legally resident comparable to
similar estimates obtained from the ACS. In this paper, we compare alter-
native methodologies for estimating internal migration of the legally resi-
dent population.

An Integrated Approach to Address Immigration Data
Quality Problems: Sampling and Archival Research

% MacReadie Barr, U.S. Department of Homeland Security, 800 K St N'W,
South Tower Suite 1000, Washington, DC 20536, macreadie.barr@dhs.gov

Key Words: Department of Homeland Security, Office of Immigration
Statistics, Data Quality, Sampling, Administrative Records, Archival Re-
search

Automated immigration systems of the Department of Homeland Security
have been increasingly reporting incomplete data for key variables. These
variables provide important decision support for immigration policymak-
ers regarding the human capital of immigrants, their entry into the Unit-
ed States, and their transition from temporary to permanent status. This
study attempts to determine if the incomplete data are attributable to the
applicant or the application processing. I use simple random sampling of
archived paper files to determine if immigrants provide the information
in question. Fieldwork was conducted at DHS’s repository of immigrant
records: a cave in Missouri, housing 45 million files. Results suggest that
the data in question do exist. Moreover, the demonstrated sampling ap-
proach allows access to needed immigration data that cannot be obtained
as efficiently elsewhere.

Status Upgrading: Immigrant Naturalization and
Occupational Change Revisited

% Derekh Cornwell, Office of Immigration Statistics, 800 K Street NW/
South Tower Suite 1000, Washington, DC 20532, derekh.cornwell@dhs.
gov; Nancy F. Rytina, U.S. Department of Homeland Security; Gary Huang,
Office of Immigration Statistics
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Key Words: Office of Immigration Statistics, Immigrants, Naturalization,
Occupational Change, Administrative Records, Department of Homeland
Security

U.S. immigration policy selects foreign nationals for legal permanent resi-
dent (LPR) status based on three criteria: family relationships, employment,
and humanitarian concerns. Very little is known, however, about the status
changes of LPRs relative to their category of admission due to the absence
of comprehensive longitudinal data. Previous research (Jasso and Rosen-
zweig) has only examined naturalization and occupational outcomes for
single LPR cohorts. This paper expands on this previous work by analyz-
ing the naturalization and occupational changes for multiple LPR cohorts.
Specifically, we use logistic regression to examine the likelihood of natural-
ization and occupational change through 2006 for immigrants obtaining
LPR status between 1975 and 1995. Data for the analysis are obtained from
the Department of Homeland Security.

Internal Migration of Refugee Adjustments of Status: An
Application of Logistic Modeling
% Kelly Jefferys, U.S. Department of Homeland Security, Office of

Immigration Statistics, 800 K Street NW, 10th Floor Ste 1000 South
Tower, Washington, DC 20536, kelly.jefferys@dhs.gov

Key Words: refugee, migration, Office of Immigration Statistics, logistic,
DHS

Thousands of refugees enter the United States each year, and most eventu-
ally adjust to legal permanent resident (LPR) status. Previous research has
examined the initial settlement patterns of refugees in the United States
(Singer and Wilson, 2006), but little is known about their internal migration
patterns after arrival due to a lack of publicly available post-arrival refugee
data. This study will address this research gap by matching data on refugee
arrivals from the U.S. Department of State with data on refugee adjustments
of status from the U.S. Department of Homeland Security, from 2001 to
2006. Logistic regression will be used to analyze the probability of internal
migration among refugee adjusters of status between time of arrival and ad-
justment of status. The results should further our understanding of refugee
settlement patterns and improve immigrant population estimates.

ﬂ ﬂ ? Advanced Modeling and

Imaging Endpoints in Applied Oncology
Statistics ® ©

Committee on Applied Statisticians, ENAR, Section on Statistics in
Epidemiology, Biometrics Section, Biopharmaceutical Section
Monday, July 30, 10:30 am-12:20 pm

Absolute Risk Models: Applications and Validation

#* Mitchell H. Gail, National Cancer Institute, 6120 Executive Blvd, EPS
8032, Bethesda, MD 20892-7244, gailm@mail.nih.gov

Key Words: crude risk, pure risk, breast cancer, calibration, discrimina-
tory accuracy, loss function

Absolute risk is the crude probability of developing a given disease in a
defined age interval in the presence of competing risks. Models of absolute
risk for breast cancer have been used to design trials to prevent disease,
to counsel women, and to aid in deciding whether to take tamoxifen to
prevent breast cancer by weighing risks and benefits of the intervention.
Models for other diseases have also been developed. In this talk, I will re-
view some of the strategies used to develop models of absolute risk, illus-
trate applications, and discuss approaches to model validation tailored to
intended applications.
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Imaging as Biomarker in Clinical Trials
** Constantine Gatsonis, Brown University, Center for Statistical Sciences,
Box G-S121-7, Providence, RI 02912, gatsonis@stat.brown.edu

Key Words: diagnostic tests, biomarkers, clinical trials, PET, oncology

The potential utility of quantitative imaging results as markers for response
to therapy and disease progression has recently attracted significant atten-
tion. A growing body of evidence suggests that quantitative measurements
obtained by imaging modalities such as Positron Emission Tomography and
Dynamic-Contrast MRI can be used to predict the likelihood of response
to therapy and subsequent patient outcomes. Imaging findings, alone and
in combination with other markers, may then be used to make decisions
about the type and course of therapy, to assess response to therapy, and to
monitor patients for potential relapse. In this presentation we will discuss
the statistical aspects of studies designed to evaluate the role of quantita-
tive imaging in clinical decision making and disease management as well as
in defining intermediate endpoints in clinical trials of therapy.

Some Statistical Issues with DCE-MRI Reproducibility
Studies in Oncology

¢ William L. Mietlowski, Novartis Pharmaceuticals, 1 Health Plaza,
East Hanover, NJ 07936, william.mietlowski@novartis.con; Yuhui Ma,
University of Medicine and Dentistry of New Jersey; Theodore C. Pellas,
Novartis Pharmaceuticals; Ching-Ray Yu, Rutgers University

Key Words: DCE-MR], reproducibility, repeatability, distribution-free,
tolerance intervals

Dynamic contrast-enhanced magnetic resonance imaging (DCE-MRI) has
been used to a tool to evaluate the effect of anti-angiogenic therapies in
cancer. A workshop report proposing standards for DCE-MRI (Leach et al
2005 British ] Cancer) recommends incorporation of two baselines (DCE-
MRI reproducibility studies) to estimate individual patient reproducibil-
ity. This degree of reproducibility is often used to determine the degree of
change necessary for a patient to be classified as a DCE-MRI responder.
Two methods have been used to estimate individual patient reproducibility
in the imaging literature. Galbraith et al (2002 NMR Biomedicine) pro-
posed a procedure based on repeatability while Evelhoch et al (2004 Clini-
cal Cancer Research) proposed using the intra-patient CV. Statistical issues
with these approaches will be discussed and compared with a distribution-
free tolerance limit approach.

ﬂ ﬂ ' Recent Advances

In Functional Data Analysis and
Nonparametric Estimation @ &

Section on Physical and Engineering Sciences, Biometrics Section,
Section on Nonparametric Statistics, Section on Statisticians in
Defense and National Security

Monday, July 30, 10:30 am-12:20 pm

A Multiresolution Approach to Time and Image Warping

¢ Bernard W. Silverman, St. Peter’s College, New Inn Hall Street, Oxford
OX1 2DL, United Kingdom, bernard.silverman@spc.ox.ac.uk

Warping functions are an intrinsic ingredient of Functional Data Analy-
sis, because observed functions or image often need to be registered, or
warped, to fit well to one another. Current approaches to the estimation
of warping functions all work by modeling the function in terms of the
displacements of particular points in time or space. This is not the natural
approach, because warping functions are members of the group of trans-
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formations of time or space onto itself, rather than just functions. The ap-
proach I shall describe and discuss models warping functions as the com-
position of warplets, which are localized deformations of the time axis or
image space. The order in which the warplets are composed matters, but
this is something easily handled by reversible jump MCMC.

Penalized Splines: Asymptotics with Increasing Number
of Knots and Equivalent Kernels

** David Ruppert, Cornell University, School of OR & IE 225 Rhodes Hall,
Ithaca, NY 14853, davidr@orie.cornell.edu; Yingxing Li, Cornell University

Key Words: equivalent kernel, binning

The asymptotic behavior of univariate B-splines estimated with a differ-
ence penalty is studied. Penalized splines behave like kernel estimators
with “equivalent” kernels depending upon the order of the penalty. The
number of knots is assumed to converge to infinity. The asymptotic distri-
bution of the penalized spline estimate is Gaussian with simple expressions
for the asymptotic mean and variance. Providing that it is fast enough, the
rate at which the number of knots converges to infinity does not affect the
asymptotic distribution. The optimal rate of convergence of the penalty pa-
rameter is given. Penalized splines are not in general design-adaptive. Bias
decomposes into modeling and smoothing bias due to spline approxima-
tion and penalization, respectively. In our framework, the first is asymp-
totically negligible and the second is controlled by the penalty parameter.

Bayesian Curve-Fitting and Functional Data Analysis in
Neurophysiology

¢ Robert E. Kass, Carnegie Mellon University, Department of Statistics,
Pittsburgh, PA 15213, kass@stat.cmu.edu

One of the most important techniques in learning about the functioning of
the brain has involved examining neuronal activity in laboratory animals
under varying experimental conditions. Neural information is represented
and communicated through series of action potentials, or spike trains, and
the central scientific issue in many studies concerns the physiological sig-
nificance that should be attached to a particular neuron firing pattern in
a particular part of the brain. We have formalized specific scientific ques-
tions in terms of point process intensity functions, and have used Bayesian
methods to fit the point process models to neuronal data. I will very briefly
outline some of the substantive problems we are examining and will discuss
in some detail our applications involving BARS (Bayesian Adaptive Regres-
sion Splines), an approach to generalized nonparametric regression.

ﬂ ﬂ @ Collection and

Assessment of Safety Data in a New
Drug Development Program @ &

Biopharmaceutical Section, Committee on Applied Statisticians,
ENAR, Section on Risk Analysis, Section on Health Policy
Statistics, Biometrics Section

Monday, July 30, 10:30 am-12:20 pm

A Triage Approach to Evaluating Safety Incorporating
Frequentist and Bayesian Methods

** A. Lawrence Gould, Merck & Co., Inc., UG1D-88, West Point, PA
19486, goulda@merck.com

Key Words: Adverse Event, Multiplicity, Order Statistics, Planning

The analysis of safety data is as important as the analysis of efficacy data.
The most appropriate analysis strategy for an adverse event depends on
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whether it was identified a priori, as not identified a priori but not ‘rare’,
and as not identified a priori and ‘rare.” Multiplicity affects the interpreta-
tion of analyses because many adverse events often will be reported. Hy-
pothesis testing will be of limited help for adverse events not identified a
priori because the many hypotheses are generated by the data. Quantifying
the degree of risk will be more helpful, especially using Bayesian methods.
This presentation describes some general considerations in planning for
safety evaluation, presents some ways to summarize data using confidence
or credible intervals, describes a Bayesian approach to interpreting the out-
comes, and suggests a simple graphical way to address multiplicity.

Assessment of Safety Data in a New Drug Development
Program: Some Points to Consider
**Weichung J. Shih, University of Medicine and Dentistry of New Jersey,

School of Public Health, 16 Ambrose Valley Lane, Department of Biostatistics,
Piscataway, NJ 08854, shihwj@umdnj.edu; Hui Quan, sanofi-aventis

Key Words: Intention-To-Treat, Treatment Emergent Adverse Event, Data
Monitoring, off-drug period

Assessment of safety information in a new drug development program
should be equally, if not more, important as the efficacy assessment. How-
ever, when designing a clinical trial, especially in the later phases (IIB and
I1I), including sample size calculation and methods of evaluation, attention
is usually paid more on the efficacy more than the safety side. Although a
later phase study is usually regarded as a confirmatory trial by the regula-
tory authority, we argue that for safety analyses, it is more appropriate to
emphasize their exploratory nature. In this talk we will highlight several
essential points to consider along this general line.

Safety First: Managing Patients’ Safety and Mitigating
Products’ Risks

o Christy Chuang-Stein, Pfizer Inc., 2800 Plymouth Road, Ann Arbor, MI
48105, christy.j.chuang-stein@pfizer.com

Protecting patient’s safety and ensuring that benefit outweighs risk are
the guiding principles in selecting treatments for patients and conduct-
ing medical experimentation. These principles were solidified in the 1948
Nuremberg Code and reinforced in the 1964 Declaration of Helsinki. The
1997 Belmont Report further reminded researchers of the need to treat
subjects in an ethical manner by respecting their decisions and protect-
ing them from harm. The above mandates monitoring safety in clinical
trials and managing product safety. Increasingly, risk management plans
are employed to mange marketed products (e.g., thalidomide, Lotronex
and Accutane) whose usage could only be justified in a subpopulation. In
this presentation, we will review the role safety evaluation plays in product
assessment and the role such assessment occupies in various Prescription
Drug User Fee Acts.

ﬂ 2@ Statistics in Genomics

and Proteomics @

Biometrics Section, WNAR, Biopharmaceutical Section
Monday, July 30, 10:30 am-12:20 pm

A Method for the Detection of Alternative Splicing from
Exon Array Data

** Terence Speed, University of California, Berkeley, 367 Evans Hall,
#3860, Berkeley, CA 94720, terry@stat.berkeley.edu

Key Words: exon microarrays, alternative splicing
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Analyses of EST data show that alternative splicing is much more wide-
spread than once thought. The advent of exon and tiling microarrays
means that researchers now have the capacity to experimentally measure
alternative splicing on a genome-wide scale. New methods are needed to
analyze the data from these arrays. We present a method, FIRMA (Finding
Isoforms using Robust Multichip Analysis), for detecting alternative splic-
ing in exon array data. FIRMA has been developed for Affymetrix exon
arrays, but could in principle be extended to other exon arrays, or to tiling
array data. We have evaluated the method using simulated data, and have
also applied it to a considerable body of data from human tissues, includ-
ing tumors. Some of the successes and failures of our approach will be de-
scribed in the talk.

Statistical Analysis of Histone Acetylation

+ Ping Ma, University of Illinois, 725 S Wright St, Department of
Statistics, Champaign, IL 61820, pingma@uiuc.edu

Key Words: variable selection, epigenetics, gene expression, ChIP-chip,
chromatin, motif

A comprehensive understanding of the regulatory role of histone acety-
lation is difficult because there exist a large number of different histone
acetylation patterns and their effects are confounded by other factors such
as the transcription factor binding motif information. Using the yeast as
a model system, we explore an integral approach to analyze “epi-genetic”
effects of histone acetylations.

Quantifying Protein: Reverse-Phase Protein Arrays

+% Keith Baggerly, The University of Texas M.D. Anderson Cancer Center,
1100 Holcombe Blvd, Unit 237, Houston, TX 77030-3906, kabagg@
mdanderson.org

Key Words: proteomics, bioinformatics, ELISA, immunology, prepro-
cessing

Reverse-Phase Protein Arrays (RPPAs, aka protein lysate arrays, tissue
lysate arrays, or lysate arrays) are recently developed tools for measuring
protein expression levels in large numbers of samples. These assays are
for the most part massively parallelized versions of enzyme-linked im-
munosorbent assays (ELISAs). In their massive parallelization, these as-
says are similar to cDNA microarrays (for mRNA) and CGH assays (for
DNA). However, while those assays make thousands of measurements on
a single sample (“forward-phase”), RPPAs measure one thing on hundreds
of samples (“reverse-phase”). In this talk, we will attempt to place RPPAs
in the broader context of other protein assays. Given this background, we
will then describe issues we have encountered in modeling this data, and
describe some of the tools we have developed for this purpose.

Statistical Design of Microarrays and Multiple Testing of
Gene Expression Data

% Jason C. Hsu, The Ohio State University, Department of Statistics, 1958
Neil Avenue, Columbus, OH 43210, Hsu.1@osu.edu

Key Words: Microarrays, design of experiment, gene expresions, pharma-
cogenomics, closed/partition tests, permutation tests

Use of microarrays for pharmacogenomics should meet accepted statisti-
cal standards such as sensitivity and specificity requirements. We will first
give recommendations for statistically designing microarrays and sample
hybridization toward reproducible results, designs that have been imple-
mented in a collaborative cancer recurrence prognosis project. Then, mul-
tiple testings ANALYSIS issues of gene expression levels will also be dis-
cussed. These issues include the definition of Type I error rate (for a single
hypothesis), control of the False Discovery Rate (FDR) versus generalized
Familywise Error Rate (gFWER), conditions for shortcutting closed/parti-
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tion tests to step-down and step-up methods, and a subtle condition re-
quired for the validity of permutation tests.

ﬂ 2 ﬂ Optimal Transformations

IMS, General Methodology
Monday, July 30, 10:30 am-12:20 pm

A Mean-Matching, Variance-Stabilizing Transform
Approach to Nonparametric Regression in Exponential
Families

% Tony Cai, University of Pennsylvania, The Wharton School, 3730

Walnut Street, 400 Jon M. Huntsman Hall, Philadelphia, PA 19104-6340,
tcai@wharton.upenn.edu

Key Words: adaptive estimation, block thresholding, exponential fami-
lies, nonparametric regression, variance stabilizing transform, wavelets

Most of the nonparametric regression theory is developed for the case of
additive Gaussian noise. In such a setting many smoothing techniques in-
cluding wavelet thresholding methods have been developed and shown to
be highly adaptive. In this talk we consider nonparametric regression in
exponential families which include, for example, Poisson regression, bino-
mial regression, and Gamma regression. We take the approach of using a
mean-matching variance stabilizing transform to convert the problem into
a standard homoskedastic Gaussian regression problem. A wavelet block
thresholding method is then used to construct the final estimator of the
regression function. The procedure is easily implementable. Both numeri-
cal and theoretical properties of the estimator are investigated. In particu-
lar the estimators are shown to be adaptively rate-optimal over a range of
Besov Spaces.

On Optimal Smoothing Parameter Choice in
Deconvolution Problems
Peter Hall, The University of Melbourne; ** Aurore Delaigle, University of

Bristol, Department of Mathematics, University Walk, Bristol, BS8 1TW
United Kingdom, aurore.delaigle@gmail.com

Key Words: deconvolution, density estimation, smoothing parameter, re-
gression

The SIMEX method for deconvolution enjoys a range of attractive features,
among them the fact it needs little by way of tuning. However, it also suffers
drawbacks, including inconsistency. For reasons such as this, and although
SIMEX has enthusiasts and adherents, it is not as widely used as it might
be. We suggest that SIMEX be employed for smoothing-parameter choice
in other deconvolution methods (based on, for example, kernels, orthogo-
nal series or ridging), rather than for constructing estimators itself. In this
context SIMEX has very broad application, not just to different estimator
types but to different deconvolution problems.

ﬂ @2 Medallion Lecture Il

IMS, General Methodology
Monday, July 30, 10:30 am-12:20 pm

Understanding Ecological Communities

+¢ Claudia Neuhauser, The University of Minnesota, 100Ecology Building,
1987 Upper Buford Circle, St. Paul, MN 55108, neuha00I1@umn.edu

Key Words: interacting particle systems, ecology
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Ecological communities are assemblages of populations of different spe-
cies (e.g., plants, animals, microbes). Community ecology is concerned
with understanding the processes that govern diversity, distribution, and
abundance of species that compose an ecological community. The standard
framework of mathematical models in community ecology is ordinary dif-
ferential equations. This framework assumes that species are well-mixed
and stochastic effects can be neglected. We present insights from work on
spatially explicit and stochastic Markov processes on how local interac-
tions and stochastic dynamics affect the outcome of community interac-
tions, such as competition, mutualism, or parasitism.

ﬂ 2@ Remembering Frederick

Mosteller: 1916-2006

Memorial, Section on Statistical Education, Section on Teaching
Statistics in the Health Sciences
Monday, July 30, 10:30 am-12:20 pm

Frederick Mosteller: A Statistical Life

+%* Stephen Fienberg, Carnegie Mellon University, Department of
Statistics, School of Computer Science, Pittsburgh, PA 15213, fienberg@
stat.cmu.edu

Born in West Virginia on December 24, 1916, educated at Carnegie Tech
and Princeton, Frederick Mosteller went on to a distinguished statistical
career as a faculty member at Harvard University. I will present a brief bio-
graphical sketch of this remarkable statistician.

Fred Mosteller as Researcher
#* David C. Hoaglin, Abt Associates, Inc., 55 Wheeler Street, Cambridge,
MA 02138-1192, dave_hoaglin@abtassoc.com

Frederick Mosteller was one of the most prolific and wide-ranging statisti-
cal researchers of the 20th century. In this presentation I describe some of
his major contributions to statistics and to science and public policy more
broadly, as well as his approaches to research.

Fred as Educator

% Judith M. Tanur, SUNY Stoney Brook, PO Box 280, Montauk, NY
11954-0202, jtanur@notes.cc.sunysb.edu

Key Words: Mosteller, teaching

Statistical education has now taken on multiple facets and spawned journals
and diverse collections of texts and other materials. Frederick Mosteller was
a pioneer in many of the early efforts that helped set the stage for modern
approaches and thinking about statistical education. In this presentation I
will offer some reminiscences and examples of his contributions.

ﬂ 24 Recent Developments

in Bayesian Methods in Data Mining/
Machine Learning

Section on Bayesian Statistical Science

Monday, July 30, 10:30 am-12:20 pm

Stochastic Block Models of Mixed Membership

% Edoardo M. Airoldi, Princeton University, Carl Icahn Laboratory,
Lewis-Sigler Institute for Integrative Genomics, Princeton, NJ 08544,
eairoldi@princeton.edu; David Blei, Princeton University; Stephen
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Fienberg, Carnegie Mellon University; Eric Xing, Carnegie Mellon
University

Key Words: Hierarchical Bayes, Latent variables, Mean-field approximation,
Statistical network analysis, Protein interaction networks, Social networks

Observations consisting of measurements on pairs of objects arise in a vari-
ety of biological settings, with collections of author-recipient email, and in
social networks. Analyses of such data typically aim at clustering the objects
of study, or situating them in a low dimensional space, and at estimating re-
lational structures among the clusters. For example, given protein interac-
tion networks we want to estimate the memberships of individual proteins
to stable protein complexes (i.e., clusters of proteins), how stable protein
complexes interact with one another, and how many there are. In this talk
we introduce stochastic block models of mixed membership, which support
such integrated data analyses within a hierarchical Bayesian framework. A
variational scheme for fast, approximate inference is presented. The meth-
odology is demonstrated on social and protein interaction networks.

Simultaneous Regression Shrinkage, Variable Selection,
and Supervised Clustering

¢ Howard D. Bondell, North Carolina State University, Department of
Statistics, CB 8203, Raleigh, NC 27695, bondell@stat.ncsu.edu

Key Words: correlation, penalization, regression, shrinkage, supervised
clustering, variable selection

A new penalization technique is proposed to simultaneously select vari-
ables and perform supervised clustering. The form of the penalty function
accomplishes variable selection by shrinking some coefficients to exactly
zero. Additionally, this penalty yields exact equality of some coefficients,
encouraging correlated predictors with similar effects on the response to
form predictive clusters represented by a single coefficient. Pre-specifica-
tion of the predictive clusters is not needed, thus performing the super-
vised clustering task within the estimation. This penalized likelihood esti-
mator can also be viewed as the posterior mode for a particular choice of
prior distribution. The procedure can be used in both regression and clas-
sification problems and compares favorably with existing approaches while
yielding the added grouping information not given by typical procedures.

The Lasso with Attribute Partition Search

+% Suhrid Balakrishnan, Rutgers University, c/o DIMACS, Rutgers Univ.,
96 Frelinghuysen Road, Piscataway, NJ 08854, suhrid@cs.rutgers.edu;
David Madigan, Rutgers University

Key Words: Group Lasso, Partial Exchangeability, Time Series, Fused
Lasso

Regression and classification problems involving ordered attributes (for
example where some input patterns are a set of samples from time series
variables) arise in application domains like finance and epidemiology. In
such cases, identifying and building models involving predictive runs of
the attributes leads to highly interpretable models that may also be very
accurate. We present an approach to build such models using a variant of
the Group Lasso (Yuan and Lin, 2006).

ﬂ 25 A Sampling Revolution?

List versus Area Frames for Probability
Sampling ® &

Section on Survey Research Methods
Monday, July 30, 10:30 am-12:20 pm
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Predicting the Relative Quality of Alternative Sampling
Frames

+* Colm O’Muircheartaigh, NORC at the University of Chicago, 1155 East
60th Street, Chicago, IL 60637, colm@norc.uchicago.edu; Edward English,
NORC at the University of Chicago; Stephanie Eckman, NORC at the
University of Chicago

Key Words: USPS lists, sampling frames, Tailored samples, frame quality

The paper presents a systematic review of the relative efficacy of traditional
listing and the USPS address list as sampling frames for national probabil-
ity samples of households. NORC and ISR collaborated to compare these
two national area-probability sampling frames for household surveys. We
conducted this comparison in an ongoing survey operation which com-
bines the current wave of the HRS with the first wave of NSHAP. Since
2000, survey samplers have been exploring the potential of the USPS ad-
dress lists to serve as a sampling frame for probability samples from the
general population. We report the relative coverage properties of the two
frames, as well as predictors of the coverage and performance of the USPS
frame. The research provides insight into the coverage and cost/benefit
trade-offs that researchers can expect from traditionally listed frames and
USPS address databases.

Improving Coverage of Residential Address Lists in
Multistage Area Samples

o Sylvia Dohrmann, Westat, , dohrmasl@westat.com; Daifeng Han,
Westat; Leyla Mohadjer, Westat

Key Words: Area samples, USPS, address lists

Address lists originating from the United States Postal Service (USPS)
can be used as area sampling frames in place of on-site enumerations of
dwelling units. While it has become clear that purchased USPS lists are
less costly than the process of enumeration, it is less clear whether these
lists are adequate as substitutes for them. We will evaluate the coverage of
purchased lists for a selection of primary sampling units, differing in size
and composition. We will do this by forming second stage units (SSUs) us-
ing Census geography, and determining which of the USPS addresses fall
into those SSUs using on-site enumeration. We will then focus on ways to
improve the coverage of these lists and discuss the impact of discovering
missed units on field operations. We will also examine practical ways of
assigning selection probabilities to the missed units.

Comparing the Coverage of a Household Sampling Frame
Based on Mailing Addresses to a Frame Based on Field
Enumeration

¥ Vincent G. Iannacchione, RTI International, 701 13th ST N'W Suite
750, Washington, DC 20005, vince@rti.org; Joseph McMichael, RT1
International; James R. Chromy, RTI International; David Cunningham,
RTI International; Katherine Morton, RTI International; James Cajka, RTI
International; Ross Curry, RTI International

Cost savings and flexibility are primary advantages of using mailing ad-
dresses instead of field enumeration as a sampling frame for household
(HH) surveys. A sampling frame based on mailing addresses can be de-
veloped in weeks instead of the months usually required for field enu-
meration. The question is whether the advantages of mailing addresses are
accompanied by a decrease in the coverage of the household population.
Our research is based on a probability sample of 50 Census Blocks (CBs)
in North Carolina. Within each CB, we constructed a frame of HHs based
on mailing addresses and a frame based on field enumeration. We used
GPS technology to match the HHs from each frame, and not presume that
either approach is the gold” standard. We estimate the prevalence of HHs
in the two frames for urban and rural areas, areas without home delivery of
mail, and areas with gated communities.
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ﬂ @@ Multiplicity Today:

Perspectives on Multiple Testing ® &

General Methodology, Section on Stat
WNAR
Monday, July 30, 10:30 am-12:20 pm

Political Aspects of Multiple Testing: A Controversy

+¢ S, Stanley Young, National Institute of Statistical Sciences, 19 T.W.
Alexander Drive, P.O. Box 14006, Research Triangle Park, NC 27709-4006,
young@niss.org

istics in Epidemiology,

Key Words: Multiple testing, False positives

Some multiple testing mistakes are due to ignorance (how often are you
asked to re-examine the data to see if something can be found?), but others
are intentional, planned and well-understood policy (over $1B of grant/tax
money flows to institutions with reproducibility problems revolving around
multiple testing). Statisticians need to understand both ignorance and de-
vious policy. It serves neither society nor our profession to ignore multiple
testing controversies. At a minimum we need to protect the integrity of
our profession. We present an egregious treatment of multiple testing and
review a light-hearted multiple testing paper. We present survey of journal
editors on multiple testing. How can you improve the situation? When you
suspect a false positive due to multiple testing, write a letter to the editor.
Ask for the data set and if it is not available, protest to the journal.

Empirical Bayes Methods for Multiple Testing

*»Debashis Ghosh, University of Michigan, 1420 Washington Heights,
Department of Biostatistics, Ann Arbor, MI 48109/2029, ghoshd@umich.edu

Key Words: Decision Theory, Selection, Gene Expression, Microarrays,
Massively Univariate, Simultaneous Inference

Scientific areas such as genomics and neuroimaging have generated high-
dimensional data that has necessitated the consideration of multiple com-
parisons procedures. In addition, for many situations, the choice of null
hypothesis is not appropriate. In this talk, we discuss how the Empirical
Bayes approach pioneered by Robbins is very appropriate to the scientific
setting at hand. We summarize the use of Empirical Bayes methods for
selecting hypotheses in the multiple testing problem. We then discuss how
one can construct estimators and confidence intervals for this situation as
well. The issue of the appropriate null hypothesis, raised by Efron (2004), is
mentioned here; accommodations of the methodology to various “empiri-
cal null” hypotheses from the literature are shown. Finally, we show how to
extend the procedure to incorporate prior knowledge.

Hochberg’s Step-Up Method: Cutting Corners off Holm’s
Step-Down Method

** Yifan Huang, University of South Florida, H. Lee Moffitt Cancer Center
and Research Institute, 12902 Magnolia Dr USF, MRC205, Tampa, FL
33612, huangy@moffitt.usf.edu; Jason C. Hsu, The Ohio State University

Key Words: Hochberg’s method, Holm’s method, Multiple comparisons,
Step-up test, Step-down test, Partition testing

Holm’s and Hochberg’s methods are popular multiple tests. They are
viewed as step-down and step-up versions of the Bonferroni test. We will
give the insight that both are special cases of partition testing. The differ-
ence is that, while Holm’s method tests each partition hypothesis using
the largest order statistic, setting a critical value based on the Bonferroni
inequality, Hochberg’s method tests each partition hypothesis using all the
order statistics, setting a series of critical values based on Simes’ inequal-
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ity. Geometrically, Hochberg’s step-up method ‘cuts corners’ off the accep-
tance regions of Holm’s step-down method by making assumption on the
joint distribution of the test statistics. As can be expected, partition testing
making use of the joint distribution of the test statistics is more powerful
than partition testing using probabilistic inequalities.

Multiple Tests of Association with Biological Annotation
Metadata

** Sunduz Keles, University of Wisconsin-Madison, Madison, W1, keles@
stat.wisc.edu; Sandrine Dudoit, University of California, Berkeley; Mark J.
van der Laan, University of California, Berkeley

Key Words: Multiple testing, Type-I error rates, Resampling-based ap-
proaches, Gene set enrichment analysis, Biological meta data, Gene ontology

We propose a general and formal statistical framework for the multiple
tests of associations between known fixed features of a genome and un-
known parameters of the distribution of variable features of this genome
in a population of interest. The known fixed gene-annotation profiles may
concern Gene Ontology (GO) annotation, regulation by particular tran-
scription factors, and pathway membership. The gene-parameter profiles
may be, for example, regression coefficients relating genome-wide tran-
script levels or DNA copy numbers to clinical outcomes. A rigorous for-
mulation of the inference question allows us to apply the multiple testing
methodology developed in Dudoit and van der Laan (2006) to control a
broad class of Type I error rates, in testing problems with general data gen-
erating distributions. The proposed methods are illustrated using the ALL
dataset of Chiaretti et al. (2004).

ﬂ 2? Spatial Surveillance

for Adverse Environmental Health
Outcomes @ &

Section on Statistics and the Environment, Section on Bayesian
Statistical Science, Section on Statisticians in Defense and
National Security, ENAR, Section on Health Policy Statistics,
Biometrics Section

Monday, July 30, 10:30 am-12:20 pm

Optimal Methods in Surveillance

#* Marianne Frisén, Goteborg University, Statistical Research Unit, Box
640, Goteborg, SE40530, Sweden, marianne.frisen@statistics.gu.se

Key Words: Surveillance, Monitoring, Changepoint

Timely detections of environmental health hazards are important both at
an individual level and to society. Statistical methods are necessary to sepa-
rate important changes in the process from stochastic variation. New types
of systems to analyze the data and meet the demand of surveillance have
been developed recently. The statistical methods suitable for this, differ
from the standard hypothesis testing methods. Good properties are quick
detection, few false alarms and robustness. An overview of optimality cri-
teria and methods will be given. Different ways to evaluate surveillance
systems and to analyze data are demonstrated by freeware. Swedish data
on biodiversity, radiation and infectious diseases will be used to illustrate
methods. References can be found at www.statistics.gu.se/surveillance.
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Bayesian Modeling and Surveillance for Adverse MRDD
Outcomes Associated with Soil Chemical Exposures

+ Ji-In Kim, University of South Carolina, Dept. of Epidemiology &
Biostatistics, Arnold School of Public Health, Columbia, SC 29208,
Jiinkim@gwm.sc.edu; Andrew B. Lawson, University of South Carolina

Key Words: environmental exposure, logistic, spatial, MRDD, clustering
interpolation

The relation between early childhood development and maternal expo-
sures to environmental chemicals during pregnancy is an important issue
when considering the residential exposure risk. In this study we examine a
range of modeling methods where we have geo-coded residential addresses
for mothers during the different months of pregnancy and mental retarda-
tion and development delay (MRDD) outcome measures for the babies for
a Medicaid population in South Carolina. We also have available measures
of soil chemistry (e.g. total microtox EC50) on a network of sites. Our mod-
eling involves interpolation methods for spatially-referenced measures to
locations of residence that vary with time. We also develop a logistic spatial
model for the MRDD outcome and clustering in that outcome which can
be time-dependent or designed to be a function of the cumulative exposure
over all addresses resided in.

Assessing Spatial Performance of Surveillance Systems

+%* Lance Waller, Emory University, 1518 Clifton Road NE, Atlanta, GA
30322, Iwaller@sph.emory.edu; Yuemei Wang, Emory University; Carol
Lin, Bristol-Myers Squibb Company

Key Words: spatial statistics, surveillance, system performance,
sensitivity, specificity

Many disease outbreak surveillance systems are designed based on concepts
from statistical process control and assess performance based on temporal
summaries such as the expected time until false or true alarms. While these
important temporal aspects of performance play key roles in assessing per-
formance, spatial aspects of system performance also merit attention. More
specifically, most environmental surveillance systems often monitor health
outcomes or exposures across a defined geographic space, but this space is
not homogeneous with respect to local sample size and local uncertainty.
We explore aspects of system performance addressing spatial summaries of
statistical power (specificity) and sensitivity (1 - false alarm rates), and illus-
trate the importance of evaluating both when and where events of interest
are likely to occur in determining system performance.

ﬂ 2' JASA, Theory and

Methods Invited Session

JASA, Theory and Methods, General Methodology
Monday, July 30, 10:30 am-12:20 pm

Implementation of Estimating-Function-Based Inference
Procedures with MCMC Samplers

% Lee-Jen Wei, Harvard University, Department of Biostatistics, 655
Huntington Avenue, Room 445, Bldg. II, Boston, MA 02115, wei@hsph.
harvard.edu; Lu Tian, Northwestern University; Jun S. Liu, Harvard
University

Key Words: Bootstrap, Median regression, Metropolis algorithm, Normal
approximation, Resampling, Survival analysis

Under a semiparametric or nonparametric setting, inferences about the
unknown parameter are often made based on a non-smooth estimating
function. Resampling methods are quite handy for obtaining good approxi-
mations to the distribution of the consistent estimator when the estimating
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equation and its resampled counterparts are not difficult to solve numeri-
cally. In this paper, we propose a simple, flexible procedure which provides
such approximations via the standard Markov chain Monte Carlo sampler
without solving any equations. More generally the procedure may locate all
possible roots of the estimating equation and provides an approximation to
the distribution of each root. We illustrate our proposal extensively with
three examples. The performance of the new procedure is also examined
comprehensively via a simulation study.

ﬂ 2@ SAMSI: A Five-Year

Retrospective and Five-Year
Prospective ® &

Statistical and Applied Mathematical Sciences Institute
Monday, July 30, 10:30 am-12:20 pm

SAMSI: A Five-Year Retrospective and Five-Year
Prospective

#* Peter Bickel, University of California, Berkeley, bickel@stat.berkeley.edu;
+% Sallie Keller-McNulty, Rice University, Brown School of Engineering,
Houston, TX 77251-1892, sallie@rice.edu; % Alan Karr, National Institute
of Statistical Sciences, PO Box 14006, Research Triangle Park, NC 27709-
4006, karr@niss.org

Key Words: SAMS], interdisciplinary, future research, institute, infra-
structure, remote access

In July 2007, the Statistical and Applied Mathematical Sciences Institute
will be five year’s old. During these five years SAMSI will have conducted
16 research programs spanning an enormous range of the statistical sci-
ences and their interactions with other fields. The panel will first address the
major themes and ‘lessons learned’ from this extensive SAMSI research, as
well as changes in remote access technology (which will be illustrated) that
have made SAMSI more widely accessible to the national (and international)
statistics community. Next, the panel will turn to the future, and initiate a
wide-ranging discussion as to the directions that SAMSI should pursue over
its next five years, in terms of both research topics and mode of operation
and infrastructure. The audience is very much encouraged to participate in
this discussion; please come to the session with ideas for the future.

ﬂ @@ Issues and Solutions to

Planning and Implementing an Adaptive
Design in Practice @

ENAR, Biometrics Section, Biopharmaceutical Section, WNAR
Monday, July 30, 10:30 am-12:20 pm

Issues and Solutions to Planning and Implementing an
Adaptive Design in Practice

** Michael Krams, Wyeth, 500 Arcola Road A-5113, Collegeville, PA
19426, kramsm@wyeth.com; #%* Paul Gallo, Novartis Pharmaceuticals,
419/2114, One Health Plaza, East Hanover, NJ 07936, paul.gallo@
novartis.com; ** Gernot Wassmer, The University of Cologne, Institute for
Medical Statistics, Informatics, and Epidemiology, Kerpener Str. 62, 50937
Cologne, International 50937 Germany, gernot.wassmer@uni-koeln.de;

o Jerald S. Schindler, Merck & Co., Inc., 126 E. Lincoln Avenue, Rahway,
NJ 07065, Jerald_Schindler@merck.com; L Christopher S. Coffey, The
University of Alabama at Birmingham, Department of Biostatistics, 1665
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University Blvd., Birmingham, AL 35294, ccoffey@ms.soph.uab.edu

Key Words: Adaptive Designs, Flexible Designs, Data Monitoring
Committee, planning, NIH

Adaptive trial designs can be a valuable addition to the drug development
toolkit, but more objective evaluation based on experience with their use in
practice is needed. Statistical, logistical, and procedural issues need to be
addressed. For example, some key statistical issues are control of the type
I error rate and unbiased estimation. Some logistical issues are the timely
collection of quality data, and the need for the integration of data capture,
drug supply management, and communication between patient/investiga-
tor and the randomization center. A key procedural issue is the processes
by which interim data is reviewed and decisions are made and implemented
in ways to ensure that the integrity of the trial are not compromised. In this
session, 5 panel members across academia and industry will discuss issues
and practical solutions based on their experiences.

ﬂ @ ﬂ It’'s Only Data, What’s the

Big Deal?: The Significance of Using
Multiyear Estimates from the American
Community Survey @ &

Social Statistics Section, Section on Survey Research Methods
Monday, July 30, 10:30 am-12:20 pm

Multiple ACS Estimates: Pick a Number, Any Number!

¢ Linda Gage, California Department of Finance, Demographic Research
Unit, 915 L Street, Sacramento, CA 95814, linda.gage@dof.ca.gov

Key Words: American Community Survey, ACS, Census, estimates

The American Community Survey will produce annual one-, three-, and
five-year estimates for large communities; annual three- and five-year esti-
mates for others; and only annual five-year estimates for the smallest com-
munities. The first nation-wide five-year estimates will begin in 2010. A
new research data set produced by the Census Bureau provides data from
several ACS sites where data has been collected since 1999. This allows the
evaluation of the multi-year estimates. This paper focuses on the useful-
ness and accuracy of ACS data for San Francisco and Tulare counties in
California. It considers issues that will arise in assisting data users: how
stable is the time series of annual ACS data, which of the multiple estimates
for a single jurisdiction and single year should be used, and how does the
ACS compare with available administrative data sources?

Multiyear ACS Results for Multnomah County, Oregon:

Preliminary Observations

% George C. Hough, Portland State University, PO BOX 751 - PRC,
Portland, OR 97307-0751, houghg@pdx.edu; David A. Swanson, University
of Mississippi

Key Words: American Community Survey, stability, User interpretation
burden, Multnomah County, Oregon

In 2005, the American Community (ACS) was implemented nation-wide
for households. ACS is a Census Bureau product designed to provide an-
nually updated demographic, social, economic, and housing indicators for
both large and small geographic areas within the United States. Opera-
tional plans for Census 2010 call for ACS to replace the decennial census
long-form (Census LF). Because of sample size and design issues, questions
have arisen about the stability of annual level ACS estimates, particularly
for areas with populations less than 20,000. This paper examines the sta-
bility of annual estimates for ACS results in Multnomah, County, Oregon
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and selected subareas, including the City of Portland. With an eye toward
maintaining a level of “User Interpretation Burden” equivalent to that of
the decennial census long form, we discuss the implications of our findings
for ACS users.

The Utility of Five-Year Averages from the American
Community Survey for Bronx Neighborhoods

% Joseph Salvo, NYC Department of City Planning, 22 Reade Street,
New York, NY 10007, jsalvo@planning.nyc.gov; A. Peter Lobo, NYC
Department of City Planning; Adam Willett, New York City Department
of City Planning

Key Words: American Community Survey, Census, small area data, data
quality, administrative data, survey data

The capacity of the American Community Survey (ACS) to replace the de-
cennial census long form is based on the validity and reliability of these data
at the census tract level. This research builds on an earlier analysis of ACS
test data for the Bronx that utilized special three-year averages for neigh-
borhoods, which were census tract aggregates. The availability of census
tract data for the Bronx, which are five-year averages, provides an ideal op-
portunity to ask about the quality and usefulness of these data, which will
become available for all census tracts in 2010. This study evaluates the reli-
ability of these census tract attributes against those provided by the 2000
Census. Further, we attempt to gauge the usefulness of these estimates by
comparing the ACS five-year averages to administrative data at the census
tract level for selected population, housing and economic items.

ﬂ @2 Applications of

Visualization for Web 2.0 ® &

Section on Statistical Graphics
Monday, July 30, 10:30 am-12:20 pm

An AJAX Web 2.0 Geospatial Visualization Framework

3 Stephen Eick, University of Illinois at Chicago, 725 SEO, M/C 249, 851
S. Morgan St., Chicago, IL 60607-7045, eick@cs.uic.edu

Key Words: AJAX, thin client, geospatial visualization, Web 2.0, statisti-
cal graphics, visualization components

Recently a new class of applications has emerged that uses AJAX and other
web programming techniques to provide a rich user experience in a web
browser. This class of applications is being called Web 2.0 and includes
Google Maps and Google Suggest. To experiment with this approach, we
have developed a Web 2.0 thin client collaborative visualization framework
called GeoBoostT that uses Scalable Vector Graphics and AJAX to provide
a rich user experience built around collaboration. Our framework includes
geospatial maps, standard business charts, node and link displays, and cus-
tom visual displays. All of our visualization components run in standard
web browsers and provide rich interaction and collaboration.

Statistical Graphics with Element Control in the Browser

% Sven Knudsen, Insightful Corporation, Puglundvej 40, Varde, 6800
Denmark, sknudsen@insightful.com; Michael O’Connell, Insightful
Corporation

We describe a new graphics model with element control in a browser en-
vironment. The graph properties are specified as name-value pairs based
on the property element syntax used in XAML. The graph container is
based on the S-PLUS Graphlet, lightweight applets rendered as XML in
the browser. Text, line, symbol, fill, legend, axes, area and polygon are con-
trolled as elements; text area controllers are also included. We illustrate
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the model with a palette of graphics types and patterns covering analysis,
review and reporting of clinical safety and efficacy data.

Using Web 2.0 for Statistical Software

¢ Webster West, Texas A&M University, Department of Statistics,
College Station, TX 77843-3143, websterwest@yahoo.com

Key Words: Web 2.0, software, Web-based

Web 2.0 refers to next generation Web-based applications. These applica-
tions typically run within a web browser without the need for any plug ins.
Many of these new web technologies provide a rich graphical environment
which is ideal for analyzing data. A survey of existing Web 2.0 technologies
will be provided along with a discussion of how these technologies may be
applied to develop statistical software.

Statistical Graphics for Collaborative Environments

#* Daniel Rope, SPSS Inc., 2000 N 14th St Suite 320, Arlington, VA 22201,
drope@spss.com

New technology has enabled a truly collaborative environment on the web
where ideas are formed by communities rather than individuals. Blogs, Wi-
kis, and several other communal platforms allow anyone to contribute to
any topic of their choice. This talk will examine the role that statistical
graphics has begun to play for these collaborative environments and ex-
plore the tremendous possibilities as well as some of the risks.

ﬂ @@ When To Stop a Clinical

Trial for Efficacy? @ &

Biopharmaceutical Section, ENAR, WNAR
Monday, July 30, 10:30 am-12:20 pm

When To Stop a Clinical Trial for Efficacy?

3 Vipin Arora, Novartis Pharmaceuticals, One Health Plaza, Ridgedale
Avenue, East Windsor, NJ 07936-1016, vipin.arora@novartis.com

Key Words: Stopping boundaries, Clinical Trials, Interim analysis, Pa-
tient, Sponsor

Stopping boundaries are pre-specified for clinical trials with interim analy-
ses (IA) and detailed in the Data Monitoring Committee (DMC) Charter.
These boundaries should be stringent enough to protect patient and spon-
sor interests in demonstrating positive efficacy before normal completion
of the study. O’Brien-Fleming (O-F), Haybittle-Peto (H-P), Pocock family
type boundaries are common choices. Selection of stopping boundaries
may impact the patient and sponsor interests due to early trial termina-
tion. Experienced DMCs are very well aware of their responsibility and
their assessment is based on totality of evidence. Most commonly, H-P
type boundaries are used when there are serious ethical concerns and the
O-F are used when the intentions of stopping are genuine. Examples based
on these two methods to safeguard interest of all stakeholders including
patient and sponsor will be presented.

Overview of Available Methods for Efficacy Monitoring

+% Thomas Cook, University of Wisconsin-Madison, 209 WARF Office
Building, 610 Walnut Street, Madison, W1 53726, cook@biostat.wisc.edu

In formulating the monitoring plan for a long term randomized trial, one
is faced with a wide array of possible monitoring boundaries. While many
boundaries are constructed to satisfy a mathematical optimality criterion
such as small average sample number, most boundaries are chosen because
they subjectively balance a set of competing interests; ethical, practical and
economic. Many potential features are of interest. Boundaries maybe one
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or two sided. If two sided, they may be symmetric or asymmetric. One may
take a flexible, alpha spending approach or a use a more traditional ap-
proach such as Haybittle-Peto. Boundaries based on simultaneous alpha/
beta spending rates are also available, automatically taking futility into
account. Finally, standard computational techniques are available which
allow commonly used boundaries to be employed for a wide variety of sta-
tistical tests.

Crossing Monitoring Boundaries and Not Stopping

o Janet Wittes, Statistics Collaborative, 1625 Mass Ave NW, Suite 200,
Washington, DC 20036, janet@statcollab.com

Key Words: randomized trials, sequential analysis, DSMB

A DSMB monitoring a randomized clinical trial uses prespecified boundar-
ies as guidelines for its actions. If the trajectory of the data crosses the “up-
per” boundary, the trial can stop with a declaration of “success.” Although
DSMBs are aware that these boundaries are only advisory, they recognize
that stopping without crossing leads to an inflated Type I error rate and can
therefore jeopardize the scientific credibility of the results. On the other
hand, failing to recommend stopping a trial when a boundary is crossed in-
curs no statistical penalty. DSMBs are reluctant to continue after crossing
because the boundary reflects the Board’s opinion prior to the start of the
trial as to the data that it would find convincing evidence of benefit. In the
context of actual examples, the paper discusses reasons a DSMB may not
recommend stopping a trial even after crossing a boundary for benefit.

ﬂ @4 Statistical Challenges for

Bioassay Data @ &

Biopharmaceutical Section, WNAR
Monday, July 30, 10:30 am-12:20 pm

Prediction-Based Decision for Validation of
(Bio)Analytical Methods Using Tolerance Intervals and
Accuracy Profiles

¢ Bruno Boulanger, Université de Liege, Chemin du Foriest, Braine L
Alleud, B1420 Belgium, bruno.boulanger@ulg.ac.be; Walthére Dewe,
GlaxoSmithKline; Francois Moonen, Arlenda; Philippe Hubert, University
of Liege

Key Words: validation assays, tolerance interval, accuracy profile, fit-for-
purpose, prediction based decision

The purpose of validation of analytical methods is to demonstrate that it
is suited for its intended purpose. For quantitative analytical method the
objective is to quantify unknown samples with an acceptable accuracy. A
decision about the suitability of the analytical method based on prediction
is proposed at validation stage: a method is declared proper for routine use
if most of the future results it will generated are likely to be accurate. This
is achieved by using the “fl-expectation tolerance interval” and the corre-
sponding “accuracy profile.” A “fit-for-purpose” approach also proposed to
select the most efficient standard curve. Four case studies will be reported
showing that predictions made using the “fl-expectation tolerance inter-
vals” can be trusted for decision making. This way the objectives of the
analytical method, the objectives of the validation phase are conciliated.

Statistical Methods for Assessing Long-Term Stability of

Compounds in Biological Matrices

+® David M. Hoffman, sanofi-aventis, 1041 Route 202206, Mailcode
M203A, Bridgewater, NJ 08807, david.hoffman2@sanofi-aventis.com;
Robert Kringle, sanofi-aventis



& Themed Session

Key Words: stability, variance components, mixed model, regression

The purpose of a long term stability study is to demonstrate that clinical
samples are stable over the maximum period of sample storage expected in
future clinical trials. Because these studies often last two years or longer,
a particular difficulty is dealing with frequently large random month-to-
month variability. Various study designs, analysis methods, and decision
procedures have been proposed in the literature. We propose a new design-
analysis procedure that utilizes a concurrent control sample to adjust for
random month-to-month fluctuations in a mixed model regression analy-
sis. Performance of the new procedure is evaluated and compared to other
procedures by simulation and by application to historical studies.

Bioassay: Decisionmaking in the Face of Uncertainty

3 Timothy Schofield, Merck & Co., Inc., Merck PO Box 4, Building
37C305, West Point, PA 19486, tim_schofield@merck.com

Key Words: Pharmacuticals, Bioassay, Risk

Bioassays are utilized in the pharmaceutical industry to monitor and con-
trol therapeutic proteins and vaccines. These are important because they
are usually linked to the mechanism of activity of the pharmaceutical.
Bioassays are subject to variability, which translates into elevated decision
risks during development and manufacture. These risks can be minimized
through appropriate bioassay design, optimization, and validation. Studies
and control strategies utilizing bioassays can be designed to overcome the
impact of inherent bioassay variability. This presentation will highlight op-
portunities to minimize variability, and thereby risk. Bioassay designs such
as parallel-line analysis together with randomization, as well as manufac-
turing and QC models, will be highlighted for mitigating risk to the cus-
tomer and manufacturer alike.

Reparameterization of the Five-Parameter Logistic Dose-
Response Curve

<& Jason Liao, Merck & Co., Inc., POBox 4, West Point, PA 19486,
jason_liao@merck.com; Rong Liu, Merck & Co., Inc.

Key Words: dose response curve, four parameter logistic, five parameter
logistic, asymmetry, assay, potency

Recently, the five-parameter-logistic function (5PL) has been increasing
used to model a dose-response curve. The 5PL takes into the curve asym-
metry into consideration to overcome the drawback of currently widely
used four-parameter-logistic (4PL) function, which could lead to wrong
estimates of the important parameters, to poor characterization of the
pharmacological pathways and the mechanisms, and to wrong inference of
drug-receptor interactions. However, the currently used 5PL form does not
have good practical interpretation of these parameters comparing to the
currently used 4PL. In this talk, we will re-parameterize the 5PL to match
the good parameter interpretations of the 4PL. The re-parameterized new
5PL has better practical interpretations and statistical properties.

Overcoming Practical, Statistical, and Robotic
Challenges in Bioassay

** David Lansky, Precision Bioassay, 257 S Union St, Burlington, VT
05401, david@precisionbioassay.com

Good animal husbandry, statistical design, and analysis are all needed for a
successful bioassay. Identifying experimental units is challenging for prop-
erly randomized assays; for the all-too-common non-randomized assay the
challenges grow. Practical constraints in the laboratory often create mul-
tiple levels of blocking, serial dilution error, and design structures more
complex than split-units. Relative potency is a non-linear function of the
observed nonlinear response and there is often non-additivity in the varia-
tion of the response. With non-constant variance, outliers, and insufficient
access to statisticians familiar with bioassay there are many opportunities
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for ad-hoc “solutions.” By combining good designs, statistical software to
drive laboratory robots, and mixed model analyses we aim to provide a
comprehensive solution that facilitates doing bioassay well.

ﬂ @5 Innovative Methods for

Analyzing Observational Studies and
Clinical Studies @

IMS, Section on Statistics in Epidemiology, ENAR
Monday, July 30, 10:30 am-12:20 pm

Robust Propensity Score Analysis for Causal Inference in
Observational Studies

¢ Asheber Abebe, Auburn University, Dept of Mathematics and Statistics,
221 Parker Hall, Auburn, AL 36849, abebeas@auburn.edu; Joseph W.
McKean, Western Michigan University; Bradley E. Huitema, Western
Michigan University

Key Words: Wilcoxon, R-estimation, matching, program evaluation

The use of propensity scores for matching observations based on pre-treat-
ment variables has seen increasing use in recent years. This method, how-
ever, is very sensitive to outlying observations. In this presentation, a robust
version of propensity score matching that is based on rank-based procedures
is proposed. The large and small sample performance of this new method
are evaluated. Case studies using real life data sets are presented.

Propensity Score Analysis with Hierarchical Data

#* Fan Li, Harvard Medical School, 180 Longwood Ave, Boston, MA
02115, li@hcp.med.harvard.edu; Alan M. Zaslavsky, Harvard University;
Mary Beth Landrum, Harvard Medical School

Key Words: propensity score, hierarchical model, causal inference, health
policy, Bayesian

The propensity score method is being increasingly used as a less parametric
alternative to the traditional regression methods in many fields . However,
propensity score was developed and have been applied in cross-sectional
settings with unstructured data. Data collected in the health policy studies
are typically clustered or hierarchically structured, in the sense that pa-
tients are grouped together in one or more ways. In this talk, we present re-
sults in the following aspects: (1) develop and apply valid propensity score
methods for causal inference in the context of hierarchically structured
data; (2) elucidate assumptions underlying methods for causal inference
in the context of hierarchically structured data; and (3) develop diagnos-
tics, which make use of the clustered structure, for testing the sensitivity of
causal inferences to important violations of assumptions.

Bayesian Hidden Markov Models for Alcoholism Data
% Kenneth Shirley, University of Pennsylvania, 400 Jon M. Huntsman
Hall, 3730 Walnut Street, Philadelphia, PA 19104, kshirley@wharton.
upenn.edu; Dylan Small, University of Pennsylvania; Kevin G. Lynch,
University of Pennsylvania

Key Words: Hidden Markov Models, Alcoholism, Longitudinal Data,
Gibbs Sampler, Forward-Backward Recursion

Alcoholism data typically consists of daily drink counts for recovering
alcoholics, and covariates, some of which are time-varying and are also
measured on a daily basis. Hidden Markov Models do a good job of cap-
turing different drinking behaviors over time for this type of data. This
paper incorporates covariates into an HMM for alcoholism data to model
relationships between covariates and the outcome. Bayesian methods are
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used to fit the models, and predictions from the model are compared to
those from other models. The clinical interpretability of estimates from the
HMM is emphasized.

Laplace’s Approximation for Relative Risk Frailty Models
+%* Shibao Feng, Genentech, Inc., 1 DNA Way MS 441B, South San
Francisco, CA 94080-4990, shibaof@gene.com; Lei Nie, Georgetown
University Medical Center; Robert A. Wolfe, University Renal Research
and Education Association

Key Words: Multivariate survival analysis, Mixed Poisson regression
models, Empirical Bayes estimates

Relative risk frailty models are used extensively in analyzing clustered and/
or recurrent time-to-event data. In this paper, Laplace’s approximation for
integrals is applied to marginal distributions of data arising from paramet-
ric (e.g. piecewise exponential) relative risk frailty models. A full likelihood
approach (Feng, Wolfe, and Port 2005) is used to estimate the parameters.
Under regularity conditions, the full likelihood estimators are shown to
be consistent with a rate of convergence depending on both the number of
subjects and number of observations per subject. We compare the full like-
lihood estimators against alternative estimators using limited simulation
and demonstrate the utility of the full likelihood approach by analyzing
U.S. patient waiting time to deceased kidney transplant data.

Dental Arch Clustering in Orthodontics Practice

o Johan Lim, Yonsei University, Applied Statistics, Seoul, 120-749 South
Korea, johanlim@yonsei.ac.kr; Heon Jin Park, Inha University; Sunglm
Lee, DanKook University; Shin-Je Lee, Seoul National University

Key Words: clustering, dental arch

In orthodontics practice, it has an important meaning to cluster dental
arch forms of human adults with normal occlusions into a few sets of pat-
terns according to their geometric similarities. In this work, we propose
a method to cluster dental arch forms of normal occlusion samples; each
sample consists of 28 points measured on 2-D plane 14 points are for max-
illa and the other 14 points are for mandible. Two key components of the
proposed method is: First, we define the distance between two arch form as
the area between two arches in 2-D plane. Second, we plot the observations
on polar coordinates rather than on Cartesian coordinates due to several
merits we will see in the presentation. We apply our method to cluster-
ing dental casts of 307 normal occlusion samples which are selected from
15,836 adults through a community dental health survey from the year of
1999 to 2002 in Seoul.

ﬂ @@ Statistics of Extremes &

IMS
Monday, July 30, 10:30 am-12:20 pm

Large Deviations for Point Processes Based on Stationary

Sequences with Heavy Tails

% Henrik Hult, Brown University, Division of Applied Mathematics, 182
George St, Providence, R1 02912, henrik_hult@brown.edu

Key Words: regular variation, point processes, large deviations, heavy tails

A stationary sequence of random variables with regularly varying tails is
considered. For this sequence it is possible that large values arrive in clus-
ters. That is, there may be many large values in a relatively short period of
time. The aim is to give a detailed description of the occurrence of large val-
ues, not only the size of clusters but also within a single cluster. To do this
a point process based on appropriately scaled points of the stationary se-
quence is constructed. A limiting measure, on the space of point measures,
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describes the joint limiting behavior of all the large values of the sequence.
From this limiting result one can proceed and obtain the functional large
deviation for its partial sums, ruin probabilities, etc. Examples include, lin-
ear processes, random coefficient ARMA processes, and solutions to sto-
chastic recurrence equations. Joint work with G. Samorodnitsky.

Inference of a Heavy-Tailed Distribution

% Yongcheng Qi, The University of Minnesota Duluth, Department of
Mathematics & Statistics, 1117 University Drive, Duluth, MN 55812, ygi@
d.umn.edu

Key Words: Confidence interval, Coverage probability, Empirical likeli-
hood, Tail index estimation, Edgeworth expansion

This paper proposes some new estimators for the tail index of a heavy tailed
distribution when only a few largest values are observed within blocks.
These estimators are proved to be asymptotically normal under suitable
conditions, and their Edgeworth expansions are obtained. Empirical likeli-
hood method is also employed to construct confidence intervals for the tail
index. The comparison for the confidence intervals based on the normal
approximation and the empirical likelihood method is made in terms of
coverage probability and length of the confidence intervals. The simulation
study shows that the empirical likelihood method outperforms the normal
approximation method.

Maximum Likelihood Estimation for Alpha-Stable
Autoregressive Processes

% Beth Andrews, Northwestern University, 2006 Sheridan Road,
Evanston, IL 60208, bandrews@northwestern.edu; Matthew Calder,
Colorado State University; Richard A. Davis, Colorado State University

Key Words: Autoregressive models, Maximum likelihood estimation,
Noncausal, Non-Gaussian, Stable distributions

We consider maximum likelihood estimation for the parameters of au-
toregressive time series processes with non-Gaussian $\alpha$-stable
noise. Both causal and noncausal autoregressive models are considered.
Applications for these time series models have appeared, for example, in
the fields of economics and finance, signal processing, and teletraffic en-
gineering. We give a nondegenerate limiting distribution for consistent
maximum likelihood estimators of model parameters. The estimators for
the autoregressive model parameters are $n”{1/\alpha}$-consistent, while
the estimators for the parameters of the stable noise distribution have the
traditional $n"{1/2}$ rate of convergence. The behavior of the estimators
for finite samples is studied via simulation, and maximum likelihood es-
timation is used to fit a noncausal autoregressive model to stock market
trading volume data.

On the Estimation of the Heavy-Tail Exponent in Time
Series Using the Max-Spectrum

#* Stilian Stoev, University of Michigan, 439 West Hall, 1085 South
University, Ann Arbor, MI 48109, sstoev@umich.edu; George Michailidis,
The University of Michigan

Key Words: heavy-tail exponent, max-spectrum, block-maxima, moving
maxima, max-stable, time series

The estimation of the tail index of distributions with heavy, Pareto-type
tails is an old problem which continues to pose challenges. We propose a
novel approach for estimating the tail index, based on the max self-simi-
larity scaling of block maxima. The method exploits the increasing lack
of dependence of maxima over large size blocks, which proves useful for
dependent, time series data. We establish the consistency of the proposed
max-spectrum estimator for certain classes of dependent time series and
demonstrate its robustness to short-lived contaminations in the data. The
max-spectrum estimator exhibits linear computational time and memory
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complexity and can be calculated in a sequential manner, that makes it
particularly well suited both for massive, as well as streaming data sets.
It also provides a natural time-scale perspective in the analysis of heavy-
tailed time series.

Quotient Correlation: A Sample-Based Alternative to
Pearson’s Correlation

¢ Zhengjun Zhang, University of Wisconsin-Madison, Department of
Statistics, Madison, W1 53706, zjz@stat.wisc.edu

Key Words: necessary condition of tail independence, nonparametric
statistical coefficient, semiparametric statistical coefficient, dependence
measure, gamma distribution, extreme value distribution

The quotient correlation is defined here as an alternative to Pearson’s cor-
relation that is more intuitive and flexible in cases where the tail behavior
of data is important. It measures nonlinear dependence where the regular
correlation coefficient is generally not applicable. One of its most useful
features is a test statistic that has high power when testing nonlinear de-
pendence in cases where the Fisher’s $Z$-transformation test may fail to
reach a right conclusion. Unlike most asymptotic test statistics, which are
either normal or $\chi"2$, this test statistic has a limiting gamma distribu-
tion (henceforth the gamma test statistic). More than the common usages
of correlation, the quotient correlation can easily and intuitively be adjust-
ed to values at tails. This adjustment generates two new concepts—the tail
quotient correlation and the tail independence test statistics.

ﬂ @ ? Applications of Objective

Bayesian Analysis @ &

Section on Bayesian Statistical Science
Monday, July 30, 10:30 am-12:20 pm

Estimate Response Rates and Satisfaction Given
Response Jointly Using Hierarchical Bayesian Modeling
Approach

+* Xiaoming Gao, Missouri Department of Conservation, 1110 South
College Ave, Columbia, MO 65203, sherry.gao@mdc.mo.gov; Dongchu
Sun, University of Missouri-Columbia; Zhuoqgiong (Chong) He, University
of Missouri-Columbia

Key Words: Bayesian Hierarchical model, Spatial corrrelation, nonre-
sponse, 2-fold CAR model, conditional probabilities

Human survey is an important tool in wildlife management. Missouri De-
partment of Conservation (MDC) conducts Hunter Attitude Survey peri-
odically to estimate hunters’ satisfaction with MDC’s deer management
program. In an effort to increase response, the survey was sent out three
mailings, but the state wide response rate is only 55%. In this study, we’re
interested in estimating response rate and satisfaction rate given response
at county level. We lay out it as a multinomial problem based on condition-
al probabilities. We propose a Bayesian hierarchical model to characterize
the mailing and county effects on the response and satisfaction rates. This
model also includes a 2-fold CAR model which allows us to estimate not
only the spatial correlations in response rates and satisfaction rates given
response among counties, but also a correlation estimate between response
and satisfaction.

@ Applied Session
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Objective Priors for Overdisposed Weibull Models for
Breast Cancer Incidence and Survivals

+* Luyan Dai, University of Missouri-Columbia, 29 Broadway Village Dr,
Apt F, Columbia, MO 65201, ld9n9@mizzou.edu; Zhuoqiong (Chong) He,
University of Missouri-Columbia; Dongchu Sun, University of Missouri-
Columbia; Mario Schootman, Washington University in St. Louis

Key Words: Refernce prior, spatial-survival model, posterior quantiles,
objective priors, breast cancer

Most of the widely used Weibull models in Bayesian survival analysis are
based on subjective priors. The Bayesian estimates are often very sensitive
to the choices of the priors. Some known objective priors for overdisposed
Weibull models would result in improper posteriors. In this paper, we pro-
pose a spatial-survival model by incorporating reference priors to inves-
tigate geological variation on county and census tract level among breast
cancer incidents in Iowa. Moreover, the estimators of unknown parameters
are computed by posterior quantiles since reference priors lead to nonex-
istence of posterior moments in this case. Results based on subjective and
objective priors are also compared.

Objective Priors for Spatially Adaptive Smoothing Splines

% Yu Yue, University of Missouri-Columbia, 52 Broadway Village Dr, Apt
A, Columbia, MO 65201, yytc9@mizzou.edu

In previous work, Yue and Speckman developed a class of priors for spa-
tially adaptive smoothing and thin-plate splines by introducing a spatial
model for the precision parameter of an intrinsic Gaussian Markov random
field. The adaptive priors are effective in the classic nonparametric regres-
sion problem with normal error terms (i.e., curve fitting). The computation
is efficient due to the sparseness of the precision matrix. In this work, we
discuss the possibility of using objective priors on the variance terms of the
adaptive priors. The results are mixed. Unlike the nonadaptive case investi-
gated by Speckman and Sun (2003), it appears that improper priors cannot
be used simultaneously at all levels of the hierarchical model. However, we
find conditions on proper priors in the high levels of the model to permit
the use of the invariance prior for the error variance.

Objective Bayesian Analysis in Memory Study

o Xiaoyan Lin, University of Missouri-Columbia, Statistics Dept., 29
Broadway Village Dr, Apt F, Columbia, MO 65201, xlzt3@mizzou.edu;
Dongchu Sun, University of Missouri-Columbia

Key Words: Objective Bayisan, Hierarchical Model, Right Haar prior,
Two-level Wishart prior, Gibbs sampler

Psychologists believe memory consists two primary components, “con-
scious recollection” and “automatic activation.” A famous approach to
measure the two memory components is the Process Dissociation Proce-
dure. Two sets of generalized linear additive models are used to model the
recollection ability and automatic activation ability, respectively. Additive
components are the effect of a participant and the effect of an item. Ob-
jective Bayesian analysis is conducted to estimate the effects. We put the
hierarchical priors on the generalized linear models. At the first stage, two
bivariate normal priors are used for the effects of participants and the ef-
fects of items, respectively. At the second stage, we use objective priors on
the two covariance matrices. The simulation is done to illustrate the good-
ness of the model. The propriety of the posterior distribution is explored.
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Statistics Student Paper Competition:
Applications in Biostatistics @ &

Section on Bayesian Statistical Science
Monday, July 30, 10:30 am-12:20 pm

Multivariate Spatial-Temporal Modeling and Prediction of
Speciated Fine Particles

% Jungsoon Choi, North Carolina State University, P219 ES King Village,
3820 Jackson St, Raleigh, NC 27607, jchoi@ncsu.edu; Montserrat Fuentes,
North Carolina State University; Brian Reich, North Carolina State
University; Jerry Davis, North Carolina State University

Key Words: multivariate spatiotemporal processes, Bayesian inference, ;
linear coregionalization model, air pollution, environmental statistics

PM2.5 is an atmospheric pollutant linked to serious health problems. It
is composed of sulfate, nitrate, total carbonaceous mass, ammonium, and
crustal material. These components have complex spatiotemporal depen-
dency and cross-dependency structures. It is important to understand the
patterns of these components and to estimate how they might change with
space and time, by spatially interpolating speciated PM2.5 to conduct spa-
tiotemporal epidemiological studies of the association of these pollutants
and adverse health effects. We introduce a multivariate spatiotemporal
model for speciated PM2.5 using a linear coregionalization model and a
Bayesian hierarchical framework. We also introduce a statistical frame-
work to combine different sources of data to explain bias and measurement
error. We apply our framework to speciated PM2.5 data in the US in 2004.

Antiviral Dynamic Models with Application to AIDS
Studies: A Bayesian Approach

% Tao Lu, 14305 Wedgewood Circle, Apt 21, Tampa, FL 33613, t/u2004@
hotmail.com

Key Words: Bayesian nonlinear mixed-effects models, McMC, longitudi-
nal data, long-term HIV dynamics, antiretroviral diig he apy, AIDS

A virologic marker, the number of HIV R =¢ i 53 wvi. lioad, is current-
ly used to evaluate antiviral the. oi  in 2. S ¢ aical trials. This marker
can be used to assess thi aptiv. 1 ot acy “tnerapies but is easily affected
by drug exposur's, ¢ g 2s ta ce nuother factors during the long-term
treatment” rc 2s 'I{ be =1 nuerstanding of the factors responsible for
the virc »¢ « | il re, ".is paper develops a mechanism-based nonlinear
different: ' »¢ tion models for characterizing long-term viral dynam-
ics with ALV therapy. A Bayesian nonlinear mixed-effects modeling ap-
proach is investigated for estimating dynamic parameters by fitting the
model to viral load data from an AIDS clinical trial. These results suggest
viral dynamic parameters may play an important role in understanding
HIV pathogenesis designing new treatment strategies for long-term care
of AIDS patients.

Bayesian Variable Selection with Joint Modeling of
Categorical and Survival Outcomes: An Application to
Individualizing Chemotherapy Treatment in Advanced
Colorectal Cancer

4 Wei Chen, Karmanos Cancer Institute, Biostatistic Core, 4100 John R,
Detroit, MI 48201, chenw@karmanos.org

Key Words: Multivariate Regression, Hierarchical Model, Latent Vari-
able, Interaction, MCMC
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Clinical studies for colorectal cancer have shown that genetic alterations
lead to different responses to same treatment, despite the morphologic sim-
ilarities of tumors. This article focuses on developing statistical method ap-
propriate for individualizing treatment. The multivariate regression model
with latent variables and structured variance covariance matrix considered
here accounts for the correlated nature of multiple endpoints and the fact
that endpoints have different statistical distributions. The mixture normal
hierarchical structure incorporates a variable selection rule for interaction
terms. The application to the advanced colorectal cancer study revealed
the associations between multiple endpoints and certain alterations of bio-
markers, demonstrating the potential of individualizing treatment based
on genetic profiles.

Expert Opinion, Informative Priors, and Sensitivity
Analysis for Longitudinal Binary Data with Informative
Dropout

3 Joo Yeon Lee, Food and Drug Administration, 1733 Anderson RD, Falls

Church, VA 22043, jooyeon@stat.brown.edu; Joseph W. Hogan, Brown
University

Key Words: Informative dropout, Pattern mixture model, Sensitivity
analysis, Prior elicitation, Informative priors

Elicitation of expert opinions is a crucial role in fully Bayesian way of sensi-
tivity analysis. In this paper we use a pattern mixture model, composed of
transition model within pattern, for repeated binary data with nonignorable
dropout and introduce parameter identification scheme which allows the
analyst to explore the effects of possibly nonignorable dropout. We show
how to elicit prior distributions that reflect beliefs about the distribution of
missing responses using experts opinions and how different prior beliefs can
affect study conclusion. Methods are illustrated using data from the OASIS
study, a longitudinal clinical trial of a motivational intervention for smoking
cessation in smokers participating in outpatient alcohol treatment.

A Semiparametric Joint Modeling Approach for
Nonignorable Missing Data
+ Liansheng Zhu, Pharmaceutical Product Development, Inc, 311 Castle

Hayne Dr, Cary, NC 275109, liansheng.zhu@rtp.ppdi.com; Sujit Ghosh,
North Carolina State University

Key Words: Bayesian inference, GAM, Joint modeling, Missing data

It is generally difficult to analyze incomplete data when the missingness is
informative. Pattern-mixture models are commonly used in practice. Con-
cerns include that not all parameters are identifiable and marginalization
over patterns can be tricky for discrete outcomes. Zhu et al. (2007) pro-
posed a parametric joint-modeling approach within a Bayesian framework
in which patterns are defined by surrogate variables and treated as random
effects. A parametric generalized linear model may not be appropriate es-
pecially when the missingness is non-ignorable. An extension to accom-
modate nonlinear models is proposed within the framework of generalized
additive models (GAMs). Our small simulation study indicates that the
joint model by using GAMs performs well when the underlying model is
non-linear. We reanalyzed the CPCRA trial data and confirmed the signifi-
cance of the treatment effect.

ﬂ @@ Nonparametric Curve

Estimation ® &

Section on Nonparametric Statistics
Monday, July 30, 10:30 am-12:20 pm
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A New Bayesian Procedure for Nonparametric Regression
Estimation and Pointwise Confidence Bands

#* Linda Zhao, University of Pennsylvania, 3730 Walnut ST, Philadelphia,
19104, Izhao@wharton.upenn.edu

We construct approximate Bayesian confidence intervals for the values,
f(x), of a nonparametric regression function. The method uses a blockwise
construction which reduces the problem to that of confidence intervals for
single coordinates of a multivariate normal mean. The prior adopted for
the multivariate mean problem is a modification of the Harmonic prior. In
this multivariate problem the Bayesian estimates perform well although the
Bayesian regions for single coordinates tend to overcover in a crucial part of
the space. A frequentist modification is then suggested in the multivariate
problem and the results are carried over to the original regression problem.
The resulting nonparametric regression confidence bands have outstanding
frequentist coverage properties over a wide range of empirical examples.

Consistent Learning Methods Are Approximately Local

#* Yaacov Ritov, The Hebrew University of Jerusalem, Department of
Statistics, Jerusalem, 91905 Israel, yaacov@mscc.huji.ac.il; Alon Zakai, The
Hebrew University of Jerusalem

Key Words: Nonparametric, Classification, SVM

We investigate the following learning-theoretical statement: We call a
learning method local if, given a training set, it produces an estimate for
a particular point that depends only on close-by points from the training
set. We formally define this concept in several ways and show several theo-
retical results relating to those definitions, in particular that any consistent
method is very close to being local.

Remarks on Bandwidth Selection for Discrimination

+* David W. Scott, Rice University, 4143 Marlowe Street, Houston, TX
77005-1953, scottdw@rice.edu

Key Words: kernel density estimation, classification, bandwidth, smoothing

Unlike parametric estimation, no single nonparametric estimate is optimal
for different purposes. Using nonparametric density estimates in statistical
discrimination, Friedman (1997) argued that optimal smoothing param-
eters should be much larger than for optimal density estimation itself. That
is, there is a much different bias/variance tradeoff for discrimination. We
revisit this thesis, borrowing on an idea of Hall and Wand (1988) using
density differences.

Estimating Common Mean Curve in Interlaboratory
Studies

+* Andrew Rukhin, University of Maryland, Department of Math Stat,
1000 Hilltop Circle, Baltimore, MD 21250, rukhin@math.umbc.edu

Key Words: meta-analysis, statistical metrology

The primary goal of this work is to extend two methods of random effects
models to situation when a consensus mean in a collaborative study is rep-
resented as a curve. These methods comprise the DerSimonian-Laird es-
timator, stemming from meta-analysis, and the Mandel-Paule algorithm
widely used in metrological interlaboratory studies. The alternative esti-
mators are also discussed. Two methods of assessing the uncertainty of
these estimators and the resulting confidence bands are given.

Conditional Density Estimation

#* Sam Efromovich, University of Texas at Dallas, 4213 Twilight Trail,
Plano, TX 75093, efrom@utdallas.edu

Key Words: Adaptation, Regression, Nonparametric, Minimax
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A problem of estimation of the conditional density of the response given the
predictor is considered. A universal adaptive estimator is suggested which:
(i) matches performance of an oracle that knows both an underlying model
and an estimated conditional density; (ii) is sharp minimax over a vast class
of anisotropic conditional densities; (iii) is at least rate minimax when the
response is independent of the predictor and thus a conditional density be-
comes a univariate marginal density (performs a dimension reduction); (iv)
is adaptive to an underlying design (fixed or random) of predictors. Some
extensions, including multiwavelet estimators and vector-predictors, are
also discussed.

ﬂ 4@ Statistical Literacy 2007

Section on Statistical Education, Section on Teaching Statistics in
the Health Sciences
Monday, July 30, 10:30 am-12:20 pm

Statistics for Innumerate Journalists

% Stephen Doig, Arizona State University, Cronkite School of Journalism,
Campus Box 871305, Tempe, AZ 85287-1305, steve.doig@asu.edu

Key Words: journalism, innumeracy, statistics education

By and large, journalists tend to be bright people who at some point in
public school hit a bad math teacher and from then on decided “I must
be a word person, not a numbers person.” Unfortunately, good journal-
ism requires competent math skills, to the horror of many otherwise good
journalists. This paper will describe strategies for teaching basic math and
statistics, from descriptive to linear regression, to math-phobic reporters.

Quantitative Reasoning: An Activity-Based Course with
Real Data and Relevant Issues

o Kay Somers, Moravian College, 1200 Main Street, Bethlehem, PA
18018, mekbsO1@moravian.edu

Activity-based learning that uses real data and draws on real-life situations
is the basis for our entry-level, general education course “Quantitative Rea-
soning and Informed Citizenship.” As its title suggests, the course investi-
gates relevant applications and is designed to help students become more
informed citizens and learn to use technology effectively. This talk will
provide an overview of the course topics, which are organized into three
general sections: Numerical Reasoning; Logical Reasoning; and Statistical
Reasoning. We will discuss the variety of contexts, from sports to social
and economic issues, and the types of examples, exercises, and activities
that have been designed to engage students. We will describe the classroom
activities and will present positive results that illustrate how students’ at-
titudes about and aptitude for mathematics are affected by such a course.

Success of Relative Strength Investing Within Similar

Asset Classes

% Marshall Schield, Stir Research, 665 Glacier Club Drive Unit 6,
Durango, CO 81301, mis@stirresearch.net; Milo Schield, Augsburg College

A mutual fund analysis of Callan data found that buying last year’ winners
gave less growth than simply diversifying the portfolio each year. The mu-
tual fund analysis implied that using relative strength to make purchases
was suboptimal. However, the same study with repeated with dramatically
different conclusion. Buying last years leaders gives the investor a tremen-
dous lead. Why the difference? The difference is whether the asset classes
are similar or different. The Callan table includes a bond as an asset class,
along with 7 equity asset classes. The bond class is extremely influential. It
is like a confounder; it distorts the data. If you do the same study using only
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equity classes, buying last year’s leader works extremely well. This phenom-
enon is verified using different types of assets.

Grammar of Chance

4 Tom Burnham, Cognitive Consulting, 7550 Windsor Oaks, San
Antonio, TX 78239, tvvb@vortex4.net; Milo Schield, Augsburg College

Key Words: statistical literacy

The grammar of chance is reviewed. Chance grammar includes odds, risk,
likelihood and probability for single percentages. It also includes likely and
prevalent along with other comparisons of ratios. Chance grammar is of-
ten used in everyday speech in a non-quantitative sense or if calculated
from data, the data may not constitute a reasonable statistical universe. In
chance statements, it is often difficult to distinguish part from whole or to
distinguish the random outcome from the generating process. Examples
are reviewed from a variety of sources. This paper examines grammatical
devices that are sufficient to eliminate such ambiguities.

Media Stories Involving Numbers

#* Milo Schield, Augsburg College, 1767 Alameda, Roseville, MN 55113,
milo@pro-ns.net

Key Words: statistical literacy, numeracy, quantitative literacy

Several hundred web-based media stories involving numbers have been
analyzed for their statistical content. This content included the description
and comparison of counts and measures, percentages and rates, chance and
probability. Traditional statistical topics include sample size, confidence
level, margin of error, and statistical significance. Non-traditional statisti-
cal topics include types of arithmetic association, effect size and the per-
centage and number of cases attributable to an exposure. Topics involving
the statistical context included the type of study (experiment vs. observa-
tional, longitudinal vs. cross-sectional, controlled vs. uncontrolled) and the
presence of random selection and random assignment. The prevalence of
these topics is analyzed and compared. This web-accessible index may help
teachers find media stories that illustrate a particular quantitative topic.

ﬂ él:!j ﬂ Statistical Phylogenetics

IMS
Monday, July 30, 10:30 am-12:30 pm

A Bayesian Model To Infer the Relationship Among
Several Recombinant Sequences

¢ Erik Bloomquist, University of California, Los Angeles, Department of
Biostatistics, School of Public Health, Los Angeles, CA 90095, ebloomqu@
ucla.edu; Marc A. Suchard, University of California, Los Angeles

Key Words: Phylogenetics, HIV, Bayesian, Recombination, HBV

We propose a Bayesian model that allows the relationship among several
recombinants to be inferred. The model also provides dating information
for the recombinant virions. The model is an extension of a previous model
introduced by Minin et al. (2005). The model is highlighted by the use of an
HIV example as well as a Hepatitis B example.

Inference About Gorilla Population History Using MCMC
Method

% Joungyoun Kim, University of Wisconsin-Madison, 4725 Sheboygan
avenue, 337, Madison, W1 53705, joungyoun@gmail.com

Key Words: Phylogenetics, Genealogy, Population tree, Sequence tree,
Coalescent process
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The purpose of this paper is to explore the geographical distribution of
genetic variation in gorilla populations in order to better understand the
phylogeographic history of them. We base our inference on two types of
DNA sequence data. One type is HV1, the first hyper-variable region in
the mitochondrial control region. The other type is so-called Numts, DNA
sequences in the nuclear chromosomes which are thought to be copies of
HVI1. We expect that the substitution rate in mitochondrial sequences is
much higher than in nuclear genes. Therefore, our model uses different
rates for each sequence type. We want to estimate (1) the phylogenetic re-
lationships among gorilla populations; (2) times of the events when mito-
chondrial sequence was transferred to nuclear chromosomes. We take a
Bayesian approach using MCMC methods for the computation.

Bayes Estimation of Hybridization in Species Phylogeny
Based on Incongruent Gene Topologies

% Chen Meng, University of New Mexico, 521 Spruce St SE Apt 308,
Albuquerque, NM 87106, chenmeng@unm.edu

Key Words: phylogenetics, hybridization, coalescence, Bayesian

Evolutionary inference via phylogenetic trees has been increasingly per-
formed on DNA sequence data from multiple genes for a set of organisms.
Both incomplete lineage sorting and hybridization (gene flow between
distinct species) may cause topological incongruence between species tree
and gene trees. We develop a model that assumes independent evolution
across genes and allows both deep coalescence and hybridization. Frequen-
tist tests and Bayesian approaches are used to detect hybrid speciation. The
Bayesian method incorporates prior knowledge about hybridization. An
MCMC algorithm is implemented to estimate the proportion of the genes
that are derived from each parental species under the model and to deter-
mine which factor (hybridization or coalescence) is primarily responsible
for variation in individual gene histories. We apply the method to simu-
lated and real data.

Joint Bayesian Estimation of Phylogeny and Sequence
Alignment

3 Heejung Shim, University of Wisconsin-Madison, Statistics, 402 Grand
Ave 5, Madison, 53705, shim@stat.wisc.edu

Key Words: phylogeny, sequence alignment, MCMC

Phylogeny and sequence alignment are estimated separately in the tra-
ditional techniques : first estimate a multiple sequence alignment, and
then infer a phylogeny based on the sequence alignment estimated in the
previous step. We develop a joint model for co-estimating phylogeny and
sequence alignment. The phylogeny estimate from the joint model avoids
bias due to conditioning on a single alignment and properly accounts for
alignment uncertainty. We model the insertion/deletion process directly
without artificial restrictions against overlapping events. Since our meth-
od does not use dynamic programming, we expect improvement in time
complexity in comparison to other methods for joint phylogeny and se-
quence alignment estimation. We use a Bayesian approach using MCMC
to estimate the posterior distribution of phylogenetic tree and a multiple
sequence alignment.

Spatial Location-Dependent Substitution Models and
Their Application to Phylogenetics

o Xueliang Pan, The Ohio State University, 3536 Chowning Ct,
Columbus, OH 43220, xpan@stat.ohio-state.edu; Dennis K. Pearl, The
Ohio State University; J. Dennis Pollack, The Ohio State University

Key Words: phylogeny, Bayesian method, substitution model, crystallog-
raphy

The conservation of the amino acids in homologous DNA sequences de-
pends on a selection process that depends on functional and structural
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constraints. In this study, a model allowing site variation (conservation)
to depend on spatial location is presented to reconstruct the phylogeny
using Markov Chain Monte Carlo methods. The spatial location of each
amino acid is obtained independently from crystallographic images. The
model then assumes that conservation is monotonically increasing as we
get closer in space to the functional core of a protein. Differences in quality
of fit, in convergence and computational efficiency between this model and
some other widely used models allowing rate variation are compared. We
demonstrate the usefulness of the model by analyzing large data sets with
sequences from 12 different enzymes which are each found in species from
all Kingdoms.

ﬂ 42 Theory and Applications

of Gene Coexpression Network
Methods @ &

WNAR, ENAR, Biometrics Section
Monday, July 30, 10:30 am-12:20 pm

Microarray Gene Coexpression Analysis by a Supervised

Sequential Clustering Algorithm

% Cheng Cheng, St. Jude Children’s Research Hospital, Department of
Biostatistics MS 768, St Jude Childrens Research Hospital, Memphis, TN
38016, cheng.cheng@stjude.org

Key Words: Clustering, Gene, Co-expression, Microarray, Pathway,
Genomics

Most microarray gene expression analyses have focused on the analysis of
each gene (probe) individually. Because genes form complex signaling and
regulatory pathways in carrying out their biological functions, existence of
coexpressions are plausible in even a snapshot microarray gene expression
experiment, and such coexpressions may be reflected by the stochastic re-
lationships among the genes’ expression data. Detecting the coexpressions
may help identify the underlying signaling/regulatory pathways involved in
the biological process of interest. A clustering algorithm for this purpose,
coupled with an inference procedure, will be presented in this talk. The
methodology will be illustrated by real-data examples.

WGCNA: A Software for Weighted Gene Coexpression
Network Analysis

+¢ Lin Wang, University of California, Los Angeles, 11511 Ohio Avenue,
Apt 4, Los Angeles, CA 90025, wifll@yahoo.com

Key Words: Weighted network, gene expression, gene co-expression

Weighted gene co-expression network approach for analyzing microar-
ray data has been shown to be useful to elucidate the molecular basis of
cancer, complex traits, and other genomic applications. Here we present a
software, WGCNA, which implements gene co-expression network con-
struction, module detection, and connectivity calculation. We show how to
use the software to find biologically and statistically significant genes. This
user-friendly software has a graphic interface that facilitates straightfor-
ward input of microarray and clinical trait data. For each gene it computes
several intra-modular connectivity measures, which can be interpreted as
fuzzy clustering. We also illustrate network screening by identifying can-
cer related genes and show how to compute a false discovery rate.

@ Applied Session
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Network-Based Meta Analysis Methods for Microarray
Data

#* Wen Lin, University of California, Los Angeles, 29 Alevera St, Irvine,
CA 92618, wenlin@ucla.edu; Steve Horvath, University of California, Los
Angeles

Key Words: network

The accumulation of microarray data poses a new statistical problem: how
to combine multiple gene expression data that have been measured using
different technological platforms and different measurement protocols.
Toward this end, several meta-analysis techniques have been suggested in
the literature. Since traditional meta analysis techniques may ignore im-
portant biological pathway, we propose a novel method that makes use of
weighted gene co-expression network concepts. Specifically, we propose
two types of network-based scores that allow one to rank genes based on
their gene significance levels and module membership information. Us-
ing simulations and real data applications, we compare the performance
of these network based meta analysis techniques to several existing ap-
proaches including a recent method based on the concept of “integrative
correlation” (Parmigiani et al. 2004).

Clustering Procedures for Finding Shared Modules
Across Multiple Microarray Datasets

¥ Peter Langfelder, University of California, Los Angeles, Dept of Human
Genetics, 695 CE Young Dr S Box 708822, Los Angeles, CA 90095-7088,
peter.langfelder@gmail.com; Steve Horvath, University of California, Los
Angeles

Key Words: Gene co-expression networks, Module networks, gene dis-
similarity, hierarchical clustering

We develop a novel statistical method for finding shared modules across
multiple microarray gene expression datasets. This data reduction tech-
nique employs a ‘‘consensus”’ gene dissimilarity measure (based on
weighted gene co-expression networks) in conjunction with hierarchical
clustering. Several suitable dissimilarity measures are presented and com-
pared. We briefly explore their statistical properties, then apply the most
appropriate method to several empirical datasets. In gene expression net-
works, the shared modules represent pathways that are common among the
organisms or tissues under study and hence are biologically meaningful.

Connectivity, Module-Conformity, and Significance:
Understanding Weighted Gene Coexpression Networks

+ Jun Dong, University of California, Los Angeles, Dept of Human
Genetics, Los Angeles, CA 90095, jundong@ucla.edu; Steve Horvath,
University of California, Los Angeles; Andy Yip, National University of
Singapore

Key Words: connectivity, hub gene, clustering coexcient, eigengene, co-
expression network, microarrays

Network concepts are increasingly used in biology and genetics. Here we
study the relationship of important network concepts in gene coexpres-
sion module networks based on the transcriptional response of cells to
changing conditions. The main goal of this paper is to explain the mean-
ing of intramodular connectivity and other network concepts in terms of
the underlying gene expression profiles. We present theoretical and em-
pirical results that show how intramodular connectivity and several other
network concepts are related to properties of the module eigengene. Our
theoretical results allow us to characterize modules where hub genes will
be highly correlated with an external microarray sample trait, and are ap-
plicable to any network that is comprised of highly correlated genes (e.g.,
a gene coexpression module). We illustrate our results with a brain cancer
coexpression network.
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Biometrics Section
Monday, July 30, 10:30 am-12:20 pm

Exonerating Bonferroni’s Multiple Testing Procedure

% Alexander Gordon, The University of North Carolina at Charlotte, 9201
University City Blvd, Charlotte, NC 28223, aygordon@uncc.edu; Galina
Glazko, University of Rochester; Xing Qiu, University of Rochester; Andrei
Yakovlev, University of Rochester

Key Words: multiple testing, Bonferroni’s procedure, stability, microarrays

The Bonferroni multiple testing procedure is commonly perceived as being
overly conservative in large-scale simultaneous testing situations such as
those that arise in microarray data analysis. The objective of the present
study is to show that this popular belief is due to overly stringent require-
ments that are typically imposed on the procedure rather than to its con-
servative nature. To get over its notorious conservatism, we advocate using
the Bonferroni selection rule as a procedure that controls the per family
error rate (PFER). Its stability, as well as the ability to provide strong con-
trol of the PFER, make the Bonferroni procedure an attractive choice in
microarray studies.

Statistical Framework for Integrative Analysis of Multiple
Gene Expression

o Chien-Cheng Tseng, University of Pittsburgh, 130 Desoto Street,
Pittsburgh, PA 15218, ctseng@pitt.edu

Key Words: meta-analysis, microarray, expression profile

With the availability of tons of expression profiles on the web, the needs of
meta-analyses to enhance different types of microarray analyses are obvi-
ous. For detection of differentially expressed genes, most of the current
efforts are focused on comparing and evaluating gene lists obtained from
each dataset and areal sense of information integration is rarely performed.
In this paper, we propose a general framework of statistical integration by
a weighted averaged statistics when multiple biologically relevant data
sets are available and a permutation analysis is applied to control the false
discovery rate. A subset of differentially expressed genes identified in the
integrative analysis are otherwise ignored in each individual analysis. We
will show the advantage of combining information from multiple data sets
through simulation and real data of lung and prostate cancer.

A Method of Detecting Differential Gene Expression for

Cross-Species Hybridization Experiments

¢ Ying Chen, University of California, Davis, 4400 Solano Park Circle,
APT 1211, Davis, CA 95616, ychen@wald.ucdavis.edu; Anu Chakicherla,
Lawrence Livermore National Laboratory; David Rocke, University of
California, Davis

Key Words: cross-species, microarray, gene set analysis, GSEA, ToTS

Cross-species microarray hybridization has been shown to be a potentially
powerful tool for understanding genomics in organisms in which there is
no complete genomic sequence available. However, sequence differences
between two species made it difficult to detect any significant change in
gene expressions. Previous literature demonstrated an empirical masking
procedure to analyze such data. The fact that gene set analysis is useful to
detect minimal or moderate changes in gene expressions motivated us to
apply this technique in cross-species analysis. In this study, we proposed a
novel knowledge-based method to analyze a real cross-species data set. We
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compared the results of two gene set analysis tools (GSEA and ToTS) used
in this data set. Our findings showed that gene set analysis method can
be used as a powerful technique for analyzing cross-species hybridization
experiments.

Identifying Differentially Expressed Genes for Time-
Course Microarray Data Through Functional Data
Analysis

+* Kun Chen, University of California, Davis, Department of Statistics,

Davis, CA 95616, kchen@wald.ucdavis.edu; Jane-Ling Wang, University of
California, Davis

Key Words: Time-course Gene Expression, Differentially Expressed Genes,
Functional Data Analysis, Functional Principal Component, hybrid EM

In order to identify genes that show differential expression under two con-
ditions, we develop and employ the Functional Principal Component (FPC)
model to depict the dynamics of the gene trajectories. In our model, the gene
expression trajectories are captured by less basis functions than the other
methods, and these basis functions are estimated from the data reflecting
major mode of variation in the data. The dependency structure of the gene
expression over time is also considered without any parametric assumptions
and estimated from all genes such that the information across the other genes
can be borrowed. The parameter estimation is carried out by hybrid EM al-
gorithm for an efficient computation. We apply our method to real and simu-
lated data set and compare it to two-way mixed ANOVA method. With little
model assumptions FPC analysis shows better performances.

RDCurve: A Nonparametric Method To Evaluate the
Stability of Selection Procedures

+ Xin Lu, University of California, San Diego, 9500 Gilman Dr, MC0645,
LaJolla, CA 92093, xinlu@ucsd.edu

Key Words: gene selection, microarray, re-discovery rate

We proposed a nonparametric Re-Discovery Curve (RDCurve) method, to
estimate the probability of re-discovery of gene selection from microarray
data sets. Given a selection procedure and a data set, the RDCurve method
applies the selection procedure repeatedly to bootstrapped data, select a
subset of important genes, and then estimate the expected frequency of re-
discovery of the selected subset of genes. We also proposed a permutation
method to estimate the confidence band of RDCurve under Null hypoth-
esis to justify the significance of the RDCurve. The method we proposed is
a complement to traditional FDR method. It is nonparametric and model
independent. With the RDCurve method, we can also estimate the signal-
noise ratio of a give data set, compare the performance of two selection
procedures in term of them expected rediscovery rate, or select the number
of genes to be reported.

Sample Size Estimation for Factorial Designs in
Microarray Studies

% Bruce Thompson, Clinical Trials & Surveys Corp., 2 Hamill Road, Suite
350, Baltimore, MD 21210, bthompson@c-tasc.com; Clara Chu, Clinical

Trials & Surveys Corp.; Thomas J. Richards, University of Pittsburgh
Medical Center

Key Words: microarray studies, sample size estimation, false positive,
false negative

One can use factorial designs for sample size estimation in microarray
studies. Sample size calculations follow the multiple testing framework
given by Benjamini and Hochberg (1995), which limit the number of false
positive and negative determinations of differential expression. The meth-
od for a 2X2 design follows: 1) set alpha and beta and calculate a sample size
for a single gene analysis such that: among G independent genes (with GO
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and G1 genes not differentially and differentially expressed, respectively),
the probability that phat (the proportion of genes that test as differentially
expressed among the tests showing differential expression) is greater than
“p” (e.g., 0.95), will have a specified confidence (e.g., 99%) 2) divide the re-
quired sample size in half to obtain the number for each of the four groups.
An example will be provided from the Lung Tissue Research Consortium.

Normalization for Replicated MicroRNA Array Data with
Spike-In Controls
% Yuhua Su, Yale University, 25 York Street, School of Medicine, WW W

218, New Haven, CT 06520, yuhua.su@yale.edu; Joanne B. Weidhaas, Yale
University; Daniel Zelterman, Yale University

Key Words: microRNA array, normalization, triple-negative breast can-
cer, spike-in control

Microarray experiments involve multiple readings of gene expression lev-
els and have multiple sources of variation including scanner settings and
background readings. Normalization refers to the process of identifying
the sources of variation and handling the microarray data in such a way
that the expression levels are biologically comparable between arrays or
between the printed probes. We describe using the background level read-
ings and spike-in controls to normalize the arrays. This work develops a
transformation method to adjust the arrays so that linear relationships
among probes will be preserved. The proposed method is illustrated using
microRNA array data from a study of triple-negative (HR/PR/ER) breast
cancer patients.

ﬂ 44 Machine Learning and

Related Issues @

Biometrics Section
Monday, July 30, 10:30 am-12:20 pm

Integration of Relational and Hierarchical Network
Information: Prediction of Protein Function
® Xiaoyu Jiang, Boston University, 111 Cummington Street, Dept of Math

and Stats Boston University, Boston, MA 02215, xiaoyu@math.bu.edu;
Eric D. Kolaczyk, Boston University; Simon Kasif, Boston University

Key Words: protein function prediction, Gene Ontology hierarchy, poste-
rior probability, Bayesian learning

In the current climate of high-throughput computational biology, the infer-
ence of a protein’s function from related covariates, such as protein-protein
interaction (PPI) relations, has become a canonical problem. Most existing
technologies pursue this task as a Gene Ontology (GO) term-based classi-
fication problem. However, ontology structures are essentially hierarchies,
with certain top to bottom annotation rules. We propose a probabilistic
framework to integrate relational data, in the form of a PPI network, and
the GO hierarchy, and offer two classifiers classifying GO terms marginally
and jointly. Efficient dynamic programming algorithms for their computa-
tion are derived. We apply and evaluate our model in the yeast Saccha-
romyces cerevisiae for a whole-genome protein function prediction. It is
found that substantial improvements may be obtained over non-hierarchi-
cal methods.

Subject-Adaptive, Real-Time Sleep Stage Classification
Based on Conditional Random Field

¢ Gang Luo, IBM T.J. Watson Research Center, 19 skyline drive,
Hawthorne, NY 10532, luog@us.ibm.com; Wanli Min, IBM T.J. Watson
Research Center
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Key Words: pattern recognition, conditional random field, sleep staging,
spectrum analysis, subject adaptation, machine learning

Sleep stager performs one of the mostimportant steps in sleep analysis: clas-
sifying sleep recordings into sleep stages. We report an online sleep stager
using electroencephalogram (EEG) signal based on a recently developed
statistical method, conditional random field. Using sleep recordings from
human subjects and birds, we show that the average classification accuracy
of our sleep stager almost approaches the theoretical limit and is about
8% higher than that of existing systems. Moreover, for a new subject snew
with limited training data Dnew, we perform subject adaptation to improve
classification accuracy. Using sleep recordings from human subjects, we
show that even without any Dnew, our sleep stager can achieve an average
classification accuracy of 70% on snew. This accuracy increases with the
size of Dnew and eventually becomes close to the theoretical limit.

Variable Selection for Optimal Decisionmaking

3 Lacey Gunter, University of Michigan, 439 West Hall, Statistics
Department, 1085 South University, Ann Arbor, MI 48109, lgunter@
umich.edu; Susan Murphy, University of Michigan; Ji Zhu, University of
Michigan

Key Words: variable selection, decision making, prediction

This talk will discuss variable selection for decision making. Current vari-
able selection techniques were developed for use in a supervised learning
setting where the goal is optimal prediction of the response. These tech-
niques often leave behind small but important interaction variables that
are critical when the ultimate goal is optimal decision making rather than
optimal prediction. While prediction represents a first step in finding op-
timal decisions, we will point out some key differences between predic-
tion and decision making applications. We will present a new technique
designed specifically to find variables that aid in decision making and dem-
onstrate the utility of this technique on both simulated data and real world
data from a randomized controlled trial for the treatment of depression.

Correlation Analysis Between Two Sets of Brain Images

® Yeming Ma, State University of New York at Stony Brook, 19 Quaker
Hill Road, Stony Brook, NY 11790, jimma@bnl.gov

Key Words: Correlation, 3D brain image, normalization, PET-FDG, sta-
tistical parametric mapping (SPM), voxel

We propose a method in search for brain regions that have significant cor-
relation between two sets of 3D brain images. It extended the capability of
the existing SPM software and is generally applicable to any images. Two
preprocessing steps were exacerbated from SPM, spatial normalization to
a standard brain template and spatial smoothing for multiple comparison
correction. We compute the correlation coefficient from the preprocessed
images using a “same location strategy” at each voxel to obtain a correlation
r-map. Similar to SPM activation concept, activated regions were defined
above a threshold calculated from a p-value selected by users. As an ex-
ample we analyzed brain glucose metabolic images (PET-FDG) taken on
treatment and placebo conditions. Correlation maps were computed for 21
cocaine-addictive and 16 healthy control subjects.

Covariate Effect Estimation with Partial Penalization

3 Jiang Gui, Dartmouth Medical School, One Medical Center Dr, HB
7927, Lebanon, NH 03756, jiang. gui@dartmouth.edu; James Sargent,
Dartmouth Medical School

Key Words: LARS, LASSO, adolescent alcohol misuse, Movie influence,
Penalization, bootstrap

Chronic alcohol use is an important cause of cancers of the digestive tract.
Understanding why young adolescents begin to drink and go on to escalate al-
cohol use is a key element to preventing adolescent alcohol misuse. Although
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it is known that adolescents initiate drinking in response to social influences,
the entertainment industry remains an understudied influence. In this talk,
we propose to estimate the effect of movie alcohol exposure while controlling
for a number of personal and social risk factors by penalization. We will also
estimate the significance of the movie effect via bootstrap.

Variable Importance Selection: Random Forest vs.
Logistic Regression

8 Andrejus Parfionovas, Utah State University, 563 N 700 E apt 9, Logan,
UT 84321, andrej@cc.usu.edu; Adele Cutler, Utah State University

Key Words: variable selection, Random Forest, Logistic Regression, mul-
ticollinearity, classification, cardiac events

We demonstrate the efficiency of variable selection for multivariate analy-
sis using Random Forests (RF) and compare it to Logistic Regression (LR)
using numerical simulations. RF demonstrates higher success rate for
choosing statistically important variables on highly correlated and/or noisy
data. We discovered the essential difference between the variable selection
mechanism of two approaches: the RF assigns importance based on its ex-
planatory value of the variable, while LR focuses on a subset that provide
sufficient explanatory effect, thus completely ignoring other variables of
possible interest. RF provides more informative insight of the data, is more
robust and stable. Using Kolmogorov-Smirnov test we propose a compre-
hensible and easy to use method to compare the variables importance il-
lustrated on a real-life data example (cardiac events prediction).

Inference for Dynamic Treatment Regimes via Q-Learning
¢ Bibhas Chakraborty, University of Michigan, 439 West Hall, 1085

South University, Ann Arbor, MI 48109-1107, bibhas@umich.edu; Susan
Murphy, University of Michigan

Key Words: dynamic treatment regime, Q-Learning, longitudinal data,
time-varying treatment, chronic disorders

Clinical treatments of many chronic disorders are time-varying and adap-
tive to an individual patient’s changing health status. In this context, a dy-
namic treatment regime is a list of decision rules that tells how the level
of treatment should be tailored through time according to an individual’s
response to ongoing therapy. In this paper, we consider the problems of
estimating dynamic treatment regimes and conducting inference on them
from longitudinal data on patients. For estimation, we propose a method
called Q-Learning. But this method being non-smooth, neither asymptotic
normality nor bootstrap can be used to get valid tests of hypothesis. We il-
lustrate this via simulations. As a remedy, we propose a regularized method
and prove that the estimators obtained from this method are asymptotical-
ly normal. Performance of this method is assessed through simulations.

ﬂ é]:!:' 5 Statistical Issues in

Noninferiority and Equivalence Trials ® &

Biopharmaceutical Section, Biometrics Section
Monday, July 30, 10:30 am-12:20 pm

Generalized Mixed Models for Noninferiority Trials

** Robert Abugov, Food and Drug Administration, 7500 Standish Place,
Rockville, MD 20855, robert.abugov@fda.hhs.gov

Key Words: noninferiority, clinical trial, positive control, mixed effect
model

Noninferiority trials consider a new therapy effective if the upper con-
fidence bound on the difference in success between positive control and
investigational treatment does not exceed a prespecified margin. Such tri-
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als commonly employ binary response data collected at multiple sites with
multiple investigators per site, suggesting the generalized linear mixed
effect model as appropriate for calculating the needed upper confidence
bound on difference in success. This Monte Carlo study compares the real-
ized accuracy of different methods for calculating confidence bounds by
comparing actual coverage to intended percent confidence. If there is time,
we will address model robustness as well as contingency planning should
the most appropriate model fail to converge.

Trials and Tribulations in Choosing Noninferiority
Margins

3 John Johnson, Cato Research, Ltd., 4364 South Alston Avenue,
Westpark Corporate Center, Durham, NC 27713-2280, jdjohnso@cato.com

Key Words: noninferiority trials, margins, clinical trials

The choice of noninferiority margin in clinical trials is under greater scru-
tiny, but scant guidance is provided from regulatory agencies and the lit-
erature on just how to justify the margin. For example, regulatory guidance
with specific advice have been withdrawn, and sponsors of trials have been
called upon to write more specific justifications in their protocols. Some
difficulties encountered during a recent case are presented, along with a
discussion of how they were handled.

A Testing Strategy for Noninferiority and/or Superiority
Hypotheses on Multiple Endpoints

#* Xiaohui Luo, Merck & Co., Inc., 181 Buttonwood Dr, Piscataway, NJ
08854, edmund_luo@merck.com; Jianjun Li, Merck & Co., Inc.

Key Words: Multiple comparison, Type I error, Power, Dose Range Find-
ing, Active control, Non-inferior

In clinical trials comparing a study medication with an active control on
multiple endpoints, it is not always the case that we need to show superior-
ity of the study medication to the active control on all tested endpoints.
Instead, the trial can be claimed positive if we can show that compared
with the active control, the study medication is non-inferior on all end-
points, and superior on at least one of the endpoints. For example, the study
medication is non-inferior on one efficacy endpoint and superior on the
safety endpoint. We propose several approaches to test this composite hy-
pothesis on multiple endpoints. Based on the comparison of our proposed
approaches and the methods in the literature, the optimal testing strategy
will be recommended and the formula for power calculation will be devel-
oped. The strategy will also be developed for dose range finding studies.

New Tests for Assessing Noninferiority and Equivalence
from Survival Data

+% Kallappa Koti, Food and Drug Administration, DBV, 10903 New
Hampshire Avenue, Silver Spring, MD 20993, kallappa.koti@fda.hhs.gov

Key Words: Two-arm trials, Right-censored data, Kaplan-Meier estimate,
Generic drugs

We propose a new method for assessing non-inferiority of an experimental
therapy compared to a standard of care. The ratio uE/uR of true median
survival times is the parameter of interest. We think of the ratio mE/mR
of the sample medians as a point estimate of the ratio pE/pR. We use the
Fieller-Hinkley distribution of the ratio of two normally distributed ran-
dom variables to derive a level-a test of inferiority null hypothesis, which
is stated in terms of the ratio pE/uR and a pre-specified fixed non-inferior-
ity margin. We also explain how to assess equivalence and non-inferior-
ity using bootstrap equivalent confidence intervals on the ratio uE/uR. We
discuss sample size determination. The proposed new test does not require
the hazard rates to be proportional. We claim that our test procedure is
simple and attains adequate power for moderate sample sizes.
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A Multivariate Test for Population Bioequivalence

¢ Inna Chervoneva, Thomas Jefferson University, 1015 Chestnut St Suite
M100, Philadelphia, PA 19107, i_chervoneva@mail.jci.tju.edu; Terry
Hyslop, Thomas Jefferson University; Walter W. Hauck, Kimmel Cancer
Center at Jefferson

Key Words: Multivariate equivalence, Population bioequivalence, In vitro
bioequivalence, Modified large-sample confidence intervals

We propose a multivariate generalization of the univariate criteria for test-
ing population bioequivalence. Most approaches for testing multivariate
equivalence consider a multivariate equivalence region, which implies si-
multaneous comparison of means in each dimension. In contrast, our pro-
posal combines a comparison of means and a comparison of variances into
a single aggregate criterion, using the trace of the covariance matrix as a
scalar measure of the total variability. We use a confidence interval ap-
proach to testing and construct two versions of the modified large-sample
confidence interval for the linearized multivariate criterion. In a simula-
tion study, we evaluate the empirical coverage of these confidence intervals
and rejection rates of the corresponding tests. The proposed methodology
is illustrated with an example of testing equivalence of the spray pattern of
nasal sprays.

Estimation of Long-Term Vaccine Efficacy and Waning
Effects Using Surveillance Interval Data
#* Martha Lee, Food and Drug Administration, 1401 Rockville Pike,

HFM217 WOC1 FDA CBER, Rockville, MD 20852, martha.lee@fda.hhs.
gov; Tsai-Lien Lin, Food and Drug Administration

Key Words: vaccine efficacy, waning effects, surveillance, interval data,
breakthrough case

Introduction: In light of logistical and financial limitations of clinical trials
for long periods of follow-up, epidemiologic data are often used in esti-
mating long-term vaccine efficacy and waning effects. Many mathematical
models have been proposed to investigate waning vaccine efficacy. In this
study, we focus on the analytic methods for interval data collected through
surveillance system. Methods: Breakthrough cases can be identified in
surveillance system. We adapt the basic concept of non-inferiority to test
effect preservation between two adjunct surveillance intervals. Waning
effects can be detected as effect preservation fails. Results: We apply the
proposed methods to both real-world and simulated datasets. Conclusion:
This study is of importance in evaluating long-term vaccine efficacy.

An Equivalence Test Based on the Duration of Treatment
Effect as Measured by Median Time-to-Event

#* Suriani Pokta, Allergan, Inc., 2525 Dupont Drive, MS MIC1H (Mail
code: M12-1M), Irvine, CA 92612, pokta_suriani@allergan.com; Jihao
Zhou, Allergan, Inc.

Key Words: equivalence test, median time-to-event, duration of treat-
ment effect

In clinical trials involving systemic compounds, bioequivalence (BE)
studies are usually adequate to demonstrate the therapeutic equivalence
between a new formulation and a standard formulation, or between a ge-
neric drug and a reference-listed drug. However, BE studies are irrelevant
for topical compounds. Therefore, clinical equivalence trials are required.
In this paper we present a new equivalence test based on the duration of
treatment effect as measured by median time-to-event. First, we derive a
parametric equivalence test based on an exponential survival distribution
with censoring. Then we develop a nonparametric equivalence test based
on median Kaplan-Meier estimates of the duration of treatment effect. The
performance of these tests is assessed through simulated data. For illustra-
tion, we apply the above methods to a published clinical trial.
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ﬂ 4@ Long Memory and

Related Processes

Business and Economics Statistics Section
Monday, July 30, 10:30 am-12:20 pm

Estimation in Long-Time Memory Processes

% Wen Li, lowa State University, Apt 9, 230 Raphael Ave, Ames, IA 50010,
shirley@iastate.edu; Alicia Carriquiry, Iowa State University; Wolfgang
Kliemann, Iowa State University; Cindy Yu, lowa State University

Key Words: ARFIMA model, Autocorrelation, Hurst exponent, Self-simi-
lar index, Long-time memory

When the correlation between current and lagged observations decays
very slowly, data collected over time often have the property of long memo-
ry, which has been characterized in various ways in the literature. Perhaps
the four most popular characterizations of long memory are based on the
autocorrelation function, on the self-similarity index, on ARFIMA-type
models and on the Hurst exponent. In this paper, we investigate relation-
ships between those four approaches and derive some of their properties.
Further, we focus on several estimators of long memory and via simulation
estimate the bias, sampling standard deviation and root mean squared er-
ror under a set of true values of the Hurst exponent. Finally, we compare
the performance of several estimators of Hurst exponent by applying them
to a subset of the S&P 500 series and without relying on an underlying
dynamic model.

Unit Root Tests in the Presence of a Simultaneous Break
in the Mean and the Innovation Variance

¢ Amit Sen, Xavier University, Department of Economics, 3800 Victory
Parkway, Cincinnati, OH 45207-3212, sen@xavier.edu

Key Words: Unit Root, Break Date, Innovation Break

Kim, Leybourne, and Newbold (2002, Journal of Econometrics) developed
unit root tests that allow for a break in the innovation variance. Their tests
are based on a consistent break-date estimator, and a modified GLS regres-
sion using the pre-break and post-break variance implied by the estimated
break-date. We show that the break-date estimator of Kim, Leybourne, and
Newbold (2002) is not consistent if there is a break in the mean under the
alternative, and so we propose a modified estimator for the break-date.
Implementing Kim, Leybourne, and Newbold’s (2002) GLS strategy with
the modified break-date estimator yields appropriate unit root tests in the
presence of a break in the innovation variance that will also have power
against the stationary alternative with a break in the mean. Application
of the unit-root test is illustrated via application to the Thai Baht/U.S. $
exchange rate.

Long-Memory Parameter Estimation in Time Series and
Its Connection to fBm

#* Michael Levine, Purdue University, Dept of Statistics, 250 N University
St, West Lafayette, IN 47907, mlevins@stat.purdue.edu; Frederi Viens,
Purdue University; Soledad Torres, Universidad de Valparaiso

Key Words: Hurst parameter, LARCH, Conditional MLE, Long-memory
property

We investigate several possible strategies for consistently estimating the
Hurst parameter H responsible for the long-memory property in a special
class of nonlinear time series ARCH-type models known as LARCH, as
well as in the continuous-time fractional Brownian motion (fBm). Condi-
tional MLE estimation method and a local Whittle-type estimation proce-
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dure for this parameter are discussed. The conditional MLE is proved to be
consistent and a Portmanteau-type test for model validation is established.
A specially designed conditional maximum likelihood method for estimat-
ing the fBm’s Hurst parameter is proposed. In keeping with the popular fi-
nancial interpretation of ARCH-type models, all estimators are based only
on observation of the returns of the model and not on the volatilities.

A Power Study of Seasonal Unit Root Tests for Quarterly
Data

¢ Qianyi Zhang, North Carolina State University, 3520 Cum Laude Ct,
Apartment 301, Raleigh, NC 27606, gzhang3@ncsu.edu; David Dickey,
North Carolina State University; Sastry Pantula, North Carolina State
University

Key Words: seasonal unit root, frequency, power

There are two real unit roots (1 and -1) and a pair of conjugate unit roots
(i and -i) for quarterly processes with seasonal unit roots at all frequen-
cies. This paper reveals why the test of Dickey, Hasza and Fuller (DHF),
which tests the null hypothesis that the characteristic equation has all 4
of these roots, has low power when the underlying processes have seasonal
unit roots at some but not all of these frequencies. By focusing on the time
series with seasonal unit roots only at zero and semi-annual frequency (1
and -1), this study proposes a test of the null hypothesis of seasonal unit
roots at all frequencies against the alternative of seasonal unit roots of 1
and -1 only. Monte Carlo simulations are used to compare the performance
of DHF, Kunst test and the proposed test.

Test of Cointegration Using Long Run Canonical
Correlations: Part |
** Kalidas Jana, University of Texas at Brownsville, Dept of Bus Admin,

80 Fort Brown, Brownsville, TX 78520, kalidas.jana@utb.edu; Alastair R.
Hall, University of Manchester

Key Words: Long Run Canonical Correlations, Cointegration, Squared
Coherence at Frequency Zero, Squared Multiple Coherence at Frequency
Zero, Squared Canonical Coherences at Frequency Zero

Recently, Long Run Canonical Correlations (LRCCs) have been shown
to be useful in providing a suitable metric for information contained in
the population moment conditions in Generalized Method of Moments
(GMM) estimation. LRCCs have also been shown to be useful in structural
stability testing, and exogeneity testing of regressors when the regressors
are non-stationary. This paper explores further usefulness of LRCCs. In
particular, it investigates the implications of LRCCs for cointegration. In
addition, exploiting these implications, it develops new tests of cointegra-
tion in the frequency domain analysis of time series. Depending on the
situation at hand, the tests involve squared coherence at frequency zero,
squared multiple coherence at frequency zero, or squared canonical coher-
ences at frequency zero.

Contemporaneous Aggregation of Time Series

o Georgios Tripodis, University of Massachusetts Amherst, 1040 N
Pleasant Street, Apt 324, Amherst, MA 01002, tripodis@math.umass.edu;
Jeremy Penzer, London School of Economics

Key Words: aggregation, unobserved component models, Kalman filter

This paper looks at the problem of contemporaneous aggregation of time
series. Extensive work has been done in this area for ARIMA models. We
consider the unobserved components framework. We consider different
mechanisms for aggregating time series models and derive the conditions
for identifiability for the aggregate series. We show that identifiability of
the models for the component series is not sufficient for the identifiability
of the model for the aggregate series. We also consider the case where there
is no estimation error as well as the case of modeling an unknown process.
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For the case of the unknown process we provide recursions based on the
Kalman filter that give the asymptotic variance of the estimated param-
eters.

Feature Extraction Using Functional Data Analysis for
Screening Large Numbers of Time Series

4 Ganesh Subramaniam, AT&T Labs - Research, 180 Park avenue, Room
A251 Building 103, Florham Park, NJ 07932, mkg@research.att.com; Ravi
Varadhan, Johns Hopkins University; Ciprian M. Crainiceanu, Johns
Hopkins University

Key Words: Semiparametric Models, Smoothing, Penalized Splines, De-
rivatives, Data Mining

Business decisions and business process monitoring are often based on
time series data that represent an aggregation of a large number of time
series. Although the inferences are generally based on the aggregate data,
significant insights lurk in the underlying time series that had been com-
bined. The challenge that analysts currently face is the large number and
complexity of data underlying aggregate time series. This paper provides a
framework that supports drill down analysis and screening of large scale
time series data by developing feature extraction rules. We develop an ex-
ploratory method based on functional data analysis, where we fit smooth
functions with semiparametric models using penalized splines. One fea-
ture extraction involves estimating derivatives from these models. These
provide insights on the bumps and dips for the underlying time series.

ﬂ 4? Bayesian Approaches in

Machine Learning and Model Selection

Section on Bayesian Statistical Science
Monday, July 30, 10:30 am-12:20 pm

Principal Component Reduction in Linear Mixed
B-Splines

+ Carsten Botts, Williams College, 96 School St 10, Williamstown, MA
01267, chotts@williams.edu; Michael Daniels, University of Florida

Key Words: Laplace Approximation, Unit-Information Prior, Reversible
jump MCMC

We consider a linear mixed effects model for longitudinal trajectories. In
this mixed model, the population curve and the subject specific deviates
are both modeled as a b-spline with $k$ knots located at $t_k$. We propose
a novel Bayesian method of identifying possible values of $k$ and $t_k$
while also reducing the number of principal component curves associated
with the random effects. Specifically, we use reversible jump MCMC meth-
ods to sample from a posterior distribution of $k$, $t_k$, and $r$, where
$r$ is the number of principal component curves retained. This method
of knot selection and principal component reduction is studied through
simulations and then applied to a dataset.

Adaptive Dynamic Bayesian Networks

¢ Brenda Ng, Lawrence Livermore National Laboratory, P.O. Box 808,
L-229, Livermore, CA 94551, bmng@linl.gov

Key Words: adaptive models, dynamic Bayesian networks, nonparametric
Bayesian modeling, graphical models

A discrete-time Markov process can be compactly modeled as a dynamic
Bayesian network (DBN)—a graphical model with nodes representing ran-
dom variables and directed arcs indicating causality between variables.
Each node has a probability distribution, conditional on the variables rep-
resented by the parent nodes. A DBN’s graphical structure encodes fixed
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conditional dependencies between variables. But in real-world systems,
conditional dependencies between variables may vary over time. Model er-
rors can result if the DBN fails to capture all possible interactions between
variables. Thus we propose adaptive DBNs, whose structure and param-
eters can change: a distribution’s parameters and its set of conditional vari-
ables are dynamic. This work builds on nonparametric Bayesian modeling
and machine learning methods, such as structural EM. We show its advan-
tages in a complex plant modeling task.

Testing Equality of Several Functions

+* Sam Behseta, California State University, 9001 Stockdale Hwy,
Mathematics Department, Bakersfield, CA 93311, sbehseta@csub.edu;
Robert E. Kass, Carnegie Mellon University

Key Words: Bayesian Functional Data Analysis, Bayesian Adaptive Re-
gression Splines, Likelihood Ratio Tests, Analysis of Neuronal Data

We consider the problem of comparing several noisy functions. We pro-
pose testing procedures to perform comparisons either pointwise or glob-
ally over the entire length of functions. A simulation study of power dem-
onstrates the strength of these tests even for moderate sample sizes. We
implement these tests on a group of neurons recorded from primate frontal
oculomotor cortex, first to screen for condition-related differential activity
and, second, to search for neurons displaying interesting patterns that vary
with condition.

Aspects of Bayesian Lasso Regression

3 Christopher Hans, The Ohio State University, 1958 Neil Avenue,
Cockins Hall Room 404, Columbus, OH 43210-1247, hans@stat.osu.edu;
Steven N. MacEachern, The Ohio State University

Key Words: Bayesian regression, Gibbs sampler, lasso, MCMC, prediction

Connections between Lasso estimates for linear regression and Bayesian
methods usually focus on the posterior mode even though the Bayes es-
timate under squared error loss — perhaps the most commonly used loss
function for Bayesian estimation — is the posterior mean. We present as-
pects of Bayesian Lasso regression that focus on parameter estimation via
the posterior mean and on prediction of future cases via the posterior pre-
dictive distribution. Estimation of the full posterior distribution is accom-
plished through component-wise Gibbs sampling, including transform
methods to improve mixing. While inference based on the posterior mean
does not perform “variable selection” in the same way as the usual Lasso
estimate, we address the question of Bayesian model comparison and selec-
tion. A link to software with efficient implementation of the methods with
a simple R interface is provided.

Bayesian Adaptive LASSO for Linear Models

% Yi-Liang Tung, National Cheng Kung University, Nol University Road,
Tainan City, 701 Taiwan, tungyiliang@gmail.com

Key Words: Model averaging, Model selection, Penalized least squares,
Shooting algorithm, Shrinkage

We consider the problem of selection of informative covariates in linear
regression models. We introduce a novel method to select variables, which
is referred to as the Bayesian adaptive LASSO. This proposal is motivated
by a particular hierarchical Bayesian model that is able to provide adap-
tive information to identify important covariates to be included in the fi-
nal model. Then, we adopt the posterior information to construct an es-
timation criterion that shares the key feature of the adaptive LASSO. In
particular, we design an efficient MCMC algorithm to handle data sets
involving a large number of covariates. We compare the proposal with its
several competitors via simulation experiments. The results show that the
proposal performs better in terms of the prediction accuracy and the rela-
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tive model error. Finally, the proposed method is illustrated with two real-
world datasets.

Bayesian Kernel Regression with Feature Selection

** Zhi Ouyang, Duke University, 4225 Larchmont Rd, Apt 537, Durham,
NC 27707, zo2@stat.duke.edu; Merlise A. Clyde, Duke University; Robert
L. Wolpert, Duke University

Key Words: Bayesian kernel regression, feature selection, sparsity, Lévy
processes, support vector machine, relevance vector machine

We propose a general Bayesian framework to make feature selection us-
ing kernel regression. Unlike most kernel regression models in literature,
our model allow kernel functions to have different shape parameters. Those
shape parameters give us great flexibility to model different types of data.
The approach uses Lévy priors to promote sparsity in both the kernel func-
tions and predictor variables (or features); these priors act as regularizers
for the likelihood function that reward good selected features. In large $p$
small $n$ problems, we keep the kernel centers within the observed data
points, however, we could have more than one kernel centered at the same
location. We relate this method to other work such as Support Vector Ma-
chines (SVM) and Relevance Vector Machine (RVM).

Bayesian Model Averaging Using Adaptive Sampling

3 Joyee Ghosh, Duke University, Box 90251, Durham, NC 27708-0251,
joyee@stat.duke.edu; Merlise A. Clyde, Duke University

Key Words: Bayesian Model Averaging, Sampling Without Replacement,
Two Urn Model

Implementing Bayesian Model Averaging (BMA) when the number of ex-
planatory variables, p, is large is a challenging task. Our focus will be on
problems where the marginal likelihoods can be calculated analytically.
When p is greater than 25 calculating the marginal likelihoods of all mod-
els becomes computationally intractable and typically BMA is based on
a subset of models. We use an adaptive sampling algorithm due to Clyde
and Littman to choose this subset which samples models without replace-
ment. Our motivation for sampling without replacement is that once we
sample a model we can calculate its marginal likelihood analytically and
would not like to revisit it. We use some ideas from the Bayesian approach
to finite population sampling to estimate the posterior probability of the
unsampled models, based on this we decide whether we need to continue
sampling.

ﬂ 4' Innovative Bayesian and

Frequentist Models for Health Using
Individual and Ecologic Data @ &

Section on Health Policy Statistics, ENAR, Biometrics Section,
WNAR
Monday, July 30, 10:30 am-12:20 pm

Truth or Consequences: Estimating Error Due to

Inconsistent Self-Report of Adolescent Risk Behaviors

+% Janet Rosenbaum, Harvard University, 15 Leonard Av, Cambridge, MA
021309, janet@post.harvard.edu

Key Words: adolescents, risk behavior, reliability, Bayesian, test-retest,
YRBS

This study identifies question properties associated with giving logically
inconsistent answers to survey questions using a test-retest study of the
Youth Risk Behavior Survey (YRBS). High school students answered the
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same 72 questions at an interval of two weeks (n=4628). The prevalence
of 41 of the 72 risk behaviors changed significantly in 2 weeks. Questions
about substance use are more consistent than other topics. Questions
about lifetime risk behaviors are more consistent than questions about be-
haviors in other time frames. A Bayesian method estimated that standard
error of prevalence of 72 risk behaviors is at median 3.3 times larger than
conventional estimates of standard error (95% CI (1.9, 5.0)). Most ques-
tions on YRBS do not yield reliable estimates of risk behavior prevalence.
Ambiguous questions are more inconsistent than questions with a single
interpretation.

A Statistical Tool Based on a Model of Personal and
Ecologic Characteristics To Explain Deprivation in U.S.
Health Care Access

% Martey Dodoo, The Robert Graham Center, 1350 Connecticut Ave N'W;,
Suite 201, Washington, DC 20036, mdodoo@aafp.org; Robert Phillips,
Robert Graham Center; Xingyou Zhang, The Robert Graham Center

Key Words: health, access, deprivation

There have been attempts using personal characteristics to explain barri-
ers/delays in accessing healthcare, and using ecological measures as near-
proxies for health access problems. We combined these efforts to develop
indices of health access deprivation using 2001-2003 NHIS data, and con-
structing indices using PCA. We merged indices with census tract level
data, and used multi-level logistic modeling to pair wise substitute Census
for NHIS variables. We found 10 predictors of health deprivation out of 23
potential from literature. Deprivation is more likely, if one is female, do not
own a home, live in a single adult household, have a functional limitation,
smoke, have no health insurance or is less than 65. We mapped indices and
overlaid them with provider availability statistics. This tool could assist lo-
cal community assessments, health planning, and identifying populations
at risk.

Bayesian Hierarchal Modeling of Small-Area Suicide
Rates: A Geographical and Ecological Evaluation
% Yi Lin, University of British Columbia, Room E414, 4480 Oak Street,

Vancouver, BC V6H3V4 Canada, yxlin@cw.bc.ca; Ying MacNab, University
of British Columbia

Key Words: Bayesian hierarchical model, shared component model, con-
ditional autoregressive model, suicide rates, geographical variation, eco-
logical analysis

We present a Bayesian spatial and ecological analysis of hospitalization and
mortality rates of suicide among children and youth in British Columbia,
Canada. The Bayesian spatial modeling enabled us to produce more reliable
risk estimates and to identify regional level risk factors. Spatial and shared
component models were used to explore and quantify spatial correlation
in relative risk and shared component effects. Empirical Bayes penalized
quasi-likelihood method is used to identify risk factors and fully Bayes-
ian MCMC method is used to quantify uncertainties associated with the
estimation of all model parameters, particular the regional relative risks.
Principal component method was used to explore multicollinearity among
covariates and to control for confounding. Regional characteristics ex-
plained considerable variations in suicide rates.

Distribution of Cronbach’s Alpha for Ordinal Data: A
Bayesian-Based Approach

% Byron Gajewski, The University of Kansas Medical Center, 3901
Rainbow Blvd, MS 4043, Kansas City, KS 66160, bgajewski@kumec.
edu; Diane K. Boyle, The University of Kansas Medical Center; Sarah
Thompson, University of Nebraska Medical Center
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Key Words: Confidence intervals, Credible intervals, latent variables,
psychometric evaluation, item response models, multivariate normal
distribution

We propose point estimates and intervals for Cronbach’s alpha when the
data are ordinal. Traditional calculations of Cronbach’s alpha on ordinal
instruments underestimate the true Cronbach’s alpha provided from the
latent variables that are assumed to produce the ordinal data. By utilizing
Bayesian models and multiple imputation, confidence (credible) intervals
are provided for Cronbach’s alpha at the latent variable level. The proposed
methodology is shown to have theoretically correct coverage probability
and is demonstrated on an instrument that measures nursing home resi-
dents’ quality of life.

A Bayesian Two-Part Model for Bounded Non-Negative
Data: Estimating Extra Time Spent on Diabetes Self-Care

3 Betsy C. Gunnels, Centers for Disease Control and Prevention, 3470
Buford Highway MS K10, Atlanta, GA 30341, bic6@cdc.gov; Theodore J.
Thompson, Centers for Disease Control and Prevention; Louise B. Russell,
Rutgers University; Susan L. Ettner, University of California, Los Angeles;
James P. Boyle, Centers for Disease Control and Prevention

Key Words: Two-part models, Bayesian modeling, Diabetes Mellitus

Non-negative data with a large proportion of zeros is a candidate for two-
part modeling. Two-part models consist of a binary regression distin-
guishing zeros from positive values and a linear regression for the (trans-
formed) positive values. We extend this approach in two ways. We use a
t-distribution for the errors in the linear regression instead of the normal
distribution. The t-distribution is an option for modeling heteroscedastic
normal data. We also consider a set of transformations that constrain the
retransformed predictions to be bounded. Candidates include versions of
the logistic, probit, complementary log-log, and log-log. Cross validation of
posterior predictions is used to compare models and evaluate the fit of the
final model. We demonstrate the methods using extra time spent per day
on diabetes self care as our outcome with income and education as main
exposures.

Joint Modeling of Birth Weight and Gestational Age via
the Gibbhs Sampler

% Betsy Enstrom, Duke University, 2555 NE Loop 410 Apt 706, San
Antonio, TX 78217, betsy@stat.duke.edu; Alan E. Gelfand, Duke
University; Geeta Swamy, Duke University; Marie Lynn Miranda, Duke
University

Key Words: mixture model, label-switching, Gibbs Sampler, MCMC al-
gorithm

Modeling birth weight and gestational age have received much discussion
in the literature. Linkage to a wide range of social, environmental, and ge-
netic risk factors is of primary interest. We propose joint modeling with the
objective of better characterization of an adverse birth outcome. We also
note that, in building of a joint model, we will gain the understanding of
both of the cohorts and their correlation. Applying these models to a data
set consisting 107045 live births as recorded in the North Carolina De-
tailed Birth Record for 2003, we develop the model specifications in a hier-
archical Bayesian framework. A Gibbs sampler is illustrated for the Bayes-
ian approach with a mixture model of bivariate Gaussians. Practical issues
that arise when fitting the multivariate mixture model of birth weight and
gestational age with a Bayesian approach are discussed here.

Characterizing Drug Diffusion with Patient-Level Data

#* Camelia Sima, MSKCC, 307 E 63rd Street 3rd floor, New York, NY
10021, simac@mskcc.org; Katherine Panageas, MSKCC; Glenn Heller,
MSKCC; Deborah Schrag, MSKCC
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Key Words: drug diffusion, competing risks, bivariate cumulative inci-
dence function

To inform assessments of the quality of cancer care, we investigate different
trends of chemotherapy drugs subsequent to FDA approval, as functions of
tumor type and patient characteristics. The event of interest is the time to
first drug utilization by an eligible patient, and the analysis is complicated
by dependent censoring for death. Diffusion is estimated through a bivari-
ate cumulative incidence function, accounting for death as a competing
risk. The two components are time from cancer diagnosis to first utiliza-
tion of the drug, and calendar time. The relation between the components
is of interest in order to understand how drug adoption is related to the
time elapsed since FDA approval. We apply the method to SEER-Medicare
data and test the hypothesis that worse prognosis and younger age at diag-
nosis are correlated with accelerated drug diffusion.

ﬂ 4@ Semiparametric and

Nonparametric Inference &

Section on Nonparametric Statistics
Monday, July 30, 10:30 am-12:20 pm

Confidence Intervals for a Discrete Population Median

4 Ronald Randles, University of Florida, PO Box 118545, Gainesville, FL
32611-8545, rrandles@stat.ufl.edu; Denis Larocque, HEC Montreal

Key Words: Median, Confidence Intervals, Discrete

Confidence intervals for a discrete population median which use order sta-
tistics as endpoints are described. They differ in the level of confidence at-
tributed to the interval. Their performances are compared via simulation.

A Family of Kurtosis Orderings for Multivariate
Distributions

+ Jin Wang, Northern Arizona University, Department of Mathematics
and Statistics, Flagstaff, AZ 86011-5717, jin.wang@nau.edu

Key Words: Kurtosis, Peakedness, Tailweight, Ordering, Elliptically sym-
metric distributions, Multivariate analysis

Extending the van Zwet (1964) kurtosis ordering for univariate symmetric
distributions, we define and study a family of kurtosis orderings for multi-
variate distributions. All those orderings are affine invariant and that a dis-
tribution F is less than or equal to a distribution G in each ordering implies
that G has at least as much peakedness and at least as much tailweight as F.
All even moments of the Mahalanobis distance of a random vector (if ex-
ist) preserve some set of the orderings. For elliptically symmetric distribu-
tions, each ordering determines the distribution up to affine equivalence.
Ordering results are established for three important families of elliptically
symmetric distributions: Kotz type distributions, Pearson Type VII dis-
tributions, and Pearson Type II distributions. Finally application to assess
multivariate normality is discussed.

Rank-Weighted, Two-Sample U-Statistics with
Application to Partial Area Under ROC Curves

o Chengqing (Alan) Wu, National Institutes of Health, NICHD, 6100
Executive Blvd Rm 7b05, Rockville, MD 20852, wuch@mail.nih.gov; Aiyi
Liu, National Institutes of Health; Kai Fun Yu, National Institutes of Health

Key Words: Rank Statistics, U-Statistics, Roc curve, Area under ROC
curves

A rank weighted two sample U-statistic based on two independent random
samples $X_1\cdots,X_m$ and $Y_1,\cdots, Y_n$ has the form $U_{m,n}=\
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fracl{mnf\sum_{i=1}"m \sum_{j=1}"n K(X_1,Y_j)J(\Mfrac{R_{xi}jm\frac{R_
{yjin) $ where $K$ is fixed measurable function ,$J:[0,1]*2 \rightarrow {\
mathcal R} $ is a bounded measurable function and $R_{Xi}$ is the rank
order of $X_i$ among $X$’s, $R_{yj}$ is the rank order of $Y_j$ among
$Y$’s. A large class of statistics can be expressed as this kind U-statistics
or variations thereof. This paper investigates the asymptotic properties of
$U_{m,n}$.

When Does the Wilcoxon-Mann-Whitney Fail?

% Abu Minhajuddin, The University of Texas Southwestern Medical
Center at Dallas, 5323 Harry Hines Blvd, Mail Code 8822, Dallas, TX
75390, abu.minhajuddin@utsouthwestern.edu; Paul Nakonezny, The

University of Texas Southwestern Medical Center at Dallas

Key Words: nonparametric methods, Wilcoxon-Mann-Whitney, Stu-
dent’s t test, two-sample tests, robustness

Wilcoxon-Mann-Whitney (WMW) is perhaps one of the most widely used
tests in applied statistics. It is well-accepted as the nonparametric alterna-
tive to the Student’s two-sample t-test. However, under certain conditions,
the WMW may not be the most appropriate test to use. Thus, we explore
the general question: “when does the WMW test fail?” Specifically, we ad-
dress: (1) what are some of the conditions under which the WMW may not
be the optimum test of choice? and (2) What is the alternative test in such
situations?

Smoothed Mann-Whitney Method for Two-Sample
Location Problem

4 Feridun Tasdan, Western Illinois University, Department of
Mathematics, Macomb, IL 61455, f-tasdan@wiu.edu

Key Words: Shift Parameter, Robust Estimation, Two Sample Problem,
Location Parameter

This study is mainly concerned about estimating a shift parameter in the
two-sample location problem. Anderson and Hettmansperger (1996) pro-
posed a new method called Generalized Wilcoxon which uses a nonde-
creasing, and odd function $\psi$ for the pairwise differences of residuals.
The proposed Smoothed Mann-Whitney method uses convolution tech-
nique for smoothing the empirical distribution functions of the each sam-
ple. Then it replaces the empirical cumulative distribution functions with
these new smoothed distribution functions. The unknown shift parameter
is estimated by solving gradient function with respect to an arbitrary shift
variable. Asymptotic properties of the new estimator are established under
the conditions that are similar to those used in Generalized Wilcoxon.

Diagnostics for Rank Estimates for a Mixed Model

% John Kloke, Pomona College, Claremont, CA 91711, john.kloke@
pomona.edu; Joseph W. McKean, Western Michigan University; M.
Mushfiqur Rashid, Food and Drug Administration

Jurevckova (1971) and Jaeckel (1972) developed asymptotic theory for iid
linear models. Ordinary rank (OR) estimators are those which minimize
Jaeckel’s dispersion function. Theory for OR estimators for certain mixed
models follows in a manner similar to that of the iid case. We briefly discuss
these asymptotic results. The majority of the talk, however, will be devoted
to discussing diagnostic procedures for these models (e.g., studentized re-
siduals). References: Jaeckel, L. A. (1972), Estimating regression coefficients
by minimizing the dispersion of the residuals, Annals of Mathematical
Statistics, 43, 1449-1458. Jurevckova, J. (1971), Nonparametric estimate of
regression coeflicients, Annals of Mathematical Statistics, 42, 1328-1338.
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Clusterwise Regression Using Dirichlet Mixtures

4 Subhashis Ghoshal, North Carolina State University, 2501 Founders
Drive, 12 Patterson Hall, Raleigh, NC 27695-8203, ghoshal@stat.ncsu.edu;
Changku Kang, Bank of Korea

Key Words: Nonparametric regression, clustering, Dirichlet mixture pro-
cess, MCMC, curse of dimensionality

We consider a clustering based approach to non-parametric regression
when data come from finitely many hidden sub-populations in each of
which a simple parametric regression model holds. We try to recover the
lost labels by a Bayesian clustering technique based on Dirichlet mixture
of normals. Because sample is not split regionwise, we avoid the curse of
dimensionality problem in higher dimension. The clusters are formed au-
tomatically within an MCMC scheme. Model parameters are estimated by
least square method in each cluster. An ensemble of parametric regression
estimates are formed, each based on a configuration formed in each MCMC
step, and a simple averaging produces the final estimate. Our method also
gives confidence bands and compares favorably with kernel, spline or GAM
based method when clusters overlap less. The method is applied to analyze
a donation data.

ﬂ 5@ Symbolic, Time Series,

and Image Analysis || ® &

Section on Statistical Computing, Section on Statistical Graphics
Monday, July 30, 10:30 am-12:20 pm

Symbolic Data Analysis

+ Lynne Billard, University of Georgia, Department of Statistics, Athens,
GA 30602-1952, lynne@stat.uga.edu

Key Words: symbolic-data, intervals, distributions, variations, classical
comparisions

With the advent of the modern computer, contemporary datasets can be
too large to handle or analyze in traditional ways. An alternative approach
is to summarize the data in such a way that ensures the dataset is more
manageable yet also retains as much of the knowledge in the original da-
taset as possible. One consequence is that the dataset no longer consists of
single point values in p-dimensional space but may be lists, intervals, dis-
tributions and so on, and are now hypercubes in space. Such data are called
symbolic data. Some data are naturally symbolic in nature. We consider
how such data arise, how they are structured, and how they can be ana-
lyzed. A comparison of symbolic analyses with standard analyses shows
that the symbolic methods capture more of the inherent information con-
tained within the symbolic data.

Temporal Statistics for Consequences of Alcohol Use

% Peter Mburu, George Mason University, 4215 University Drive, Fairfax,
VA 22030, pmburu@gmu.edu; Yasmin H. Said, George Mason University;
Edward Wegman, George Mason University

Key Words: Acute Outcomes, Intervention Strategies, DWI, Time Series

Time-of-day, day-of-week, and month-of-year statistics are important for
modeling the acute consequences of alcohol use and abuse. These conse-
quences are not homogeneous through the year, although that assump-
tion is often made when planning intervention strategies. In this paper we
consider data from the Virginia Department of Motor Vehicles concerning
alcohol-related fatal crashes, also Fairfax County, Virginia DWT arrests
and finally Fairfax County, Virginia alcohol treatment admission data. We
investigate the cyclic effects over the period 2000-2005.

116 (SW 2007

@ Applied Session

o Presenter

Time-Frequency Analysis of Electroencephalogram Series

% Wei Yang, SUNY at Albany, 12144, wy4515@albany.edu; Stephen
Wong, University of Pennsylvania; Igor Zurbenko, SUNY at Albany

Key Words: EEG, Seizure, Epilepsy, KZFT, Time-Frequency analysis, PPF

The Kolmogorov-Zurbenko Fourier transform (KZFT) is an iterated Fou-
rier transform which may overcome the spectral leakage of regular Fou-
rier transform. Simulation studies have shown its superior resolution over
the regular Fourier transform. In this paper, KZFT based time-frequency
analysis was applied to EEG series from scalp recordings of generalized
tonic-clonic seizures. The time-frequency plot showed that the peak power
frequency (PPF) slowly decreased within the theta band before the seizure
onset and quickly decreased within the delta band during and after the sei-
zure onset. The estimated decreasing rates were 0.014 and 0.09 Hz/second,
respectively. In addition, we observed a trend of increasing PPF of delta
band activity prior to seizure onset. These findings may contribute to the
identification of seizure onset.

Temporal Extensions to Spatial Statistical Metrics

+% James Shine, U.S. Army Topographic Engineering Center, 4218 Alcott
Street, Alexandria, VA 223009, jshine@tec.army.mil; James P. Rogers, U.S.
Army Corps of Engineers; Mete Celik, The University of Minnesota;
Shashi Shekhar, The University of Minnesota

Key Words: spatial statistics, spatio-temporal, point patterns, lattices,
random fields

A wealth of metrics have been developed to measure the statistical proper-
ties of different types of spatial data. Point patterns are described by met-
rics such as Ripley’s K, intensity, and different nearest-neighbor measures.
Lattices are described by metrics such as Moran’s I, Geary’s C and different
forms of spatial regression models. Continuous random field models are
described by metrics such as the variogram. As spatial research increas-
ingly becomes spatio-temporal research, extensions of these spatial statis-
tics to the temporal realm are being examined. In particular, extensions to
Ripley’s K have been discussed by Diggle and others. This paper will exam-
ine existing efforts to extend these spatial metrics to include the temporal
dimension and will offer some new extension ideas as well.

Approaches to Time Series Clustering

+* Hwanseok Choi, The University of Alabama, PO Box 870221,
Tuscaloosa, AL 35487-0221, hchoi@cba.ua.edu; ]. Michael Hardin, The
University of Alabama

Key Words: Time Series Clustering, MPCA, Multivariate Time series, Di-
mension Extraction

Time series clustering has been one of the major techniques in providing
useful information in various fields these days especially as applied to data
mining. There seems to be an increased interest in time series clustering
in various domains. However, the majority of time series clustering stud-
ies are restricted to univariate time series; and, there is lack of studies to
compare different time series clustering approaches. In this presentation
we introduce several feature extraction approach models to reduce origi-
nal time series dimensions. These techniques can be used to draw lower
dimension clustering plots with multivariate time series data. After that,
we compare the results of predictability among multivariate time series
clustering methods with simulation data as well as field data. Further, we
examine these cluster methodologies across different time series contexts.

An Empirical Spectral Test (EST) for Random Sequences
% David Zeitler, Grand Valley State University, 1 Campus Drive, 1172
Mackinac, Allendale, MI 49401, zeitlerd@gvsu.edu; Joseph W. McKean,
Western Michigan University; John Kapenga, Western Michigan
University
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Key Words: empirical spectral test, random number generator, random
sequence test, Fourier transform

Random number sequences are critical to research in many fields. The va-
lidity of research results often depend heavily on the underlying distribu-
tion of these sequences. In this work we introduce the Empirical Spectral
Test (EST). The EST is a highly flexible test of spatial uniformity based on
a multi-dimensional Fourier transform of the empirical probability den-
sity function. It has properties in common with theoretical tests such as
the spectral test and discrepancy tests. However the EST can be applied
to sequences from any random number source, can be adapted to specific
user requirements and has the added advantage that its computational
complexity is relatively independent of the number of data points being
tested. This later makes it particularly interesting as a test for extremely
long period generators used for parallel computation work.

Using Geometrical Tools for Dimension Reduction of
Images
o Evgenia Rubinshtein, University of Central Arkansas, 2840 Dave Ward

Dr, Apt J8, Conway, AR 72034, evgeniar@uca.edu; Anuj Srivastata, Florida
State University

Key Words: Dimension reduction, image analysis, stochastic optimiza-
tion, kurtosis, variance

We are interested in low-dimension linear representations of images, moti-
vated the fact that image analysis often requires dimension reduction before
statistical analysis, in order to apply sophisticated procedures. We present
geometric tools for finding linear projections that optimize a given criterion
for a given data set. We formulate this problem as multidimensional optimi-
zation on Stiefel manifold and use different criteria. The gradient vector is
represented as the orthogonal projector onto the tangent space of the mani-
fold. We use stochastic gradient methods to solve this problem in order to
search for the global maximum. We demonstrate these results using several
image datasets, including natural images and facial images.

ﬂ 5 ﬂ Reducing Bias in

Epidemiological Studies: Two-Phase
Sampling and Missing Data Methods @

Section on Statistics in Epidemiology, Section on Health Policy
Statistics
Monday, July 30, 10:30 am-12:20 pm

A Method To Assess Bias Reduction in Observational
Studies of Influenza Vaccine Effectiveness

+% Jennifer Nelson, Group Health Center for Health Studies, University of
Washington, Department of Biostatistics, Seattle, WA 98101, nelson.jl@
ghc.org; Michael Jackson, Group Health Center for Health Studies; Noel

Weiss, University of Washington; Lisa Jackson, Group Health Center for
Health Studies

Key Words: bias reduction, observational study, influenza, vaccine effec-
tiveness

Accurately estimating the public health benefit of influenza vaccination for
seniors is important for planning during pandemic and nonpandemic peri-
ods. Existing estimates of vaccine benefit in the elderly are primarily derived
from observational studies. These studies typically use data from research
or health care utilization databases and consistently report substantial re-
ductions in all-cause mortality and respiratory disease hospitalization risk
during influenza season in vaccinated seniors. However, there are reasons
to believe that bias due to differences between vaccinated and unvaccinated
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seniors may account for some or all of these differences. We summarize the
evidence for bias in published studies, propose design and analysis strate-
gies that may yield more accurate estimation, and present a novel method to
assess the ability of such strategies to reduce bias in future studies.

Multiple Imputation To Control for Unmeasured
Confounding Using an Internal Validation Study

¢ Robert Glynn, Brigham and Women’s Hospital, 900 Commonwealth
Avenue, Boston, MA 02215, rglynn@rics.bwh.harvard.edu; Til Stiirmer,
Brigham and Women’s Hospital

Key Words: confounding, bias, regression models, multiple imputation,
missing data, propensity scores

Multiple imputation (MI) can be used to adjust main study estimates for
unmeasured confounding if additional information on confounders is
available from a validation study. We compared MI of a missing covari-
ate and of the gold-standard propensity score (PSG). We simulated cohort
studies with a binary exposure A, a Poisson outcome Y, and 3 indepen-
dent, normally distributed confounders, of which 1 (C) was only observed
in a validation sample. MI of C used linear regression of C on A, Y, and
measured covariates; whereas MI of PSG used linear regression of PSG
on A, Y and PSE (the error-prone propensity score without C). Both ap-
proaches performed well to control for unmeasured confounding and led
to substantial bias reductions which were slightly less pronounced with MI
of PSG. However, MI of PSG is easily implemented with multiple missing
confounders and might be useful in that setting.

Estimation of Causal Effects in Studies with Outcome-
Dependent, Two-Phase Sampling

% Weiwei Wang, Johns Hopkins Bloomberg School of Public Health, 615
N Wolfe St, E3040, Baltimore, MD 21205, wewang@jhsph.edu; Daniel
Scharfstein, Johns Hopkins Bloomberg School of Public Health; Zhiqiang
Tan, Johns Hopkins Bloomberg School of Public Health; Ellen MacKenzie,
Johns Hopkins Bloomberg School of Public Health

Key Words: outcome dependent, two-phase, causal inference, biased
sampling, semiparametric, doubly robust

We consider studies in which it is inexpensive to measure an outcome Y,
a nonrandomized binary treatment T and a subset of confounding factors
V, but expensive to measure additional confounding factors W. In such
studies, outcome-dependent two-phase sampling can significantly reduce
the cost. We propose two estimators of the causal effect of treatment: dou-
bly robust and locally efficient, and compare them to the simple inverse
weighted estimator. We illustrate our methods with data from the National
Study on the Costs and Outcomes of Trauma and demonstrate finite sam-
ple performance of the estimators in a simulation study. We argue that the
doubly robust estimator provides the best tradeoft in terms of robustness,
efficiency and ease of implementation.

Analysis of Epidemiological Studies with an Qutcome-
Dependent Sampling Design
% Haibo Zhou, The University of North Carolina at Chapel Hill,

Department of Biostatistics, CB7420, Chapel Hill, NC 27599, zhou@bios.
unc.edu

Key Words: outcome dependent sampling, continuous outcome, empiri-
cal likelihood, weighted analysis, epidemiologic methods, semiparametric

To characterize the relation between an exposure and a continuous out-
come, the sampling of subjects can be done much as it is in a case-control
study, such that the sample is enriched with subjects who are especially in-
formative. In an outcome dependent sampling (ODS) design, observations
made on a judiciously chosen subset of the base population can provide
nearly the same statistical efficiency as observing the entire base popula-
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tion. Reaping the benefits of such sampling, however, requires use of an
analysis that accounts for the ODS design. In this report, the authors ex-
amined the statistical efficiency of a plain random sample analyzed with
standard methods, compared with that of data collected with an ODS de-
sign and analyzed by either of two appropriate methods.

Estimates of Causal Effects of a Continuous Exposure
Using Multiple Imputation

¢ Sundar Natarajan, Veterans Affairs New York Harbor Healthcare
System/New York University, 423 E 23rd Street Room 11101S, New
York, NY 10010, natarsO1l@med.nyu.edu; Stuart R. Lipsitz, Brigham
and Women’s Hospital; Garrett Fitzmaurice, Harvard University; Scott
Regenbogen, Harvard School of Public Health

Inferring causation is difficult in observational studies. Confounders may
not be balanced across groups, and conclusions about ‘exposure’ effects are
vulnerable to selection bias. For a categorical exposure, propensity score
adjustments are popular. For a continuous exposure, these adjustments are
difficult. Instead, we will use Rubin’s multiple imputation approach to es-
timate the causal effects of a continuous exposure. Specifically, if there are
G distinct exposure levels, for the i*th person, we create G-1 new observa-
tions with all possible confounders the same as the i"th person, but with
the exposure replaced with the G-1 exposures that the subject didn't get;
further, the outcome is set at missing. Multiple imputation is used to ‘im-
pute’ missing outcomes. This approach is also used to estimate the mean
outcome at ‘doses’ of the exposure of interest.

Nonparametric Regression with Missing Data Using
Kernel-Estimating Equations

% Lu Wang, Harvard University, 655 Huntington Ave, SPH2, 4th Floor,
School of Public Health, Boston, MA 02115, luwang@hsph.harvard.

edu; Xihong Lin, Harvard School of Public Health; Andrea Rotnitzky,
Universidad Torcuato Di Tella

Key Words: nonparametric mean model, two-stage study, inverse prob-
ability weighted kernel GEE, augmented estimating equations, double ro-
bustness, asymptotic efficiency

In epidemiology studies when we do not know the functional pattern of
how the mean outcome depends on a covariate, nonparametric regression
becomes attractive. However, if nonresponse occurs nonrandomly (e.g., in
stratified two-stage designs), naive approach using complete cases is usu-
ally biased. We propose inverse probability weighted kernel generalized
estimating equations (GEE) and a class of augmented inverse probabil-
ity weighted (AIPW) kernel GEE to correct for dependent censoring and
nonrandom missing. Both approaches are asymptotically unbiased and do
not require full likelihood specification. Further, the double robustness of
AIPW kernel estimator provides us two chances to achieve valid inferences
and it has potentials to gain efficiency. Simulations are done to evaluate
practical performances, followed by an application on the AIDS Costs and
Services Utilization Survey data.

Semiparametric Efficient Causal Inference with Missing
Data

** Yue Shentu, Merck & Co., Inc., 10 Landing Lane, Apt 6R, New
Brunswick, NJ 08901, yue_shentu@merck.com; Minge Xie, Rutgers
University

Key Words: Propensity Score, Observational Study, Missing at Random,
Semiparametric efficiency bound

A missing data problem is investigated in the context of causal inference. In
real-life observational studies, the response of interest may often be miss-
ing for a subgroup of subjects, and the missing mechanism may depend
on post-baseline outcomes as well as baseline information. Motivated by
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a semiparametric efficiency bound of consistent treatment effect estima-
tion, we proposed an estimator that incorporates the propensity-weighting
and the regression imputations. We show that under mild assumptions, the
proposed estimator is n-1/2-consistent and semiparametrically efficient. In
addition, we show that the proposed estimator is robust against some of the
model mis-specifications. Simulation studies were carried out to compare
the proposed estimator with other existing estimators and to demonstrate
its desirable properties.

ﬂ 52 Survey Measurement and

Data Quality @

Section on Survey Research Methods, Social Statistics Section
Monday, July 30, 10:30 am-12:20 pm

Can Study Design Influence Substantive Survey Results?
o Dhuly Chowdhury, RTI International, 6110 Executive Blvd, Suite

902, Rockville, MD 20852, dchowdhury@rti.org; Karol Krotki, RTI
International; Lily Trofimovich, RTT International

Key Words: measurement bias, field procedures

The objective of the Synar survey is to determine the buy rate for each state
based on random, unannounced inspections of a probability-based sample
of tobacco outlets accessible to youth. The buy rate is defined as the pro-
portion of tobacco outlets that sell cigarettes to minors. Some researchers
claim that states can change the buy rate by manipulating the age and gen-
der distribution of the inspectors. We will explore to what extent inspec-
tors’ age and gender impacts the buy rate. Our primary hypotheses are 1)
female inspectors are more likely to be able to buy cigarettes than male in-
spectors, and 2) older inspectors are more likely to be able to buy cigarettes
than younger inspectors. We will also study interactions and the influence
of covariates and will include procedures for the control of bias introduced
by the study design.

SOl Develops Better Survey Questions Through Pretesting

4 Tara Wells, Internal Revenue Service, Statistics of Income, 500 North
Capitol Street NW, Washington, DC 20001, tara.rwells@irs.gov; Diane M.
Milleville, Internal Revenue Service

Key Words: pre-testing, survey question development

Recently, the Statistics of Income (SOI) Division of the Internal Revenue
Service helped a customer develop a survey. Without any prior knowledge
of the survey’s topic, SOI found it difficult to write “good” survey questions.
Through the use of pretesting, SOI gradually became more familiar with
the topic, determined how to phrase the questions, and understood which
questions to include in the survey. Using cognitive interviewing, along
with an Intranet application, SOI was able to obtain feedback from a small
subset of the survey population. The survey content evolved into a set of
well-developed questions that were easily understood by the participants.
Through continued research of survey question development, SOI will ben-
efit in future survey projects through the use of pretesting.

A New Approach to Measuring Residence Status

% Jennifer Childs, U.S. Census Bureau, Statistical Research Division, 4700
Silver Hill Road, Washington, DC 20233, jennifer. hunter.childs@census.gov;
Elizabeth M. Nichols, U.S. Census Bureau

Key Words: coverage, residency, split-panel field test

To determine where to count people who have multiple places to stay (e.g.,
second home, relatives’ homes) on Census Day, Census coverage operations
use a set of “cycle” questions that ask how often a person goes back and
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forth between places. These questions offer predefined patterns (e.g., go-
ing between places every week) and ask where the person spent most of
the time during a specified time period (e.g., March and April). Because
the cycle questions presume set patterns of living situations that may not
reflect reality, we investigate an alternative method of assigning residency.
The new “dates” method involves collecting dates of stays for each address
and calculates where a person should be counted on census day given the
dates. This paper presents findings from an experiment that evaluated the
effectiveness of this alternative method of assigning residency.

Evaluating the Computer Audio-Recorded Interviewing
(CARI) Household Wellness Study (HWS) Field Test

% Taniecea Arceneaux, U.S. Census Bureau, 4600 Silver Hill Road,
Washington, DC 20233, taniecea.a.arceneaux@census.gov

Key Words: Computer Audio-Recorded Interviewing, Quality Assurance,
Computer Assisted Personal Interviewing

This report provides the results of research, testing, and analysis conducted
by the U.S. Census Bureau. CARI will allow more efficient sampling meth-
ods and a more focused reinterview program while maintaining the Census
Bureau’s standard of data quality. With the respondent’s consent, CARI un-
obtrusively recorded the verbal exchange between the interviewer and the
respondent without disrupting the normal interview process. While the
broader goal of this research is to implement CARI into all of the Census
Bureau’s computer-assisted personal interview (CAPI) surveys, the pres-
ent study accomplishes the following tasks: evaluate the impact of CARI
on data quality, measure the audio quality of recordings collected during
personal visit interviews, determine the impact of CARI on system perfor-
mance, and obtain the reactions of respondents Field Representatives (FRs)
to the use of CARL

Patterns of Nonresponse for Key Questions in NSDUH and

Implications for Imputation

% Peter Frechtel, RTI International, One Metro Center, 701 13th Street
NW Suite 750, Washington, DC 20005, frechtel@rti.org; Elizabeth Copello,
RTI International

Key Words: imputation, nonresponse, nonresponse bias, probes, item
nonresponse

The National Survey on Drug Use and Health (NSDUH), an annual na-
tionwide survey involving approximately 67,500 subjects per year, does not
make use of callbacks. However, for several key questions on drug use in
the NSDUH, follow-up questions, or “probes,” are presented to subjects who
entered a response of “don’t know” or “refused” to the original questions.
The probes are a low-cost method of increasing item response rates, and of
reducing nonresponse bias. An earlier study examined the success of the
probes in increasing item response rates. This paper will mainly focus on
nonresponse bias. There is strong evidence that respondents who answered
the probes differ from respondents who answered the original questions, es-
pecially those who refused to answer the original questions. Some improve-
ments to the current imputation method are proposed and evaluated.

The Impact on Data Quality of the Transition to Clean-
Burning, On-Highway Diesel
+% Paula Weir, Energy Information Administration, 19343 Mill Dam Place,

Lansdowne, VA 20176, paula.weir@eia.doe.gov; Pedro J. Saavedra, Macro
International; Benita O’Colmain, Macro International

Key Words: variance, bootstrap, on-highway, ULSD, price

The Environmental Protection Agency required that by June 2006 refiners
and imports of petroleum must ensure that at least 80 percent of the vol-
ume of highway diesel fuel they supply be Ultra-Low Sulfur Diesel (ULSD).
By December 2010, all on-highway diesel must be ULSD. Between 2006
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and 2010, both ULSD and low sulfur diesel (LSD) may be sold at retail lo-
cations outside of California, with some outlets carrying both fuels and
others carrying only one. Until January 2007, EIA collected the price of
on-highway diesel without sulfur distinction. This paper describes how the
weekly diesel price survey was modified to account for the transition to
ULSD. One aspect central to the design was the estimation of the propor-
tion of each kind of diesel sold in each sampling cell. An evaluation of the
variance using a bootstrap method and sensitivity analysis of alternate as-
sumptions are presented.

Interviewer Variahility and Survey Estimates: Quantifying
Data Quality

** Novie Younger, The University of the West Indies at Mona, Jamaica, P
O Box 25580, KIN 3960, Miami, FL 33102-5580, novie.younger@uwimona.
edu.jm; Damion Francis, University of the West Indies; Shelly McFarlane,
University of the West Indies; Jan van den Broeck, University of the

West Indies; Georgiana Gordon-Strachan, University of the West Indies;
Andriene Grant, Ministry of Health, Jamaica; Deanna Ashley, Ministry of
Health, Jamaica; Rainford Wilks, University of the West Indies

Key Words: Intra-observer correlation coefficient, observer design ef-
fects, observers, random effects models, precision, means

Ensuring data quality in national health surveys using large numbers of
observers is important. Assessment of data quality and validity of survey
estimates is desirable. Training and certification contribute to improved
data quality but maintenance of quality in the field is often not assessed.
Health survey data can quantify observers’ influence on precision of sam-
ple means. Random effects models estimate association between observers’
and supervisors’ (“gold standard”) independent replicate measurements ad-
justed for time lag. We estimate the intra-observer correlation coefficients
(IOCC), observer design effects and the impact of observer variability on
the variance of means. These results quantify survey data quality and sug-
gest optimal intervals between interviewers’ measurements and their “gold
standard” for the purpose of quality control.

ﬂ 5@ Survey Weighting and

Calibration Methods @

Section on Survey Research Methods
Monday, July 30, 10:30 am-12:20 pm

Comparing Estimate Bias and Variances Using Calibrated
Weights with a Different Number of Constraints in a
Sample with Oversamples in Specific Groups

% Nuria Diaz-Tena, TNS-Global, 22 Clearview Ave, Princeton, NJ 08540,

nuria.diaz-tena@tns-global.com; Rob Cole, TNS-Global; Partha Dass,
TNS-Global

Key Words: weight adjustment, weight calibration, marginal targets, web
surveys, noncoverage, oversample

TNS conducts a web-based customer satisfaction for each of the major
wireless service providers in 20 Designated Marketing Areas (DMAs). The
survey measures both overall satisfaction as well as performance on a large
number of attributes. The client needs to be able to look at the data in a va-
riety of ways: the entire wireless market; by specific wireless provider; and
particularly by specific wireless provider within individual DMAs. TNS
computes weights to compensate for noncoverage, nonresponse and overs-
amples. To compensate for response bias, we decided to calibrate age, gen-
der and income within DMA and provider. Previously, the calibration was
done only by age, gender, income and provider within a DMA. Increasing
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the number of constraints to calibrate within area and provider improved
the effective sample sizes of the DM As by providers.

A New Algorithm for High-Dimensional Calibration in
Observational Studies

** Michael E. Jones, Westat, 1650 Research Blvd, Rockville, MD 20850,
MikeJones@westat.com; Ismael Flores Cervantes, Westat; David R. Judkins,
Westat

Key Words: poststratification, raking, weighting

It has been shown recently that raking can be used as a balancing technique
when applying propensity scoring to reduce bias in quasi experiments.
When raking to balance, the potential number of control variables may
increase to a level where time to convergence is impractical, even with high
powered computers. As an alternative to the classic raking procedure, we
describe a new method designed specifically for high-dimensional calibra-
tion. We evaluate the new method primarily in terms of convergence speed.
However, we are mindful that this tool could facilitate questionable estima-
tion strategies wherein people calibrate on many extraneous dimensions.
To assess the consequences of such a strategy, we evaluate the performance
of an estimator of a survey mean based on weights that were calibrated on
many dimensions that are independent of the variable of interest.

Improving the Unit Nonresponse Adjustment in the NLSCY
Using Logistic Regression Modeling and Calibration

#* Mike Tam, Statistics Canada, Main Building 2500 K, 150 Tunney’s
Pasture Driveway, Ottawa, ON K1A 0T6 Canada, mike.tam@statcan.ca;

Marcelle Tremblay, Statistics Canada; Sarah Franklin, Statistics Canada;
Claude Girard, Statistics Canada

Key Words: Nonresponse, Logistic Regression, Calibration

The National Longitudinal Survey of Children and Youth (NLSCY) is a lon-
gitudinal survey conducted by Statistics Canada. For the first five cycles,
unit nonresponse for the original cohort of 0—11 year-olds was treated by
reweighting within RHGs formed via segmentation modeling. In an effort
to improve the longitudinal consistency of the estimates, the use of logistic
regression to form the RHGs was investigated and implemented at cycle
6 of the NLSCY. Since the model that was used in production included
only frame and cooperation variables, further development of the logistic
regression model for cycle 7 of the NLSCY is planned. The potential im-
provements, including incorporating more questionnaire variables from all
cycles and the use of paradata, are discussed. We also present the results of
using calibration as another way to achieve longitudinal consistency.

Weight-Trimming in the National Inmunization Survey
(NIS)

» Sadeq Chowdhury, NORC at the University of Chicago, 1350
Connecticut Ave, NW, Suite 500, Washington, DC 20036, sadeqc@yahoo.
com; Meena Khare, National Center for Health Statistics; Kirk Wolter,
NORC at the University of Chicago

Key Words: Extreme weights, outliers, trimming, truncation

Excessively large sampling weights can unduly inflate variances of survey
estimates. The NIS weighting procedure involves a series of nonresponse
and undercoverage adjustments that introduce a considerable variation
in sampling weights, even though the sample is selected with equal prob-
ability within each of 78 immunization action plan (IAP) areas. To control
such undue variance in estimates, extreme weights are truncated and the
remaining weights are adjusted to compensate for the truncation. We plan
to present an analytical approach to assess the effects of weight trimming
on the NIS estimates. The results will provide an indication whether there
is scope for further optimization of the trimming procedure. Also, an alter-
native approach for detecting extreme weights and setting trimming cutoff

120 {SWM 2007

@ Applied Session

o Presenter

values under the assumption of an exponential distribution of the weights
will be discussed.

Testing for Informative Weights and Weights Truncation
in Multivariate and Multilevel Modeling with Survey Data

** Tihomir Asparouhov, Muthen & Muthen, 2723 Sherwood Dr, Salt Lake
City, UT 84108, asparouhov@hotmail.com; Bengt Muthen, University of
California, Los Angeles

Key Words: Weights Ignorability, Weights Truncation, Survey data mod-
eling, Multivariate Models, Multilevel Models

Analyzing the informativeness of the sampling weights can lead to signifi-
cant improvement in the precision of model estimation with survey data.
Testing for weights ignorability and weights truncation are two techniques
that can be utilized in the sampling weights analysis. We evaluate the per-
formance of these techniques in simulation studies based on multivariate
factor analysis model as well as multilevel linear and logistic regression
models. To test the weights ignorability we use Pfeffermann’s (1993) test.
We also compare different weights truncation techniques and discuss
strategies for determining the optimal level of truncation. We describe the
implementation of these techniques in the software package Mplus.

An Application of Alternative Weighting Matrix Collapsing
Approaches for Improving Sample Estimates
+¢ Linda Tompkins, Centers for Disease Control and Prevention, National

Center for Health Statistics, 1810 Bunker Hill Road NE, Washington, DC
20018, lit3@cdc.gov; Jay J. Kim, National Center for Health Statistics

Key Words: Coverage ratio, Sample weighting, Cell collapsing

In sample weighting, most surveys combine small race groups such as
American Indians, Asians, and other races with Whites. One problem with
this approach is that Whites have a much better coverage ratio than the
smaller race groups. This results in an overestimation of Whites and an un-
derestimation of smaller race groups. For example, in weighting the 2003
National Health Interview Survey (NHIS) sample, the number of American
Indians was underestimated by 29.70 percent and the number of Whites
children under age year one were overestimated by 7 percent. The over-
all coverage ratio for Whites was 84.8 percent, while that for American
Indians was only 50 percent. In this paper, alternative approaches for cell
collapsing applied to the 2003 NHIS and the resulting estimates will be
compared.

Bayesian Weight-Smoothing Models in Clustered or
Cross-Classed Sample Designs
% Xiaobi Huang, University of Michigan, 2013 Medford Road, Apt H162,

Ann Arbor, MI 48104, xiaobih@umich.edu; Michael R. Elliott, University
of Michigan

Key Words: Sampling weights, clustered sample design, cross-classed
sample designs, weight trimming, weight smoothing

Highly disproportional sample designs have large weights, which will in-
troduce undesirable variability in statistical estimates. Weight trimming
fixes a cutpoint weight and sets larger weights to this cutpoint value while
adjusts weights below this value to maintain the untrimmed weight sum,
reducing variability at the cost of introducing some bias. Previous work
developed Bayesian “weight smoothing” models to produce general model-
based weight trimming estimators of population statistics, but has been
limited to the context of stratified and post-stratified sample designs. This
presentation extends the Bayesian “weight smoothing” methodology to a
more general class of complex sample design that include single or multi-
stage cluster samples and/or strata that “cross” the weight strata. The meth-
ods are applied to linear and generalized linear regression models.
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Section on Statistical Consulting, Section on Statistical Computing
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A Quantitative Assessment of Diagnostic Cutoff Point
Selection Methods

% Michael Andrew, Centers for Disease Control and Prevention, 1095
Willowdale/NIOSH, Morgantown, WV 26505, mandrew@cdc.gov;
Shenggiao Li, Centers for Disease Control and Prevention; Harshinder
Singh, West Virginia University

Key Words: Diagnostic cutoff points, Specificity, Sensitivity, Predictive
power positive, Predictive power negative, Prevalence

In cases where a decision about binary categorization of disease status is
made on the basis of measurement on a trait, the determination of the cutoff
point for the trait is an important problem. There are several criterion con-
sidered in literature for selecting the diagnostic cutoff point for classifying
a subject in to disease or disease-free group. Notable among these are the
probability of misclassification criterion, sum of sensitivity and specific-
ity maximization criterion, maximal chi-squared criterion and a distance
minimization criterion. We provide a quantitative assessment of different
methods of obtaining diagnostic cutoff points in terms of performance of
the resulting diagnostic quality measures such as sensitivity, specificity,
predictive value positive and predictive value negative assuming models
for the distribution of the underlying trait and the measurement error.

Application of Principal Component Analysis in the
Reduction of a 19-Item Clinical Scale

¢ Hong Liu-Seifert, Eli Lilly and Company, Lilly Corporate Center,
Indianapolis, IN 46285, liu-seifert_hong@lilly.com

Key Words: Principal Component Analysis, factors, data reduction

Rating of Medication Influence (ROMI) is a 19-item clinical scale. Its use
has been limited due to the large number of items and lack of established
structure. The objective of this research was to apply Principal Component
Analysis (PCA) to explore the underlying dimensions of ROMI. PCA was
applied to ROMI from 2 studies with different designs and patient popula-
tions. Further, factors were derived at multiple time points and for each
treatment arm for sensitivity. PCA yielded largely identical factors for
ROMI for the 2 studies. These factors were consistent with the commonly
accepted Health Belief Model. Results were also consistent at different time
points and for each treatment group in each study. The derived factor struc-
ture for ROMI based on PCA is robust and may facilitate the use of ROMI
as an easy and more applicable rating scale with reduced dimensions.

Statistical Applications in High-Throughput siRNA
Synthetic Lethality Screens

® Yue Li, Lilly Singapore Center for Drug Discovery, 1 Science Park Road
0401, The Capricorn, Singapore, 117528 Singapore, liyue828@gmail.com;
Gopinath Ganji, Lilly Singapore Center for Drug Discovery; Holly Yin,
Translational Genomics Research Institute; Quick Que, Translational
Genomics Research Institute; Kok Long Ang, Lilly Singapore Center for
Drug Discovery; Libin Ma, Lilly Singapore Center for Drug Discovery;
Song W, Lilly Singapore Center for Drug Discovery; Greg Tucker-
Kellogg, Lilly Singapore Center for Drug Discovery
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Key Words: RNAi, HTS, Z prime factor, sigmoidal dose response model,
1C50

RNA interference (RNAi) by small interfering RNA (siRNA) and short
hairpin RNA (shRNA) reagents has emerged as a powerful technique to
knock down the expression of specific genes. This has accelerated target
validation efforts in drug discovery and development, particularly through
cell-based phenotypic screening assays. An example of such an applica-
tion involves “synthetic lethality” experiments in combination with small
molecules for target or biomarker discovery. We have used this approach
in a genome-wide high throughput screen (HTS) and examples of various
statistical considerations and applications throughout the HTS, including
experimental design, quality control and hit selection, will be presented
and discussed.

Outlier Detection for a High-Throughput Bioassay

+* Shea Watrin, Amgen Inc., 4000 Nelson Rd, Longmont, CO 80503,
swatrin@amgen.com; Ye Frank, Amgen Inc.

Key Words: Bioassay, Outliers

Bioassays are used to evaluate the potency of pharmaceuticals. These cell
based assays can produce extreme results for which an assignable cause
is not apparent. In a high throughput lab environment it is desirable to
quickly and efficiently discern outliers from good data points. Investigating
individual outliers is time consuming and can lead to inconsistent rejec-
tion of data. It is therefore desirable to set rules that will allow rejection of
outliers automatically. These rules should protect against outliers but allow
for variability that is common in the assay. We establish guidelines that
allow the data to be evaluated for outlying data points before assumptions
of the assay are verified and calculation of potency is carried out. These
guidelines protect against subjective decisions about outliers and allow a
high-throughput lab to process data efficiently.

The Effects of Sampling and Sample Preparation on
Analytical Sensitivity
** Thea Eudey, California State University, East Bay, Statistics Department,

Hayward, CA 94542, lynn.eudey@csueastbay.edu; Richard Lewis,
GlaxoSmithKline

Key Words: Analyte, Poisson distribution, Sensitivity

We investigate the probability of obtaining a positive assay result when
the concentration of the analyte is low. In this situation, sampling and/or
sample preparation can have significant effects on assay sensitivity, espe-
cially for assays that use small sample volumes. For example, due simply to
chance, the analyte may not be present in a small sample, or, even if present
in the sample, may not make it all the way through the sample prepara-
tion steps. In order to explore the potential impact of these effects, we use
a relatively simple two-stage probability model. The first stage (sampling)
employs a Poisson distribution and the second stage (sample preparation)
employs a binomial distribution. We illustrate our findings with several
examples.

Binary Logistic Regression Modeling of Precursor

Sequence Cleavage

+ Allison Tegge, University of Illinois at Urbana-Champaign, 1207
Gregory Dr, Urbana, IL 61801, ategge@uiuc.edu; Sandra Rodriguez-Zas,
University of Illinois at Urbana-Champaign; Bruce Southey, University of
Illinois at Urbana-Champaign

Key Words: binary logistic model, bioinformatics, sequence analysis

Neuropeptides are signaling molecules critical in neural communication.
Approaches to predict neuropeptides resulting from complex posttrans-
lational enzymatic processing of precursors can support efficient experi-
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mental confirmation. We used a binary logistic model to predict precursor
cleavage using amino acid location information. Logistic regression models
were trained and cross-validated using precursor sequences and cleavage
information from multiple mammalian species. Complementary variable
selection methods were used to identify parsimonious models. The sen-
sitivity of the models to correctly predict cleavages sites ranged from 68
to 75%. The species-specific logistic cleavage predictive equations differed
in the explanatory variables and regression coefficients. Logistic modeling
helped uncover species-specific sequence features influencing precursor
sequence cleavage.

Frequentist and Bayesian Complement Each Other

#* Tie-Hua Ng, Food and Drug Administration, 1401 Rockville Pike,
CBER, HFM219, Rockville, MD 20852, tichua.ng@fda.hhs.gov

Key Words: Frequentist, Bayesian, sensitivity, positive predictive value,
type I error rate, false discovery rate

A frequentist describes the data (or outcomes) conditioned on the un-
known parameters while a Bayesian describes the parameters conditioned
on the observed data. The two approaches are shown to complement each
other in two applications, namely, (i) diagnostic test kit, and (ii) hypothesis
testing. In the first application, the frequentist evaluates the sensitivity and
specificity, while the Bayesian considers the positive and negative predic-
tive values. In the second application, the frequentist controls the type I er-
ror rate while the Bayesian evaluates the false discovery rate. Recently, Ng
(2007) argues that simultaneous testing for noninferiority and superiority
increases the false discovery rate for superiority, although the type I error
rate is controlled.

Sample-Size Determination for a Flow Cytometry Assay
¢ Elaine A. McVey, BD Technologies, 21 Davis Drive, Research Triangle
Park, NC, Elaine_McVey@bd.com; Perry Haaland, BD Technologies;
Friedrich Hahn, BD Technologies

Key Words: flow cytometry, resampling, statistical computing, bioinfor-
matics, sample size, detection limit

Flow cytometry is an important assay technology that has been limited by
a lack of computational tools appropriate for use by statisticians and bio-
informaticians. In this application, we demonstrate the use of a new open
source software package to perform standard statistical analyses on flow
cytometry data. In this case, cell numbers available for assay were limited,
and sample size planning was required. Data was available from a calibra-
tion experiment which mimicked the expected experimental conditions
and provided large numbers of observations. Using the flowCore package
in R, these flow cytometry data were resampled to obtain proper statistical
estimates of assay sensitivity parameters for small sample sizes.

Testing for Ordered Alternatives in the Analysis of
Genetic Association Studies

3 Julia Kozlitina, Southern Methodist University, P.O. Box 750332, 3225
Daniels Ave, Dallas, TX 75275, jkozliti@smu.edu

Key Words: genetic, association, robust, order-restricted alternatives

Genome-wide association studies hold great potential for helping scientists
understand the genetic component of complex human disease. However,
the identification of individual variants underlying disease phenotypes re-
mains a challenge for several reasons. Most common variants are likely to
have only a minor effect on phenotype, while those alleles that do effect
phenotype directly are likely to be found in populations at very low frequen-
cies, so statistical tests will often suffer from low power to detect existing
associations. We propose a robust procedure with higher power to detect
association, especially when the underlying disease model is unknown.
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Array Analysis To Assess Effects of RNAi-Based Silencing
in Relation to Flavonoid Transport

#* Robert Norton, California State University, East Bay, 28022 El Portal
Drive, Hayward, CA 94542-2512, rnorton@horizon.csueastbay.edu;
Mousumi Rath, California State University, East Bay; Claudia Uhde-Stone,
California State University, East Bay

Key Words: gene expression, array analysis, RNA, lupin

In many soils, low availability of phosphorus (P) is a limiting factor in crop
cultivation. White Lupin (Lupinus albus L.) is a legume that has unique
adaptations for extracting P from soil when other plants cannot. In re-
sponse to P deficiency, white lupin forms densely clustered roots, referred
to as proteoid (or cluster) roots. A previous cDNA array approach iden-
tified genes up-regulated in proteoid roots under P deficiency, including
LaMATE (Lupinus albus multi drug and toxin efflux). The encoded protein
displays homology to the MATE protein family of transporters. LaMATE
has been shown to be also induced under other nutrient stresses. Further-
more, RNAi-based gene silencing was shown to effectively reduce LaMATE
expression in transformed white lupin roots. Here, we are using nylon filter
arrays to analyze gene expression in transgenic lupin roots silenced for La-
MATE expression.

A Semiparametric Mixture Model for Identifying Cis-
Acting Regulatory Elements

% Gregory Hather, University of California, Berkeley, 367 Evans Hall,
Department of Statistics, Berkeley, CA 94720-3860, ghather@berkeley.
edu; Terence Speed, University of California, Berkeley; Mary Wildermuth,
University of California, Berkeley

Key Words: cis-acting regulatory elements, binding sites, transcriptional
regulation, sequence analysis

Traditional computational methods for identifying cis-acting regulatory
elements do not effectively integrate gene expression data into the analysis.
We present a model based on the work of Wang et al. (2005) that relates
these two types of data. One input to our model is a list of short DNA seg-
ments that fall within the promoter region of a gene and that match a user-
specified core motif. The other input is the gene expression data. Each DNA
segment is assumed to be either active or inactive in terms of its role in reg-
ulating gene expression. Any gene with at least one active segment nearby
is assumed to be active. Activity is a binary hidden variable that depends
upon the sequence data and that influences the expression data. The model
can be used to estimate the probability that a given DNA segment is active
under the conditions for which the gene expression was measured.

Reproducibility of Microarray Data: A Further Analysis of
Microarray Quality Control Data

o Chien-Ju Lin, National Center for Toxicological Research, FDA, 3900
NCTR RD, Jefferson, AR 72079, chien-ju.lin@fda.hhs.gov; James J. Chen,
Food and Drug Administration; Huey-Miin Hsueh, National Chengchi
University; Robert R. Delongchamp, National Center for Toxicological
Research; Chen-An Tsai, Academia Sinica

Key Words: interplatform comparability, microarray platform reproduc-
ibility, titration mixture, gene selection

The MicroArray Quality Control (MAQC) data provide an opportunity
to assess reproducibility of gene expression data across multiple sites and
multiple platforms. We evaluate 12091 common genes for four titration
samples generated from five microarray platforms tested in three sites with
five technical replicates. A total of 293 arrays is analyzed in the intra- and
inter-platform comparisons. Hierarchical cluster analysis and analysis of
variance models are used to assess reproducibility and consistency of the
measured intensities. There are differences in intensities measured among
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the five platforms. Within each platform, all five platforms can well distin-
guish the four samples, but there are strong site effects. The four titration
samples follow the concentration response relationship.

An EM Algorithm for Identifying Genotypic Structure
Using Genome-Wide Expression Data

4 Ellen Breazel, University of Georgia, 3 Pittler Drive, Greenville, SC
29607, ellenh@uga.edu; Paul Schliekelman, University of Georgia

Key Words: complex traits, EM algorithm, genotypic structure

Recent studies have found that genomewide expression data may be a use-
ful tool in the difficult task of mapping complex traits. We have developed
a method using expression level information to cluster individuals by their
genotype on disease causative loci. Standard clustering methods are not
well suited to identify genotypic structure because they tend to be over-
whelmed by variation that is unrelated to disease genetic variation. We
propose an EM algorithm-based method that targets the disease genetic
variation and will thus identify disease genotypic variation via the correla-
tion structure in differences in gene expression between disease affected
and unaffected individuals. Identifying genotypic structure in a popula-
tion will allow gene mapping studies to take into account heterogeneity in
disease genotype and will improve mapping power.

A Novel Application of Quantile Regression for
Identification of Cartilage Biomarkers in Equine
Microarray Data

+® Liping Huang, University of Kentucky, Lexington, KY , liping@ms.uky.
edu; Christopher Saunders, George Mason University; Wenying Zhu,

University of Kentucky; Jamie MacLeod, University of Kentucky; Arnold
Stromberg, University of Kentucky; Arne Bathke, University of Kentucky

Key Words: quantile regression, microarray data

Total RNA from equine articular cartilage and 10 other tissues was iso-
lated. Two color array experiments were performed to compare the gene
expression profile of cartilage versus each of the other 10 tissues. Cartilage-
specificity of expression was determined using quantile regression analysis
by estimating conditional quantiles of the log2 ratios given the observed av-
erage log2 intensities. Nine conditional quantiles were estimated. For each
observed gene intensity in a given tissue comparison, a cartilage-specific-
ity score was generated by substituting the Z-score for the corresponding
estimated regression quantile. Thirty-eight probe sets were identified that
exhibit expression above the 95th conditional quantile in all 10 of the carti-
lage/tissue comparisons analyzed. The list includes established biomarkers
of articular cartilage.

A Novel Method of Identifying Differentially Expressed
Genes Based on Probe-Level Data for GeneChip Arrays

o Zhongxue Chen, Southern Methodist University, 3225 Daniels

Ave Statistical Science Dep, POBox 750332 SMU, Dallas, TX 75275,
zhongxue@smu.edu; Monnie McGee, Southern Methodist University;
Qingzhong Liu, New Mexico Institute of Mining and Technology; Megan
Kong, The University of Texas Southwestern Medical Center at Dallas;
Richard Scheuermann, The University of Texas Southwestern Medical
Center at Dallas

Key Words: Differentially Expressed Gene, Microarray, False Positive
Rate, Receiver Operating Characteristic, spike-in, GeneChip

Current gene selection methods suffer from the -multiple comparisons prob-
lem due to the large number of significance tests that must be performed.
Methods that control false discovery rate (FDR) are difficult to estimate the
number of true negatives and are limited to the application for real data.
We propose a novel method for identifying differentially expressed genes
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(DEGs), probe level identification of differentially expressed genes (PLI-
DEGQG). With the extra information provided by probe level data, PLIDEG can
not only control type I error but also increase the power of detecting DEGs
simultaneously. Therefore, PLIDEG can efficiently separate differentially
expressed genes and non-DEGs without requiring estimation of the num-
ber of non-DEGs. Based on theoretical analysis and real microarray data, we
show that PLIDEG has better performance than other methods.

A Network-Based Gene Screening Approach

** Wei Zhao, University of California, Los Angeles, Department of Human
Genetics, Los Angeles, CA 90095, wzhao@mednet.ucla.edu; Paul Mischel,
University of California, Los Angeles; Steve Horvath, University of
California, Los Angeles

Key Words: Network, Microarray, Gene Screening

Weighted gene co-expression network analysis (WGCNA) has been shown
successful in selecting cancer relevant genes using microarray data. We
systematically study the WGCNA based gene screening method and com-
pared it with traditional gene screening methods. Using public available
microarray data sets, we show that the genes with high connectivity in
clinically relevant modules are strikingly and reproducibly associated with
the clinical outcome. These results demonstrate that gene co-expression
networks contain valuable information for identifying prognostically im-
portant individual genes. Our simulations and empirical studies show that
network connectivity can be an important additional gene screening vari-
able for selecting biologically and statistically significant genes.

Statistical Methods for Peptide Identification Using
Tandem Mass Spectrometry Through Sequence Database

Searching

¢ Qunhua Li, University of Washington, 4747 30th Ave NE 155, Seattle,
WA 98105, gli@stat.washington.edu; Matthew Stephens, The University of
Chicago

Key Words: mixture models, EM algorithm, mass spectrometry, pro-
teomics, peptide identification

Peptide identification using tandem mass spectra through database search-
ing is a key component in proteomic research. In this study, we developed
a model-based scoring algorithm for peptide identification using mixture
models. It effectively takes account of the spectral noise and incorporates
the spectral intensity. In addition, our approach also provides a natural
confidence measure for assessing the uncertainty of the score. We will
present our results on several public available benchmark datasets.

Development and Application of a Multivariate Mantel-
Haenszel Mean Scores Test

#* Rebecca McNeil, Medical University of South Carolina, Department
of Biometry, 135 Cannon St Suite 303, Charleston, SC 29425, boehm@
musc.edu; Robert Woolson, Medical University of South Carolina; Carol
Wagner, Medical University of South Carolina

Key Words: Mantel-Haenszel, multivariate, stratified, clustered, mean
scores test, clinical trial

Several methods are appropriate for data from clinical trials with strati-
fied randomization: these include linear models and the Mantel-Haenszel
mean scores test. It has been demonstrated that the mean scores test has
superior power and size to the linear model alternatives in univariate data.
Thus, we provide the theoretical foundations for a convenient multivariate
extension to this highly useful test. In a series of Monte Carlo simulations
of the comparative behavior of the Mantel-Haenszel and two linear models
approaches in multivariate data, we found that the Mantel-Haenszel exten-
sion performed as well or better than the linear models in a wide range
of data structures. We expect that this randomization model approach
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to multivariate or clustered stratified data will be a useful addition to the
statistician’s toolbox.

Curtailed Two-Stage Design for Phase Il Clinical Trial

Yunchan Chi, National Cheng Kung University; 4 Chiamin Chen,
National Cheng-Kung University, Department of Statistics, cmchen@
email.stat.ncku.edu.tw

Key Words: inverse binomial sampling, curtailed two-stage design, ex-
pected sample size, Simon’s design

In general, patients enter a Phase II clinical trial sequentially and hence
their responses to the treatment are reported consecutively. A long obser-
vational period is required, when the accrual rate is low and the treatment
period is long. Simon’s two-stage designs (1989) have recently employed to
avoid giving patient an ineffective drug. Thus if the new drug is ineffective
then this design definitely would shorten the drug development process.
However, for a promising new drug this design may still require a long ob-
servation period. Therefore, this paper proposes an alternative curtailed
two-stage design to shorten drug development process as soon as the treat-
ment shows lack of efficacy or very effective. The savings in patient accrual
compared to Simon’s designs is about 5% and 40% for very low and high
null response rates, respectively.

Statistical Evaluation of Bone Mineral Density as a
Surrogate Endpoint for Fracture with or Without Baseline
Consideration

% Peiqi Chen, Eli Lilly and Company, Lilly Corporate Center, Indianapolis,
IN 46285, chenpe@lilly.com; Asad Rana, Eli Lilly and Company

Key Words: Bone mineral density, surrogate endpoint, fracture risk

The statistical methodologies to validate bone mineral density (BMD)
change as a surrogate for fracture risk reduction are still in debate. The
objective of this paper was to determine whether BMD change or the end-
point BMD value is the more appropriate covariate for fracture risk. Using
data from a large osteoporosis trial, we examined (1) the relationship be-
tween BMD change and fracture risk; (2) the relationship of baseline BMD
and BMD change with fracture risk; and (3) the relationship between the
endpoint BMD value and fracture risk. The unintuitive relationship ob-
served was that a high fracture risk was associated with a large increase
in BMD when we ignored the baseline value. We further found that both
the baseline BMD value and BMD change were important determinants
of fracture risk. Therefore, it is more appropriate to use the endpoint BMD
value in statistical modeling.

A Composite Endpoint for Vulvovaginal Symptoms in VVA
Clinical Trials
3 Moh-Jee Ng, Food and Drug Administration, 3823 Park Lake Dr,

Rockville, MD 20853, mohjee.ng@fda.hhs.gov; Ling Chen, Food and Drug
Administration

Key Words: menopausal women, Composite Endpoints, Vulvar and Vagi-
nal Atrophy

Vulvar and vaginal atrophy (VVA) is an indication associated with meno-
pausal women. Based on the draft Guidance for Industry, there are three
co-primary endpoints for efficacy evaluation. One of them is mean change
from baseline to week 12 in the moderate to severe symptom that has been
identified by the patient as being the most bothersome to her. This end-
point is determined using five vulvovaginal symptoms which are included
in the patient self-assessment questionnaires. It has been observed that
some patients missed to identify this endpoint at the baseline, and some
patients had more than one symptom mostly bothersome to them. In this
research, we will propose a composite endpoint for evaluating vulvovaginal
symptoms. Real data results will be presented in this poster.
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Predicting Accrual in Clinical Trials: Bayesian Posterior
Predictive Distribution
o Stephen D. Simon, Children’s Mercy Hospital, 2401 Gillham Road,

Kansas City, MO 64108, ssimon@cmh.edu; Byron Gajewski, The University
of Kansas Medical Center

Key Words: prior elicitation, exponential, inverse gamma, Bayesian,
sample size

Investigators need good statistical tools for the initial planning and the
ongoing monitoring of clinical trials. In particular, they need to careful-
ly consider the accrual rate-how rapidly patients are being recruited into
the clinical trial. A slow accrual decreases the likelihood that the research
will provide results at the end of the trial with sufficient precision to make
meaningful scientific inferences. In this paper we present a method for
predicting accrual across a fixed period of time. Using a Bayesian frame-
work we combine prior information with the information known up to a
monitoring point to obtain a prediction. We provide posterior predictive
distributions of the accrual. The approach is attractive since it accounts
for both epistemic and aleatory uncertainties. We illustrate the approach
using actual accrual data.

Inference in Clinical Trial Using ROC Curve Regression
¢ Lin Zhang, Baylor University, Department of Statistical Science, One
Bear Place 97140, Waco, TX 76798, linzhg78@yahoo.com; Jack Tubbs,
Baylor University

Key Words: nonparametric, clinical trial, interaction effect, ROC curves
regression, bootstrap

This paper considers a method proposed by Dodd and Pepe where the area
under the ROC curve (AUC) provides a measure of the treatment effect
that allows for the incorporation of strata variables, covariates, and their
possible interaction in the usual logistic regression model. Dodd and Pepe
proposed using bootstrapped standard errors as the independence assump-
tion of the logistic model was violated when using a function of the usual
Mann-Whitney statistic as the response variable. In this paper we consider
the ‘exact’ estimates for the variance of the estimate of the AUC as a func-
tion of strata variables and discrete covariates. The confidence interval for
the AUC based on this method is compared with the bootstrap procedure.

Semiparametric Smoothing for Scintigraphy Data from a
Three-Period Crossover Design
% Jo Edmonds, Baylor University, 9821 Chapel Road, Apartment 1621,

Woodway, TX 76712, jo_edmonds@baylor.edu; John W. Seaman, Jr., Baylor
University

Key Words: semiparametric regression, penalized spline models,
smoothing

We consider semiparametric regression as a smoothing technique in
studying the relationship between gastric emptying and time. Our analysis
utilizes scintigraphy data from a three-period crossover design, with sub-
jects randomized to one of three sequences of dose administration. The
relationship is modeled with a semiparametric smooth function, specifi-
cally a penalized spline model, implemented as a linear mixed model. Esti-
mates of the smooth functions are obtained through the use of SAS PROC
MIXED. Separate models are obtained for each of three dose levels for two
types of meals.

A Performance Analysis of Distribution-Free Tests for
Drug Interaction

¢ Yuhong Tang, Sam Houston State University, 913 University Ave,
Apt 12, Huntsville, TX 77320, yxt001@shsu.edu; Melinda M. Holt, Sam
Houston State University
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Key Words: Bootstrap, Likelihood Ratio Test, Synergy, Power, Type I Er-
ror, Clinical Trials

One prevalent goal within clinical trials is to determine whether or not two
drugs interact when applied in combination. Holt, Stamey, Seaman, and
Young (2004) developed the likelihood ratio test and proposed a new boot-
strap test for drug interaction, assuming that non-interaction is modeled
by statistical independence. The methods discussed by Holt, Stamey and
Young were specifically targeted to fixed-dose combination studies that in-
volve binary response data. The authors provided a limited comparison of
the Type I error and power of the two procedures using Monte Carlo simu-
lation. We will present an expansion of that comparison and provide advice
on choosing between the likelihood ratio and bootstrap tests in this con-
text. We consider issues of small samples, unequal sample size, and bias.

Drug Combination Studies in Preclinical Pharmaceutical
Research

% Joseph Haas, Eli Lilly and Company, Lilly Corporate Center,
Indianapolis, IN 46285, haasjv@lilly.com; Philip Iversen, Eli Lilly and
Company

Key Words: drug combination, synergy, additivity, pharmaceutical re-
search, pre-clinical

Drug combination studies are important in pre-clinical pharmaceutical
research. If a combination is synergistic or additive, lower doses can be
used to achieve the same or better efficacy with lower toxicity. We compare
different definitions of additivity in the bio-medical literature, including
Loewe additivity and Bliss independence. We also describe some experi-
mental designs and recent dose-response analysis methods for combina-
tion studies. Real data examples will be shown from the fields of oncology
and insomnia.

Evaluation of Soluble KIT as a Potential Surrogate
Marker for Time-to-Tumor Progression in Patients with
Advanced GIST by Several Recently Proposed Methods

** Xin Huang, Pfizer Inc., 10555 Science Center Drive, San Diego, CA
92121, xin.huang@pfizer.com; Sam DePrimo, Pfizer Inc.; Jenny Zhang,
Harvard University; Charles Harmon, Pfizer Inc.; John Smeraglia, Pfizer
Inc.; Chuck Baum, Pfizer Inc.; Randy Allred, Pfizer Inc.

Key Words: biomarker, clinical trial, surrogate

Researchers are interested in exploring biomarkers that may act as sur-
rogate endpoints for the primary clinical endpoints in clinical trials. A
considerable number of statistical methods have been proposed for this
topic recently. Sunitinib is a multitargeted tyrosine kinase inhibitor of KIT,
PDGFRs, VEGFRs, RET and FLT3, approved for the treatment of imatinib-
resistant/-intolerant gastrointestinal stromal tumor (GIST). Preliminary
analysis in a sunitinib Phase I/II GIST study suggests that a decline in plas-
ma soluble KIT (sKIT) levels correlates with clinical benefit. In this paper,
we evaluated the potential of SKIT as a surrogate endpoint for time-to-tu-
mor progression (TTP) using data obtained in a randomized, double-blind,
placebo-controlled phase III study of sunitinib in patients with imatinib-
resistant/-intolerant GIST by several recently proposed methods.

Exact Inference for Nominal and Rating Scale Data with
Repeated Measurements in Clinical Trials with Parallel
Group Design

#* James Lee, Daiichi Sankyo Pharma Development, 399 Thornall St.,
Edison, NJ 08837, jlee@dsus.com; John Dar Shong Hwang, B.R.S.L.

Key Words: Exact inference, nominal data, treatment*time interaction,
treatment effect, conditional distribution, rating scale
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For a clinical trial with two treatment arms having repeated measurements
of nominal data as the response, this paper proposes a model-free exact
inference on hypotheses commonly encountered in practice. The method is
an extension of the binary data case previously reported. Rating scale data
is considered as a transformation of the nominal data. Construction and
justification of parameters which may be used to represent Treatment by
Time Interaction, common Treatment Effect, common Time Effect for the
data with 3 categories of response is developed. Existence and actual deri-
vation of a conditional distribution which depends on desired parameters
and is devoid of nuisance parameters is illustrated using two repeated time
points. Generally the distributions may be simplified to become product of
basic binomial or hypergeometric distributions.

Identification of Treatment Effects in the Presence of
Deviation from Randomized Assignment: Application to a
Surgical Setting

** Corwin Zigler, University of California, Los Angeles, 11610 Iowa Ave,
Apt 6, Los Angeles, CA 90025, zigler@ucla.edu

Key Words: instrumental variables, noncompliance, latent class model

Often in medical settings, adherence to randomized assignment of compet-
ing treatments proves unethical or simply unrealistic. Without advantages
of randomization, standard approaches may not allow useful comparison
of treatment effects. An instrumental variables framework has emerged
as a useful tool for identifying treatment effects in settings where treat-
ment received differs from treatment assigned (Angrist, Imbens, and Rubin
1996, JASA and Imbens and Rubin 1997, Annals of Statistics). We apply
this framework in an example involving surgical versus non-surgical treat-
ment of mandibular fractures in which clinicians were allowed to override
random treatment assignment. We use Bayesian methods that utilize data
characterizing patient injury to estimate the effect surgical treatment on
length of hospital stay.

Semisupervised Technique and Its Learning Rate in
Intelligent Systems
¢ Morteza Marzjarani, Saginaw Valley State University, Computer

Science Department, 7400 Bay Road, University Center, MI 48710,
marzjara@svsu.edu

Key Words: Artificial Intelligence, Machine Learning

In the field of machine learning which is a branch of Artificial Intelligence
(AI), semi-supervised learning (SSL) occupies the middle ground, between
supervised learning (where all training examples are labeled) and unsuper-
vised learning (where no label data are given). Interest in SSL has particu-
larly increased in recent years due to the availability of data in variety of
forms such as images, text, and bioinformatics. In this study, we will pres-
ent SSL in depth, develop the algorithm/software, study the learning rate in
such system, and than compare the efficiency of SSL to that of supervised,
and unsupervised systems.

The Multinode Topological Overlap Measure for Gene
Neighborhood Analysis
% Ai Li, University of California, Los Angeles, 500 Landfair Ave, Los

Angeles, CA 90024, aili@ucla.edu; Steve Horvath, University of California,
Los Angeles

Key Words: gene co-expression network, neighborhood analysis, toplogi-
clal overlap measure

A pair of nodes in a network is said to have high topological overlap if they
are both strongly connected to the same group of nodes. In gene networks,
genes with high topological overlap have been found to have an increased
chance of being part of the same biological pathway. The use of topologi-
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cal overlap serves as a filter to exclude spurious or isolated connections. A
topological overlap measure can be used in network analysis for finding
similar nodes or for defining a neighborhood of an initial set of nodes. The
standard topological overlap measure allows one to measure pairwise to-
pological overlap in an undirected network. Here we generalize this over-
lap measure to multiple nodes. The resulting multiTOM measure can be
used to define a neighborhood of a initial set of nodes. We provide several
applications that show the use of these neighborhoods.

Modeling Movement and Diving Behavior of Satellite-
Tagged Sea Turtles

4 Eric Nordmoe, Kalamazoo College, 1200 Academy St, Kalamazoo,
MI 49006, enordmoe@kzoo.edu; Cheong Hoong Diong, Nanyang
Technological University

Key Words: modeling, dive patterns, longitudinal data, satellite-relayed
data loggers, movement, sea turtles

Despite intense study, little is known about the movement and open sea
diving patterns of sea turtles raised in captivity. Only recently, satellite-
relayed tracking data has allowed biologists to track movements and div-
ing behavior of turtles in the open sea. This poster presents the results of
a study of twelve sea turtles fitted with satellite-tracking devices and re-
leased in August 2006 into international waters in the South China Sea.
Our analysis uses statistical modeling techniques for longitudinal data to
analyze and describe the movement and dive data collected by the satel-
lite-relayed data loggers. We provide implications for ecological policy and
direction for future research.

Repeated Classification as a Cost-Effective Sample
Design To Test Association When There Are Random
Misclassification Errors

% Nathan Tintle, Hope College, 27 Graves Place, Hope College Math
Dept, Holland, MI 49423, tintle@hope.edu

Key Words: misclassification error, genotyping error, replicate sample,
repeat sample, experimental design

Misclassification errors are well-known to cause significant bias and loss of
power in related hypothesis tests. While random misclassification errors
have received a fair bit of attention in the literature, repeated classification
to address these errors has not been as fully explored. Recently, a probabi-
listic model for repeated classification was proposed, along with a method
for incorporating repeated classification data into a traditional chi-squared
test of association between two categorical variables. We present a method
for comparing a traditional sampling design (all units classified once) with
repeated classification (some portion of the sample is classified multiple
times) assuming a fixed budget for sampling and classification costs. We
find that repeated classification can be cost-effective (i.e. have increased
power) to test association in some situations.

Multivariate Exploration and Analysis of Crop Yield
Components for Optimal Selection in Honeycomb Designs
¢ Andy Mauromoustakos, University of Arkansas, 101 Agriculture
Annex, AGRX 101, Fayetteville, AR 72701, amauro@uark.edu; Vasilia

Fasoula, The University of Georgia; Kevin Thompson, University of
Arkansas

Key Words: Honeycomb Designs, Parallel Plot, Spatial Designs, MANO-
VA, PCA, JMP

Honeycomb designs (HD) are a set of systematic designs capable of han-
dling a large number of genetic entries and a large number of replications.
The designs sample effectively for environmental diversity by means of
large number of moving replicates. There are recently receiving attention in
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geostatistics literature as a preferred alternative to the popular rectangular
grid designs by being more efficient especially in situations with the semi-
variogram model has a finite range. In the plant breeding literature these
designs were developed to carry out efficient selection among genetic en-
tries through the partition of crop yield into three genetic components and
efficient selection of the best plants within the selected entries by means of
the moving-ring single-plant selection. This paper will focus on the multi-
variate exploration and analysis of three popular yield components.

An Additive Model for a Heavily Right-Skewed Outcome
% Amanda Allshouse, RTI Health Solutions, PO Box 12194, Research
Triangle Park, NC 27709, aallshouse@rti.org; Jianmin Wang, RTI Health
Solutions; Jasmine Mathias, RTI Health Solutions; William Irish, RTI
Health Solutions

Key Words: Cost model, healthcare cost modeling, Skewed outcomes,
health econometrics

When estimating and modeling healthcare costs, challenges arise rooted
in the heavily right-skewed nature of the distribution of non-zero annual
costs. No consensus currently exists regarding the most appropriate meth-
od for analyzing heavily right-skewed data bounded at zero. Traditional
approaches to this problem include fitting the logarithmic-transformed
data with an ordinary least squares regression, resulting in a multiplica-
tive model when an additive interpretation is desired. An additive model
to accommodate skewness and heterogeneity has been developed. Heavily
right-skewed non-zero data were generated to emulate health-care costs,
and the statistical properties of the additive model compared to the tradi-
tional approach were evaluated using simulation techniques.

A Study on Bayesian Signaling of a Prespecified Drug-
Adverse Event Association in Post-Marketing Safety
Studies

** Yu-te Wu, Food and Drug Administration, 10903 New Hampshire
Ave, Rm 5223, Silver Spring, MD 20993, yu-te.wu@fda.hhs.gov; George
Rochester, Food and Drug Administration; Yi Tsong, Food and Drug
Administration

Key Words: Post-marketing safety, Bayesian method, Rare adverse event,
Epidemiology

Post-marketing safety studies are increasingly used to monitor the poten-
tial risk of specific drug-induced adverse events (AEs) and to resolve uncer-
tainties not addressed in new drug applications. Currently popular study
designs include active surveillance studies, epidemiologic studies and reg-
istries. These studies are primarily designed using the frequentist approach,
which may require a prohibitively large sample size and does not allow for
continuous monitoring. A Bayesian design may allow for earlier detection
of the safety signal because of its flexibility in continuous monitoring. In
this presentation, we will apply the Bayesian approach to the monitoring
and detection of rare AEs in post-marketing epidemiologic safety studies
to investigate the feasibility of the Bayesian design, and also evaluate how it
performs compared to conventional approaches.

Comparing Exact and Asymptotic Confidence Intervals
for a Function of Variance Components

#* Brent Burch, Northern Arizona University, PO Box 5717, Flagstaft, AZ
86011-5717, brent.burch@nau.edu

Key Words: Heritability, Linear mixed models, Pivotal quantity, REML
estimation

Heritability, the extent to which a physical characteristic is passed from
one generation to the next, is often equated to a function of variance com-
ponents in mixed linear models having two variances. Using normality
assumptions, one can compute exact confidence intervals for heritability.
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These intervals differ from those based on the asymptotic distribution of
the REML estimator. In this poster, exact and asymptotic intervals are con-
structed for models ranging from the one-way random effects model to
animal breeding models having correlated observations.

Testing for Slope Equivalency of Two Orthogonal
Analytical Methods

¢ Richard Burdick, Amgen Inc., 4000 Nelson Road, Mail Stop AC22A,
Longmont, CO 80503, rburdick@amgen.com; Shea Watrin, Amgen Inc.;
Michael Stoner, Amgen Inc.

Key Words: Analysis of covariance, Equivalence test, Generalized confi-
dence interval

Statistical equivalence testing is used in the biopharmaceutical industry to
support method transfer, method remediation, and process comparability.
In this study, equivalence testing is used to demonstrate that two orthogo-
nal methods, size exclusion (SE) chromatography and sedimentation ve-
locity analytical ultracentrifugation (SV-AUC), are similarly capable of de-
tecting/quantifying protein aggregates (i.e., that they respond equivalently
to changes in the amount of analyte). The two techniques were run side-
by-side on samples containing protein aggregates spiked in at six different
levels. In this paper, we compare definitions of equivalence based on both
the ratio and difference of slopes. Methods for determining definitions of
equivalence are proposed and discussed. The ratio and difference methods
are compared, and recommendations for selecting an appropriate method
are provided.

Step-Down Pairwise Comparisons Based on the
Studentized Range Distribution

% Scott Richter, The University of North Carolina at Greensboro,
Mathematics and Statistics, Greensboro, NC 27402, scott_richter@uncg.
edu; Melinda McCann, Oklahoma State University

Key Words: multiple comparisons, step-down, pairwise

A step-down testing procedure, based on Tukey’s multiple pairwise test-
ing procedure is proposed. The proposed procedure is more powerful than
Tukey’s procedure while still maintaining strong control of the family-
wise error rate. A simulation study shows that the new procedure is more
powerful than a similar technique based on Bonferroni’s adjustment, and
compares favorably to the multiple range procedure of Ryan, Einot, Gabriel
& Welch. A computer is recommended to implement the full step-down
method. However, a simpler version using only two steps that is only slight-
ly less powerful is presented. The two-step test can be carried out using an
existing table of the studentized range statistic.

An lterative Least Squares Process To Obtain Unbiased
Variance Estimates at the Second Stage of a Two-Stage
Model for Longitudinal Data

3 Mary Bartholomew, Food and Drug Administration, 7500 Stanish Place,

Center for Vet Medicine, Rockville, MD 20855, mary.bartholomew@fda.
hhs.gov; Chris Gennings, Virginia Commonwealth University

Key Words: bias, Nelder-Mead algorithm, uncertainty, subject-specific,
population-averaged

Two-stage models for longitudinal data are intuitively appealing because
the modeler obtains a good picture of subject-specific models and the pa-
rameters of the population-averaged model. However, it was widely pub-
licized that variance estimates for the population parameters based on
variation among estimated subject-specific parameters were biased due to
failure to account for uncertainty in the subject-specific estimates. Likeli-
hood methods that correctly estimate the variance in the population model
have been developed but the population-averaged parameters are obtained
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directly and often the subject-specific models are neglected when this ap-
proach is used. An iterative procedure using the Nelder-Mead algorithm
to cycle between subject-specific estimates and population parameter esti-
mates removes bias and was applied to well known orange tree growth data
with good results.

Type | and Type 1l Error Properties for White’s Robust
Covariance Matrix Estimator in Longitudinal Designs with
Several Repeats

% Keith Williams, University of Arkansas for Medical Sciences, 4301 W
Markham Street, Slot 781, Little Rock, AR 72205, williamsdavidk@uams.
edu; Deborah W. Biddle, University of Arkansas for Medical Sciences

Key Words: Longitudinal, Robust Covariance Estimation, Repeated Mea-
sures, White’s Sandwich Estimator

SAS Proc Mixed and Genmod offer an empirical option to estimate the
variance-covariance structure for repeated measure designs. The empirical
option uses an estimation approach that is referred to as “White’s sandwich
estimator,” and is regarded to possess robustness and statistical accuracy.
Its use is generally reserved for settings in which the researcher does not
have solid knowledge of a particular covariance structure that is appropri-
ate for a data set at hand. This study investigates the Type I and II error per-
formance of White’s estimator when compared to competing approaches
in various repeated measure design scenarios.

Effect of Ignoring Baseline on Transitions from Intact
Cognition to Dementia

4 Richard J. Kryscio, University of Kentucky, Lexington, KY 40505,
kryscio@email.uky.edu; Lei Yu, University of Kentucky; David Snowdon,
University of Kentucky; Suzanne Tyas, University of Waterloo

Key Words: dementia, mild cognitive impairment, Markov chain, base-
line, random effect, polytomous logistic

We investigate bias introduced by ignoring baseline on transitions from
intact cognition to dementia with mild cognitive impairment and global
impairments as intervening states. Transitions among states are modeled
by a Markov chain (MC) with transition probabilities depending on a single
covariate. Two cases are examined by simulation (i) a true MC is left trun-
cated and (ii) cognitive decline is assumed to be a linear model or a double
change point model with random slopes. Results are illustrated with an
application from the Nun Study, a longitudinal cohort of 678 participants
75+ years of age at baseline.

A Simulation Study Comparing Linear Mixed Models and
Generalized Estimation Equations for Use in Longitudinal
Biomarker Study for Exposure to Cigarette Smoke

o Qiwei Liang, Philip Morris USA, PO Box 26583, Richmond, VA 23261,
qiwei.liang@pmusa.com; Huajiang Li, Quintiles Inc; Hans Roethig, Philip
Morris USA

Key Words: Monte Carlo simulation, linear mixed models, generalized
estimation equations, biomarkers, Type I error, cigarette smoke

The objective of this study is to use Monte Carlo simulation to compare
linear mixed models and generalized estimation equations for application
in clinical studies investigating human exposure to cigarette smoke. Un-
like some other simulation studies for model comparisons, we specify the
simulation study design, study variables, population covariance structures,
study group sizes, study group means, study group variances, series corre-
lations and missing data rates to resemble the real world situations in stud-
ies investigating human exposure to cigarette smoke. The resulting Type I
error rates for testing the differences in study group means are compared.
Overall, generalized estimation equations show superior Type I error con-
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trol (mostly around 5% versus considerably larger than 5% for linear mixed
models) in detecting the differences in study group means.

A New Class of Location Parameters and Estimators
® Roy St Laurent, Northern Arizona University, Department of
Mathematics & Statistics, Box 5717, Flagstaff, AZ 86011-5717, roy.
st.laurent@nau.edu; lan Harris, Southern Methodist University

Key Words: mean, median, robust estimators, influence, breakdown

We introduce a new way to relate the mean and the median. A class of pa-
rameters is defined via a functional. Each member of the class is a weighted
mean of probability mass above and below the parameter. By adjusting a
tuning parameter that determines the weighting, a family of location pa-
rameters is generated which includes the mean; and includes the median in
a limiting sense. Applying the functional to data generates a family of loca-
tion estimators. Properties of the estimators are explored and compared
to those of the mean, the median and other well-known robust measures
of location.

Effect of Sample Aliquot Size on the Sensitivity and
Reproducibility of Clinical Assays

% Guorong Chen, Digene Corp, 1201 Clopper Rd, Gaithersburg, MD
20878, guorong.chen@digene.com; Irina Nazarenko, Digene Corp

Key Words: clinical assay, probability model, sample preparation

Many available nucleic acid amplification technologies contribute to highly
sensitive diagnostic assays. However, the ability to amplify fewer than 10
target copies of DNA or RNA puts new requirements for the preparation of
clinical specimens. One important question is how large an aliquot is need-
ed from a clinical specimen to reproducibly capture a certain number of
target particles (for example, bacteria cells). A probability model has been
developed to estimate the required aliquot size and concentration of “par-
ticles” in a clinical sample for optimal assay performance. This method can
be used to calculate the probability for getting no particles in an aliquot
of a given size and to determine the concentration of particles in a clinical
sample to generate a reproducible sample aliquot. This model can also be
applied to predict the level of variability contributed by sampling error.

Noninferiority Testing with a Given Percentage of the
Control as the Noninferiority Margin

+% Paul Hshieh, Food and Drug Administration, 1401 Rockville Pike,
CBER, Rockville, MD 20852, paul.hshieh@fda.hhs.gov

Key Words: Noninferiority, noninferiority margin, mean ratio, mean dif-
ference

In the evaluation of blood products, a given percentage (e.g., 20%) of the
control mean is often used as a noninferiority (NI) margin; however, calcu-
lation of this margin using the control sample mean is problematic because
doing so does not take the variability of the estimate into consideration.
Furthermore, NI margin should be fixed in the design stage; it should not
be computed or estimated from the current data. To resolve these prob-
lems, the noninferiority hypothesis may be formulated based on the mean
ratio rather than the mean difference. Such a hypothesis may be tested us-
ing different approaches. Real examples will be discussed.

Using Spline-Enhanced ODEs for PK/PD Model
Development

3 Dong Wang, University of Nebraska-Lincoln, 340 Hardin Hall, Lincoln,
NE 68583-0963, dwang3@unl.edu; Yi Wang, University of Nebraska-
Lincoln; Kent Eskridge, University of Nebraska-Lincoln; Shunpu Zhang,
University of Nebraska-Lincoln

Key Words: PK/PD, spline-enhanced ODEs, penalized least squares
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Motivated by using stochastic differential equations for PK/PD model de-
velopment, a method for developing PK/PD models based on the spline-
enhanced differential equations is proposed. The new method allows in-
formation about the appropriate model structure to be extracted directly
from data, which is accomplished by inclusion of flexible nonparametric
functions in the ODEs to quantify model uncertainty. Furthermore, the
new method provides the basis for systematic model development by allow-
ing time-variations in key parameters to be tracked and visualized graphi-
cally. The performance of the new method is demonstrated by means of
two examples with simulated data. Compared to SDE-based method, ad-
vantages of the proposed method are: intensive computation is avoided by
using penalized least squares and the model misspecification can be modi-
fied along with the improved parameter estimates.

Wavelet Analysis of Super-Frequent fMRI

#* Zibonele Valdez-Jasso, The University of Texas at Dallas, 7760
McCallum Blvd Apt 20317, Dallas, TX 75252, zav061000@utdallas.edu

Key Words: tMRI, Wavelets, Denoising, super-frequent fMRI

Developing a technology that is capable of obtaining brain images with
high frequency is necessary for understanding neuronal events and many
brain diseases. To address this issue, the Advanced Imaging Research Cen-
ter at UT Southwestern pioneered a super-frequent functional magnetic
resonance imaging (fMRI). This technique allows capturing changes in
brain activities with 50msc time intervals and preserves the good spatial
resolution of a classical FMRI. Conducted experiments revealed that the
response signal level is comparable with noise level; and pronounced re-
spiratory and cardiac signals, which contaminate the response signal. A
new wavelet-based methodology has been developed and tested to urgently
response to this need. Obtained results are discussed including possible
decomposition of an fMRI time series into a response signal, nuisance re-
spiratory and cardiac signals and noise.

Statistical Analysis of EEG-Sleep Patterns of Neonates

#* Alexandra Piryatinska, San Francisco State University, 1000
Continentals way apt 214, Belmont, CA 94002, alpiryat@sfsu.edu

Key Words: time series analysis, change point detection, cluster analysis,
analysis of eeg

We analyze the EEG-sleep signal of neonates. A rigorous methodology to
analyze EEG-sleep pattern are needed to assess functional brain matura-
tion of infants. Changes in ultradian rhythm of the sleep (change between
sleep stages) is one of the important characteristics related the brain matu-
ration. We consider the EEG signal as a piecewise stationary time series.
Several EEG spectral and nonlinear dynamics characteristics are being
estimated. We find the characteristics that are significantly different for
the different sleep stages. The nonparametric change-point detection algo-
rithm and cluster analysis is applied to these characteristics to obtain the
sleep stage separation. The groups of pre-term and full-term neonates have
been compared.

ﬂ 55 Section on Statistics in

Sports Speaker with Lunch (fee event)
Section on Statistics in Sports
Monday, July 30, 12:30 pm-1:50 pm

Is Tiger a Winner, or Is He Just Better Than Everyone?

% Scott Berry, Berry Consultants, 3145 Chaco Canyon Drive, College
Station, TX 77845, scott@berryconsultants.com

Key Words: Golf, Tiger Woods, Psychological Effects, Sports, Bayesian
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When commentators and the sporting public talk about Tiger Woods they
inevitably say he has a tremendous will to win and is mentally better than
everyone else. Sports are notorious for attaching “reasons” to randomness—
there has to be a reason he wins so darn much. The sports world also loves
“winners.” Is Tiger Woods a winner, or is he so much better than everyone
else that he just wins a lot? In this talk, I use a Bayesian hierarchical model
to address how good Tiger Woods is—and why he wins so much. If time
permits I also will discuss what elements of his game make him so good—is
it his individual measurable attributes or his intangibles?

ﬂ 5 @ Biopharmaceutical

Section Roundtables with Lunch
(fee event)

Biopharmaceutical Section
Monday, July 30, 12:30 pm-1:50 pm

Innovative Design and Analysis of FDA Medical Device
Submissions

¢ Gary Kamer, Food and Drug Administration, 1350 Piccard Drive,
Rockville, MD 20850, gary.kamer@fda.hhs.gov

Key Words: FDA, submissions, innovative, methodologies, frequentist

This discussion will emphasize the acceptability of recently developed
statistical methodologies to establish the safety and effectiveness of new
medical devices seeking to be marketed in the United States. It is antici-
pated that there will be a broad range of methodologies discussed, along
with their strengths, weaknesses, and alternatives. Concentration will be
on frequentist procedures, but Bayesian issues also may be addressed.

Blocks, Strata, and Covariates: What’s in a Name?

% Veronica Taylor, Food and Drug Administration, Center for Veterinary
Medicine, 7500 Standish Place HFV-105, Rockville, MD 20855, veronica.
taylor@fda.hhs.gov

Key Words: randomized block, strata, covariate

Blocks, strata, and covariates may be used to reduce variance to provide a
better test for treatment effects of interest. Sometimes the terms are used
interchangeably. However, each concept has different processes and as-
sumptions attached. We will discuss the underlying assumptions, uses in
experimental design, and possible analyses when blocks, strata, or covari-
ates are used.

The Use of Meta-Analysis in Drug Development

3 Tsushung Hua, Novartis Pharmaceuticals, One Health Plaza, Build 419
Room 2112, East Hanover, NJ 07936, tsushung.hua@novartis.com

Key Words: Evidence synthesis, clinical trials, combination of information

Meta-analysis (MA) is a statistical method to obtain an overall drug (treat-
ment) effect or results from independent, but related, trials. Lately, medi-
cal journals have published more papers from meta-analyses to show the
efficacy and safety of a drug or class of drugs. In this roundtable, we will
discuss the method and application of MA in drug development.

Evaluating Probability of Success for Internal
Decisionmaking in Early Drug Development

% Narinder Nangia, Abbott Laboratories, 100 Abbott Park Road, Dept.
R436, BLDG. AP9A-2, Abbott Park, IL 60064-6124, narinder.nangia@
abbott.com
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Key Words: Bayesian, Clinical Trials, Early Drug Development, Probabil-
ity of Success, Inflammation, Oncology

There is a need to look beyond p-values in drawing meaningful inference
from the analysis of phase I-II (learning stage) clinical trials data. This dis-
cussion will be on using the Bayesian approach to exploit totality of ac-
cumulated data/knowledge in a formal way for internal decisionmaking in
early drug development. Examples from inflammation and oncology thera-
peutic areas will be considered for evaluation of probability of success for
drug candidates in meeting the target product profile.

ﬂ 5 Z Business and Economics

Statistics Section Roundtable with
Lunch (fee event)

Business and Economics Statistics Section
Monday, July 30, 12:30 pm-1:50 pm

Statistics Teaching: Bayesian, Frequentist, United

% Emanuel Parzen, Texas A&M University, Statistics Dept, College
Station, TX 77843-3141, eparzen@tamu.edu

Key Words: statistical education, quantiles, posterior quantiles, confi-
dence quantiles, united statistics, data modeling

All statisticians have problems understanding distinction between con-
fidence intervals and credible intervals (which I call statistical inference
without priors and with priors, rather than frequentist and Bayesian infer-
ence). In introductory statistics education, question is how to teach Bayes-
ian prior methods while teaching with equal emphasis frequentist nonprior
methods. We propose that the practice of statistical inference requires jug-
gling several distributions simultaneously and a village of quantile func-
tions of distributions. One important consequence of parallel reasoning
between posterior quantiles and confidence quantiles (endpoints of con-
fidence intervals): These provide for hypothesis testing both Bayesian and
frequentist solutions; we recommend using and comparing both!

ﬂ 5' Section on Bayesian

Statistical Science Roundtable with
Lunch (fee event)

Section on Bayesian Statistical Science
Monday, July 30, 12:30 pm-1:50 pm

Dealing with Review Efficiency: A Practical Bayesian
Approach

% Xiao-li Meng, Harvard University, 1 Oxford Street 7th Floor, Dept of
Statistics, Cambridge, MA 02138, meng@stat.harvard.edu

Key Words: Referee Process, Statistica Sinica, Publication, Promotion,
Frustration, Author

The slow manuscript review process has frustrated generations of statisti-
cians, Bayesian or not. Many have put in tremendous effort to improve re-
view efficiency, but more collective effort is needed to fundamentally shift
our slow review culture. Some believe Bayesians have solutions to every
problem, especially in improving efficiency. A Bayesianly justifiable ap-
proach was recently implemented by Statistica Sinica, with a result that
appears to support that belief. The median for Statistica Sinica’s first re-
view period (from the date of submission to first editorial decision sent)
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is now about five weeks, with 95% percentile about four months and 100%
percentile about six months. Undoubtedly, this right tail is still too long, so
please join me to brainstorm about ways to further improve, especially if
you believe you can do better than Bayesians.

ﬂ 5@ Section on Government

Statistics Roundtable with Lunch
(fee event)

Section on Government Statistics
Monday, July 30, 12:30 pm-1:50 pm

Design and Use of the IPUMS-International Data Series

+* Matthew Sobek, The University of Minnesota, 3739 47th Ave South,
Minneapolis, MN 55406, sobek@pop.umn.edu

Key Words: census, population, database, large datasets, dissemination

The Integrated Public Use Microdata Series (IPUMS) project is compil-
ing the world’s largest public-use census database. The data system cur-
rently includes 63 census samples from 20 countries, containing the in-
dividual-level records of 185 million persons. Samples from another 25
countries will be added over the next three years. The project harmo-
nizes the data and documentation across countries, and the web system
produces data extracts that users download for analysis—all completely
free of charge. This roundtable will discuss the design of the IPUMS,
including key decisions of the research team and constraints imposed
by international statistical offices. We also will discuss the strengths
and limitations of the data and directions for future development of
the series.

ﬂ @@ Section on Health Policy

Statistics Roundtable with Lunch
(fee event)

Section on Health Policy Statistics
Monday, July 30, 12:30 pm-1:50 pm

Estimation of Causal Effects in Health Services and
Outcome Research Using Observational Data

o Lirong Zhao, University of Maryland, 220 Arch Street, 12th Floor,
Baltimore, MD 21201, lzhao@rx.umaryland.edu

Key Words: propensity score, instrumental variable

Sample selection bias is one of the major concerns in the estimation of
causal effects using observational data in health services and outcome
research when experimental designs are not feasible. Statisticians, epide-
miologists, and econometricians have proposed many methods to adjust
this bias over past decades. Propensity score (PS) and instrumental variable
(IV) are two of the major methods that reduce the observable and unob-
servable biases, respectively. In this roundtable discussion, you will have
the chance to share experiences of applications of these two methods in
health policy statistics.
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ﬂ @ ﬂ Section on Physical and

Engineering Sciences Roundtables
with Lunch (fee event)

Section on Physical and Engineering Sciences
Monday, July 30, 12:30 pm-1:50 pm

Sensor-Based Field Reliability Data Analysis:
Opportunities and Challenges

% Necip Doganaksoy, General Electric, GE GRC, 1 Research Circle,
Niskayuna, NY 12309, doganaksoy@research.ge.com

Key Words: Product reliability, Automated monitoring, Multivariate
modeling

The advances in sensor technologies have enabled manufacturers to track
their products remotely and gather useful information to assess their
health. The resulting data provides significant opportunities, as well as
challenges, to statisticians in automated monitoring to identify impending
failures. This is in sharp contrast to the recent past when field reliability
data were mainly comprised of after-the-fact failure information. Owing
to large size and high dimension of sensor-based data, data mining and
multivariate statistical methods are particularly well-suited to tackle the
technical challenges. In this roundtable, I will share my own experiences
from recent projects involving analysis and modeling of sensor data gath-
ered from field units. Participants are encouraged to bring their examples
to stimulate a useful exchange.

Non-Negative Matrix Factorization in Statistics

+ S. Stanley Young, National Institute of Statistical Sciences, 19 T.W.
Alexander Drive, P.O. Box 14006, Research Triangle Park, NC 27709-4006,
young@mniss.org

Key Words: Matrix Factorization, Non-negative Matrix Factorization,
NMEF, Clustering, Microarray Analysis, Text mining

Matrix factorization, singular value decomposition, is the underpinning of
most linear statistical methods. Nonnegative matrix factorization, NMF,
takes into account that, in many cases, two-way data tables contain only
non-negative numbers. NMF is being used in analytical chemistry, image
processing, text classification, blind signal separation, etc., but NMF is not
widely considered in the statistics literature. There appears to be a wide
scope for research on the use of NMF for statistical problems. The goal of
this roundtable is to briefly present aspects of NMF and hear what is going
on in this area. Participants are encouraged to be ready to discuss their own
possible applications of NMF and/or analytic alternatives they have tried.

ﬂ @2 Section on Quality and

Productivity Roundtable with Lunch
(fee event)

Section on Quality and Productivity
Monday, July 30, 12:30 pm-1:50 pm

Exposing Students to Six Sigma as Part of Their
University Training

o Angie Patterson, GE Global Research, 417 Ridgeview Dr, Blacksburg,
VA 24060, patterso@research.ge.com
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Key Words: Six Sigma, Teaching, Statistics, Education, Problem Solving,
University

University students can greatly benefit from exposure to Six Sigma. Sta-
tistics majors (graduate and undergraduate) will gain nonstatistical skills
(leadership, teamwork, structured problemsolving) that are not empha-
sized in their core coursework. Majors from other disciplines will be bet-
ter motivated to learn statistical methodology when taught in an applied
problemsolving framework. The discussion leader will share her expe-
rience in developing and teaching a master’s level course in the Virginia
Tech Department of Statistics (course overview, project selection and stu-
dent feedback), as well as share teaching models at other universities. This
roundtable discussion will benefit those who are interested in developing
a course for their university and those wishing to network and share best
practices from their experience.

ﬂ @@ Section on Risk Analysis

Roundtable with Lunch (fee event)

Section on Risk Analysis
Monday, July 30, 12:30 pm-1:50 pm

Harnessing the Power of Information in Quantitative Risk
Assessment

% Walter W. Piegorsch, The University of Arizona, BIO5 Institute,
Tucson, AZ 85721, piegorsch@math.arizona.edu

Key Words: quantitative risk analysis, environmental risk assessment,
benchmark dose, uncertainty analysis, sensitivity analysis, data mining

A broad discussion will be held on how modern information resources
and technologies can be brought to bear on problems in quantitative risk
analysis. Possible topics of pertinence will include potency estimation
for dose-response data, excess risk estimation, benchmark analysis and
benchmark dose (BMD) estimation, large-database mining, uncertainty
analysis, and sensitivity analysis. The discussion will remain as flexible as
possible to include the many, wide-ranging aspects of modern quantitative
risk assessment.

ﬂ @4 Section on Statistical

Consulting Roundtables with Lunch
(fee event)

Section on Statistical Consulting
Monday, July 30, 12:30 pm-1:50 pm

Right Answer, Wrong Question: Characterization and
Reduction of the Risk of Type Ill Error in Statistical

Applications

o John L. Eltinge, Bureau of Labor Statistics, OSMR, PSB 1950, 2
Massachusetts Avenue NE, Washington, DC 20212, Eltinge.John@bls.gov

Key Words: Adoption and diffusion of technology, Communication, Feed-
back loops, Opportunity cost, Project management, Risk management

2007 marks the 50th anniversary of the publication of an article by A. W.
Kimball on Type III error, defined as “the error committed by giving the
right answer to the wrong problem.” This open roundtable will explore
practical approaches to Type III error, with special emphasis on four ques-
tions: What do we mean by “wrong problem”? What are some especially
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notable examples of Type III error that the roundtable participants have
encountered in their consulting work? In light of the abovementioned ex-
amples, what systematic approaches can statisticians take to identify po-
tential sources of Type III error, to detect these errors quickly when they
occur, and to limit the impact of these errors? What practical implications
do these systematic approaches have for the training and management of
statistical consultants?

ﬂ @5 Section on Statistical

Education Roundtables with Lunch
(fee event)

Section on Statistical Education
Monday, July 30, 12:30 pm-1:50 pm

Spanning the Globe: Using Data To Introduce Students to
the Rest of the World

#* Robert Carver, Stonehill College, 39 Woodland Street, Sharon, MA
02067, robert.carver@comcast.net

Key Words: Real data, Globalization, Introductory Statistics, Data analysis

In the introductory statistics course, we have the opportunity to expand
the world view of our students. The simple idea is that there are numer-
ous good international sources of data accessible online, and there are still
precious few non-USA examples in most textbooks. At this roundtable,
participants will swap sites, find out about easy and not-so-easy interfaces,
and compare notes about the effective use of such data in the classroom
and assignments.

TA Training for Introductory Statistics Courses

2 Jessica Utts, University of California, Davis, Dept of Statistics, One
Shields Ave, Davis, CA 95616, jmutts@ucdavis.edu

Key Words: Teaching Assistant, Statistics Education, Introductory
Statistics, TA Training

The statistics education community has made great progress in providing
resources and advice for teaching introductory statistics. However, one ma-
jor component of most introductory courses that has not received attention
is the training of teaching assistants for these courses. At this luncheon, we
will share information about what is done at our institutions and discuss
ideas about what we can do better.

Learning to Teach Statistics: Challenges and Suggestions

#* Candace Berrett, The Ohio State University, 3504 Prestwick Ct,
Columbus, OH 43220, cberrett@stat.ohio-state.edu; Jacqueline Miller, The
Ohio State University

Key Words: Teaching statistics, TA training

As students in statistics, most of us are expected to teach in some fashion,
but we all begin with various backgrounds in teaching and in our knowl-
edge of statistics, making a cookie cutter training program difficult. At this
roundtable, we will discuss various TA training strategies, what training
you received (if any), the pros and cons of your training, and other prepara-
tion that would have been beneficial. Come and enjoy lunch with the com-
pany of other TAs, find out what others are doing to prepare to teach, and
get ideas to improve your own teaching.
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ﬂ @@ Section on Statistical

Graphics Roundtable with Lunch
(fee event)

Section on Statistical Graphics
Monday, July 30, 12:30 pm-1:50 pm

Graphical Data Mining of Network Data

o George Michailidis, The University of Michigan, 439 West Hall, 1085 S.
University, Ann Arbor, MI 48109, gmichail@umich.edu

Key Words: network data, data mining, visualization, graph drawing, al-
gorithms

Network data have become ubiquitous in many scientific fields. They are
capable of representing relationships between various entities, such as peo-
ple in social or epidemiological contact networks, machines in computer
and communications networks, genes and proteins in biological networks,
etc. They also pose various challenges due to their topological structure
and large scale. Visualization is essential for exploring and analyzing such
data. We will discuss techniques based on efficient graph-drawing algo-
rithms for visualizing such data and for discovering interesting patterns
and trends. They will be illustrated on a number of real-world examples
from diverse fields.

ﬂ @ Z Section on Statisticians

in Defense and National Security
Roundtable with Lunch (fee event)

Section on Statisticians in Defense and National Security
Monday, July 30, 12:30 pm-1:50 pm

Increasing Understanding of the Need for Statistics in

Defense and Security

o Alyson G. Wilson, Los Alamos National Laboratory, P.O. Box 1663, MS
F600, Los Alamos, NM 87545, agw@lanl.gov

Key Words: defense, security

In 2006, the ASA president’s Task Force on Statistics in Defense and Secu-
rity was charged to “provide advice and a plan on how the statistical com-
munity can better serve the needs of the nation in the areas of national
defense and security and identify ways in which those communities can
have greater access to statistical expertise and the statistical community
can learn about areas of concern in defense and security.” In this roundta-
ble, the task force chair (Alyson Wilson) and a member (Wendy Martinez)
will discuss its recommendations, and ask: 1. Who are the main players
in defense and security, at the policy, funding, and applications levels? 2.
What are the important problems that need statistics? 3. How do we com-
municate statistics to the stakeholders? 4. What are the lessons learned
from previous attempts to do this?
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ﬂ @' Section on Statistics in

Epidemiology Roundtables with Lunch
(fee event)

Section on Statistics in Epidemiology
Monday, July 30, 12:30 pm-1:50 pm

Gerontologic Biostatistics and the Challenges of
Conducting Biomedical Research with Older Populations
% Peter H. Van Ness, Yale University, Program on Aging, School of
Medicine, 1 Church Street / 7th Fllor, New Haven, CT 06510, peter.
vanness@yale.edu; #* Heather G. Allore, Yale University

Key Words: Aging, Longitudinal, Missing Data, Qualitative, Design,
Medicine

Multifactorial etiologies of geriatric health syndromes and multiple mor-
bidities of older patients present challenges for designing and analyzing
research studies in which they participate. The objective of this roundtable
is to discuss a set of statistical issues that, while not unique to geronto-
logic research, constitutes a distinctive ensemble worthy of deliberate and
systematic attention (e.g., design of multicomponent intervention trials,
regression modeling with missing data, evaluation of clinical tradeofts,
analysis of complex longitudinal datasets, and integration of qualitative
studies with quantitative analyses). The roundtable will include a discus-
sion of the invited session devoted to the topic of gerontologic biostatistics
at this year’s Joint Statistical Meetings and planning for future activities for
statisticians interested in this topic.

ﬂ @@ Section on Survey

Research Methods Roundtable with
Lunch (fee event)

Section on Survey Research Methods
Monday, July 30, 12:30 pm-1:50 pm

What Happened in Florida-13’s Election Last Year, and
What Can We Do To Improve Electoral Integrity?

#* Arlene Ash, Boston University, 720 Harrison Avenue, School of
Medicine, Suite 1108, Boston, MA 02115, aash@bu.edu

Key Words: voting, politics, public policy, electoral integrity

The statistical evidence that poor electronic ballot design altered the out-
come of the election for U.S. House of Representatives in Florida’s 13th
Congressional district last year is compelling. The problem (that the screen
needed to be scrolled to see how to vote in this race) led to >15,000 un-
der votes in the one county that favored the candidate who apparently lost
by < 400 votes; voters in other counties faced a screen with no scrolling.
Although this problem could have occurred innocently, ballot designers
will likely continue to make such errors, innocently or not. We will discuss
evidence from this election, reasons for the persistent failure to eliminate
errors in U.S. elections (no CQI), the disconnect between statistical knowl-
edge and political/judicial realities, and potential roles for statisticians (and
the ASA) in helping to improve electoral processes and outcomes.
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ﬂ ?@ Social Statistics Section

Roundtable with Lunch (fee event)

Social Statistics Section
Monday, July 30, 12:30 pm-1:50 pm

Linking Survey Data and Administrative Data for Policy
Research

% Michael Davern, The University of Minnesota, 2221 University Ave SE,
Suite 345, Minneapolis, MN 55414, daver004@umn.edu

Key Words: survey data, administrative data, policy research, linked data

Linked survey and administrative data files have great potential for policy
research, as they can mitigate known problems with the survey data, itself.
By linking the survey data with administrative data, two major limitations
are overcome. Survey data contain a significant amount of measurement
error especially when it comes to measuring public program enrollment.
Administrative data do not include data on those eligible, but not enrolled,
in the program or those who would potentially be eligible, if the program
rules changed. By linking the files, the eligible, but unenrolled, information
can be provided by the survey data and the program enrollment data can be
provided by the administrative data (correcting the survey measurement
error). This work is crucial for program simulation modeling used to score
federal legislation and to evaluate particular public programs.

ﬂ ? ﬂ Late-Breaking Session 1:

Statistical Analysis of an Archeological
Find

The ASA, ENAR, IMS, WNAR, SSC
Monday, July 30, 2:00 pm-3:50 pm

Statistical Analysis of an Archeological Find

¢ Andrey Feuerverger, University of Toronto, Department of Statistics,
Toronto, ON M6C 1W3, andrey@utstat.toronto.edu

An interesting data set originating from an archaeological find and the
statistical problems associated with it will be described. In 1980 a burial
tomb was unearthed in Jerusalem containing ossuaries (limestone coffins)
bearing such inscriptions as Yeshua son of Yehosef, Marya, Yoseh—names
which match those of New Testament figures, but which were otherwise
in common use. We will discuss some of the statistical issues that arise in
authenticating or repudiating links between this find and the New Testa-
ment family. An approach is proposed—based on ‘relevance’ and ‘rareness’
of names—for assessing the ‘surprisingness’ of the observed outcome. The
important role played by historical assumptions will be discussed. Some
unresolved statistical questions (both applied and theoretical in nature)
encountered during this work will be described.

ﬂ Z @ Statistical Issues in

High-Dimensional Omics Data and
Biomarker Discovery @ &

Biopharmaceutical Section, ENAR, Biometrics Section
Monday, July 30, 2:00 pm-3:50 pm

@ Applied Session

«% Presenter

Systems-Based Analysis of Metaholic Profiles

*® Jacqueline M. Hughes-Oliver, North Carolina State University,
Department of Statistics, Room 203C Patterson Hall, 2501 Founders
Drive, Raleigh, NC 27695-8203, hughesol@stat.ncsu.edu

Key Words: disease diagnosis, false discovery rate, Fisher’s exact test,
KEGG, metabolomics, pathway

Metabolomics is emerging as an attractive component of the extensive
body of platforms for systems biology. The relatively small number of me-
tabolites and their mostly known network of interconnectivity and rela-
tion to disease make metabolomics a prime candidate for improving both
disease diagnosis and treatment. Unfortunately, analysis of metabolomic
data typically ignores knowledge of disease pathways, and hence the op-
portunity for taking full advantage of domain knowledge is lost. This work
develops a simple systemized view of metabolites and their existence in
pathways, and then incorporates this knowledge in analyzing the impact
of pathway measures on disease status. Our focus is more interpretable
diagnosis of disease occurrence.

Toward Superior Classifications with ABC Dissimilarities:
A Microarray Case Study

4 Dhammika Amaratunga, Johnson & Johnson PRD, G-021, 1000 Rt.
202-S., Raritan, NJ , damaratu@prdus.jnj.com; Javier Cabrera, Rutgers
University; Vladimir Kovtun, Rutgers University

Key Words: clustering, classification, dissimilarity, microarrays

Microarray (and other high throughput omics) data are characterized as
having an incredibly large number of predictor variables, only a few of
which are truly informative and are correlated in groups, and a quite small
number of samples. Classification methods, when used in conjunction with
a conventional dissimilarity measure, tend to have terribly low efficiencies
when applied to such data. We propose a novel dissimilarity measure that
overcomes this problem. The measure is obtained via an ensemble scheme
that involves a series of resample classifications, where the resampling in-
volves both predictors and samples and is weighted towards informative
features of the predictor space. We demonstrate, using actual microarray
data, that this produces far superior classifications and visualizations of
the data.

Sample Size Estimation for Omics Experiments

o Gregory R. Warnes, University of Rochester, 601 Elmwood Dr, Box 630,
Biostatistics and Computational Biology, Rochester, NY 14534, warnes@
bst.rochester.edu; Peng Liu, Iowa State University

Key Words: sample size, microarray, omics, experimental design, pro-
teomics, software

“Omics” technology is widely applied in biomedical and pharmaceutical
research. The huge number of individual measurements for each sample
make it difficult to apply traditional sample size calculation techniques and
has left most practitioners to rely on rule-of-thumb techniques. In this pa-
per, we describe and demonstrate a simple method for performing and vi-
sualizing sample size calculations for “‘omics” experiments. We then sum-
marize simulation results showing that this method performs well, even
under a variety of departures from our simplifying assumptions, provided
that the underlying formula for computing sample size has been appropri-
ately selected. Although we demonstrate sample size calculation only for
the two-sample pooled t-test, it is trivial to substitute an alternative sample
size formula appropriate to the problem at hand.
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ﬂ ?@ Methods to Identify

and Adjust for Selection Bias in
Observational Studies ® &

Section on Statistics in Epidemiology, Section on Health Policy
Statistics, Section on Risk Analysis, Section on Teaching Statistics
in the Health Sciences, WNAR

Monday, July 30, 2:00 pm-3:50 pm

Propensity Score Calibration with Validation Data

¢ Til Stiirmer, Brigham and Women’s Hospital, Harvard Medical School,
1620 Tremont Street, Suite 3030, Boston, MA 02120, til.sturmer@post.
harvard.edu; Sebastian Schneeweiss, Brigham and Women’s Hospital;
Kenneth J. Rothman, Brigham and Women’s Hospital; Jerry Avorn,
Brigham and Women'’s Hospital; Robert Glynn, Brigham and Women’s
Hospital

Key Words: bias, confounding, research design, propensity score, regres-
sion calibration, validation study

Propensity scores (PS) can adjust for selection bias caused by observed risk
factors for the outcome. PS calibration (PSC) can adjust for selection bias
by additional risk factors based on the joint distribution of these risk fac-
tors in a validation study. We assessed the performance of PSC simulating
large cohorts in which information on a risk factor is only available for a
small proportion of observations. When the PS estimated based on main
study risk factors (error-prone) is independent of the outcome given the PS
including additional risk factors from the validation study (gold standard),
PSC leads to a bias reduction between 73% and 110%. Otherwise, PSC can
lead to an increase of bias. PSC is valid when the direction of confounding
due to selection bias by the additional risk factors in the validation study is
the same as the one based on risk factors available in the main study.

Bayesian Methods to Acknowledge Confounding and
Mismeasurement

¢ Paul Gustafson, University of British Columbia, Dept of Statistics, 333-
6356 Agricultural Rd., Vancouver, BC V6T1Z2 Canada, gustaf@stat.ubc.
ca; Lawrence McCandless, University of British Columbia

Key Words: Bayesian methods, Observational studies, Confounding, Se-
lection bias

In observational studies, there are many ways in which the data we actu-
ally have can differ from the data we wish we had. For instance, relevant
variables may be poorly measured, or even entirely absent. It may be pos-
sible to construct a reasonable model for how the actual data relate to the
ideal data, as an adjunct to the model of interest for the ideal data. Often,
however, the implied model for the actual data is not identified. We dis-
cuss the mechanics of Bayesian inference when the model is nonidentified,
and the added value of a Bayesian analysis relative to a sensitivity analysis
in this context. Also, in the specific case of unobserved confounding, we
consider the impact of an a priori judgment that observed and unobserved
confounders are exchangeable.

Instrumental Variables in Pharmacoepidemiology

#* M. Alan Brookhart, Brigham and Women’s Hospital, 1620 Tremont St,
Harvard Medical School, Suite 3030, Boston, MA 02138, abrookhart@rics.
bwh.harvard.edu

Key Words: pharmacoepidemiology, instrumental variables
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Post-marketing studies of the comparative safety and effectiveness of pre-
scription drugs are often based on health care claims data files. These files
contain drug dispensing and clinical outcome information on entire popu-
lations followed over extended periods of time. Because these data were
collected for administrative purposes rather than for research, they do not
capture many important variables that physicians use to make prescribing
decisions. Unmeasured confounding, therefore, is particularly worrisome
in observational studies of drugs in health care claims data. Statistical
methods based on instrumental variables present one possible approach
to this problem, provided that suitable instruments can be identified. I
describe several potential instruments for use in observational studies of
drugs and discuss some of their limitations.

ﬂ ?4 Advances in Contemporary

Nonparametric Methods &

Section on Nonparametric Statistics
Monday, July 30, 2:00 pm-3:50 pm

On Least-Squares Fitting for Spatial Point Processes

% Michael Sherman, Texas A&M University, Dept. of Statistics, Blocker
Building, College station, TX 77843-3143, sherman@stat.tamu.edu;
Yongtao Guan, Yale University

Key Words: K-function, least squares estimator, subsampling, spatial
point process

The K-function is a popular tool to fit spatial point process models due to its
simplicity and applicability to a wide variety of point process models. In this
work we study the properties of least squares estimators of model param-
eters and propose a new method of model fitting via the K-function using
subsampling. We demonstrate consistency and asymptotic normality of our
estimators of model parameters and compare the efficiency of our proce-
dure with existing ones. This is done through asymptotic theory, simulation
experiments and an application to a data set on long leaf pine trees.

A GCV Approach for Bandwidth Selection in PET Image
Reconstruction

3 Ranjan Maitra, lowa State University, Department of Statistics, 123
Snedecor Hall, Ames, IA 50011-1210, maitra@iastate.edu

Key Words: generalized deconvolution, smoothed least squares, filtered
backprojection, circulant matrix, Fourier Transforms, BCCB matrices

The problem of bandwidth estimation for filtered backprojection (FBP) in
Positron Emission Tomography (PET) image reconstruction is studied in
the context of generalized deconvolution. A generalized cross-validation
(GCV) approach is presented. Results on eigendecomposition of symmetric
one-dimensional and two-dimensional circulant matrices are derived and
computational implications of the above in making reconstruction band-
width estimation a simple extension of standard FBP are developed. The
methodology is studied using numerical simulations on a class of idealized
one-dimensional generalized deconvolution problems and PET phantom
data. In each case, performance evaluations are excellent and in real-time,
proving the potential viability of this approach in a practical setting. This
research is supported in part by (NSF) CAREER DMS #0437555 and the
NIH DC-006740.

Minimax Estimators of the Coverage Probability of the
Impermissible Error for a Location Family

% Miguel A. Arcones, Binghamton University, Department of
Mathematical Sciences, Binghamton, NY 13902, arcones@math.
binghamton.edu
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Key Words: Error of estimation, impermissible error, confidence interval,
location family, minimax, translation equivariant

We consider estimation for a multivariate location family. Between all con-
fidence regions with volume less than a fixed value L, we find the equiv-
ariant confidence region with the biggest coverage probability. This region
maximizes the infimum of the coverage probability over all confidence re-
gions with volume less than L. As an application, we find an estimator of
parameter of location with the property that minimizes the supremum of
the probability that the error of the estimation exceeds a fixed constant. We
also find a confidence region and an estimator having the previous proper-
ties, but based on the m.l.e. We find the Bahadur slope of the two obtained
estimators. We show that except for certain families of distributions, the
estimator based on the whole sample is superior to the estimator based on
the m.l.e. Hence, we get that m.l.es are not asymptotically sufficient.

Higher-Order Properties of Block Bootstrap Confidence
Intervals

#* Soumendra N. Lahiri, Texas A&M University, 405D Blocker, 3143,
College Station, TX 77843, snlahiri@stat.tamu.edu

Key Words: percentile-t, coverage probability, stationarity, studentiza-
tion, weak dependence

Higher-order properties of one- and two-sided block bootstrap confidence
intervals based on weakly dependent time series data will be presented. A
comparison of the results with the bootstrap confidence intervals under
independence will be given. In particular, effects of the studentizing factor
on the accuracy of the percentile-t Cls in the dependent case will be dis-
cussed. Results from a simulation study on finite sample properties of the
block bootstrap confidence intervals will also be presented.

ﬂ ?5 The Transition from

Undergraduate to Graduate Study of
Statistics ©

Mu Sigma Rho, Section on Statistical Education
Monday, July 30, 2:00 pm-3:50 pm

Inspiring and Challenging Students in the Mathematical
Sciences

*“*William Y. Velez, The University of Arizona, Department of Mathematics,
617 N Santa Rita, Tucson, AZ 85721, velez@math.arizona.edu

Key Words: mentoring, advising, recruiting

Increasing the number of students pursuing advanced mathematical/
statistical studies is an important issue that must be addressed by math-
ematics/statistics departments. How do we convince students that further
mathematical studies are to their benefit? Where do we begin to find these
students? As opposed to the other sciences, mathematics has a pool of stu-
dents that arrive every year, the calculus students. Hundreds of thousands
of students take calculus each year, yet few of these students decide to pur-
sue further mathematical studies. If departments could convince more cal-
culus students to continue on in mathematics, we would greatly increase
the pool of students capable of pursuing graduate studies in mathemat-
ics/statistics. This talk will describe the efforts of the mathematics depart-
ment at the University of Arizona that resulted in doubling the number of
mathematics majors.

Undergraduate Preparation

% L. Marlin Eby, Messiah College, P.O. Box 3041, One College Avenue,
Grantham, PA 17027-9800, eby@messiah.edu

@ Applied Session

«% Presenter

Key Words: mentoring, courses, graduate potential, graduate programs

Successful preparation usually begins early in the undergraduate program.
Topics to be discussed include creating student interest in Statistics as a
discipline and a career, identifying students with graduate school potential,
the role of mentoring, relevant courses and internships, guiding students in
choosing graduate programs, and followup with students after they enter
graduate school. The author will draw on his successful experiences as a
statistician within the mathematical sciences department at a college of the
liberal and applied arts and sciences.

The First-Year Experience

¢ Matthew Ritter, North Carolina State University, Department of
Statistics, Box 8203, Raleigh, NC 27695-8203, mbritter@ncsu.edu

Key Words: graduate education, transition points, mentoring, retention,
advising

A successful student’s perspective on the transition from undergraduate
to graduate studies in statistics will be presented. The transition involves
changes in level of academic difficulty, cultural changes in how students
interact and study and workload issues including fellowships or assistant-
ships. Strategies that worked or did not work will be discussed including
peer mentoring, academic advising, “summer camp” and bridge courses.
We will also discuss how the smoothness or difficulty of this transition af-
fects student engagement and retention further down the line.

The First-Year of Graduate Studies in Statistics

¢ Pam Arroway, North Carolina State University, CB 8203, Raleigh, NC
27695, pam_arroway@ncsu.edu

Key Words: graduate school, transition

Many US students find the first year of graduate studies in Statistics to be a
big leap from finishing undergraduate studies. The workload, the expecta-
tions of the professors and stiff competition from international students
are not what they are expecting. In this talk, we discuss strategies for aid-
ing students in making this transition. A smoother transition in this first
year of a Master’s may also help lay ground work for retaining students for
doctoral study.

ﬂ ? @ State of the Art in Mixed

Models Analysis ® &

ENAR, Section on Statistics in Epidemiology, Biometrics Section,
Biopharmaceutical Section, WNAR
Monday, July 30, 2:00 pm-3:50 pm

Sample Size and Power Calculations in Late-Phase
Clinical Trials with a Longitudinal Endpoint

o Jose Pinheiro, Novartis Pharmaceuticals, One Health Plaza, East
Hanover, NJ 07928, jose.pinheiro@novartis.com

Key Words: Correlated data, Covariance structure, Drop-outs, LME
models, mixed-effects models, sensitivity analysis

Statistical analyses for primary endpoints in confirmatory clinical trials
need to be clearly specified in the study protocol, before any data is col-
lected. This includes, of course, power and sample size calculations for the
specified methodology. Although this is mostly not an issue when simple
methods are used, it can lead to difficulties when more complex approaches
are considered. We will discuss issues involved in sample size and power
calculations when a linear mixed-effects model is used to analyze a lon-
gitudinal clinical endpoint. These include, among others, considerations

Salt Lake City 135



& Themed Session

about drop-outs, uncertainty about underlying covariance structures, and
sensitivity to misspecification of prior values for the model parameters. A
real clinical trial on an neurological disease indication will be used to mo-
tivate and illustrate the methods presented.

Internal Pilot Designs and Mixed Models

#* Matthew Gurka, University of Virginia, P.O. Box 800717,
Charlottesville, VA 22908-0717, mgurka@virginia.edu; Christopher
S. Coftey, The University of Alabama at Birmingham; Keith E. Muller,
University of Florida

Key Words: Internal pilot, mixed model, repeated measures, sample-size
re-estimation, adaptive designs, power

An internal pilot (IP) design uses interim sample size analysis to adjust the
final number of observations. Although most research on IP designs has
been conducted for univariate models, the common use of multivariate
data naturally motivates interest in extending IP designs to more complex
models. Mixed models are a popular tool for multivariate Gaussian data
exhibiting missing values or mistimed observations. However, the devel-
opment of IP methods for mixed models requires fixed sample tests that
guarantee accuracy of inference in small samples and accurate power al-
gorithms. Initially, we describe how to extend exact univariate IP methods
to a restricted class of linear mixed models. We describe an example in
medical imaging that directly benefits from this extension. We then dis-
cuss ongoing and future work for extending the use of such methods to
more general mixed model settings.

Assessing the Performance of a Symmetric Divergence
Information Criterion for Selecting the Best Linear Mixed
Model

% Lloyd J. Edwards, The University of North Carolina at Chapel Hill,
Dept. of Biostatistics, 3105H McGavran-Greenberg, CB# 7420, Chapel
Hill, NC 27599-7420, Lloyd_Edwards@unc.edu; Anita Abraham, The
University of North Carolina at Chapel Hill

Key Words: Information Criterion, Directed Divergence, Symmetric Di-
vergence, Model Selection, Mixed Model

The AIC and BIC are the most popular information criteria for model se-
lection in the linear mixed model. Both criteria are directed divergences,
i.e,, they are asymmetric divergences for discriminating from observations
on a true model in favor of an approximating model. Reversing the roles of
the true model and approximating model provides an alternate directed
divergence. The sum of the two directed divergences forms Kullback’s sym-
metric divergence. Using simulation studies, we assess the performance of
a form of Kullback’s symmetric divergence proposed by Cavanaugh (1999),
KIC, for selecting the best linear mixed model. We consider the KIC for
selecting the best mean model and separately the best covariance model in
the linear mixed model.

ﬂ ? ? Machine Learning and

Optimization

IMS, Section on Nonparametric Statistics, Section on Physical and
Engineering Sciences
Monday, July 30, 2:00 pm-3:50 pm

Support Vector Machines for Structured Outputs

«% Thorsten Joachims, Cornell University, 4153 Upson Hall, Ithaca, NY
14853, tj@cs.cornell.edu
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Key Words: Support Vector Machines, Multivariate Regression, Machine
Learning

Over the last decade, newly developed machine learning methods like
Boosting and Support Vector Machine (SVM) have focused on univariate
classification and regression. Can these results be transferred to multivari-
ate prediction problems, where the goal is to predict complex objects like
trees, sequences, or orderings? Such problems arise, for example, when
a natural language parser needs to predict the parse tree for a sentence,
when a navigation assistant needs to predict a route, or when a search en-
gine needs to predict a ranking. This talk will discuss an SVM approach to
predicting complex objects. It generalizes the idea of margins to complex
prediction problems and a large range of loss functions. While the result-
ing training problems have exponential size, there is a simple algorithm
that allows training in polynomial time. Empirical results will be given for
several examples.

Large-Scale Covariance Selection by Chordal Embedding

¢ Lieven Vandenberghe, University of California, Los Angeles, Electrical
Engineering Department, 68-119 Engineering IV, Los Angeles, CA 90095-
1594, vandenbe@ee.ucla.edu; Joachim Dahl, Aalborg University

Key Words: covariance selection, convex optimization, graphical models,
chordal graphs, semidefinite programming

We discuss algorithms for maximum likelihood estimation of Gaussian
graphical models with conditional independence constraints, also known
as covariance selection. The problem can be formulated as an uncon-
strained convex optimization problem and has a well-known closed-form
solution if the underlying graph is chordal. Our focus will be on convex
optimization algorithms for problems with non-chordal graphs. We first
derive efficient methods for evaluating and inverting the gradient and Hes-
sian of the log-likelihood function when the underlying graph is chordal.
The algorithms are formulated as simple recursions on a clique tree. We
then use these results to obtain efficient implementations of Newton’s
method and the conjugate gradient method for large non-chordal graphs,
by embedding the graph in a chordal graph. We also discuss connections
with sparse semidefinite programming.

Model Selection for SVMs through Bilevel Optimization

% Gautam Kunapuli, Rensselaer Polytechnic Institute, Department of
Mathematical Sciences, 110 8th Street, Troy, NY 12180, kunapg@rpi.edu

While support vector and kernel methods have been successfully applied,
there are still open questions regarding model selection. Here, we consider
the problem of model selection for support vector classification and regres-
sion through cross-validation formulated as a bilevel program. This allows
for versatility in handling several machine-learning goals simultaneously
and efficiently: optimal choice of model parameters, feature selection for
dimensionality reduction, and kernelization to handle nonlinear datasets.
The bilevel formulation is converted to a mathematical program with equi-
librium constraints (MPECs). Unlike SVMs, which are convex problems,
the resulting problem is nonconvex. We discuss how these challenges can
be solved using decomposition and successive linearization and present
results.

ﬂ ?' Analyzing Multiple-

Response Categorical Data from
Complex Survey Designs @ &

Section on Survey Research Methods, SSC
Monday, July 30, 2:00 pm-3:50 pm
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Simple Practitioner-Oriented Hypothesis Tests for Various
Types of Multiple Response Survey Data

#* D. Roland Thomas, Carleton University, Sprott School of Business,
Ottawa, PA K1S 2T9 Canada, rthomas@sprott.carleton.ca; Yves ]. Decady,
Statistics Canada

Key Words: Multiple response, pick any, Rao-Scott tests

The focus of the paper will be tests of association featuring various types of
multiple response data, including “pick any out of r” data in which respondents
are invited to select all items that apply to them from a list of r items, “pick k
out of r” data in which respondents are limited to selecting k items, along with
variants for which respondents are asked to “order r” and “order k out of r”
items. Also discussed will be tests where the original multiple response data
have been aggregated into a smaller number of categories. Rao-Scott adjusted
chi-squared tests will be used, with a view to developing simple tests that can
be implemented by practitioners using standard software.

Estimation and Testing for Association with Multiple-
Response Categorical Variables from Complex Surveys
+% Christopher R. Bilder, University of Nebraska-Lincoln, Department of

Statistics, 340 Hardin Hall, north wing, Lincoln, NE 68583-0963, chris@
chrisbilder.com; Thomas M. Loughin, Simon Fraser University

Key Words: choose all that apply, correlated binary data, generalized lo-
glinear model, marginal model, pick any, simultaneous pairwise marginal
independence

Many survey questions invite respondents to “choose all that apply” from
a series of items. Variables that summarize the resulting data are often re-
ferred to as multiple-response categorical variables (MRCVs). Analyzing
associations among MRCVs is a challenge because each one is a vector of
correlated binary responses, and associations between these vectors can
take on many possible forms. This talk will show how one can model these
MRCVs in situations where the data has arisen from a complex survey sam-
pling design. Generalized loglinear models are proposed for analyzing the
associations between items of different MRCVs. Model comparison test
statistics along with their derived asymptotic distributions are presented
in order to choose a good fitting model. Model-based estimates of the odds
ratios and their corresponding standard errors are provided.

Bayesian Inference for a Stratified Categorical Variable
Allowing All Possible Category Choices

Balgobin Nandram, Worcester Polytechnic Institute; 3 Myron Katzoff,
National Center for Health Statistics, Office of Research and Methodology,
3311 Toledo Road, Hyattsville, MD 20782, mjkS@cdc.gov; Ma Criselda S.
Toto, Worcester Polytechnic Institute

Key Words: Bayes factor, Monte Carlo integration, Multinomial-Dirichlet
model, Sparse table, Business survey, Random samples

We consider problems of inference from survey data for proportions when
sample individuals have been asked to mark all responses that apply to
them, the table with mutually exclusive categories is sparse, the number
of individuals to whom none of the listed categories apply is missing and
the category proportions are to be compared across population strata. We
consider an example from the Kansas Farm Survey. We use a Bayesian
product multinomial-Dirichlet model to fit the count data both within and
across education levels. We estimate the proportions of individuals with
each choice; show how to estimate the most frequently indicated choice;
and show, using the Bayes factor, how to test that these proportions are the
same over different levels of farmers’ education. Our Bayesian procedure
uses a sampling based method with independent samples.

@ Applied Session

«% Presenter

ﬂ ?@ Fifty Years of the National

Health Interview Survey @

Section on Health Policy Statistics, Section on Government
Statistics, Section on Survey Research Methods, Social Statistics
Section, Section on Statistics in Epidemiology

Monday, July 30, 2:00 pm-3:50 pm

The Evolution of Concepts in the National Health
Interview Survey

#* Jennifer Madans, National Center for Health Statistics, 3311 Toledo Rd,
Hyattsville, MD 20782, JMadans@cdc.gov

This talk will describe how conceptual approaches to developing and re-
vising the NHIS questionnaire have evolved over fifty years. For example,
questions in early versions of the NHIS asked about an individual’s per-
ceived health status and its impact on functional limitations, but did not
ask about diagnoses of medical conditions, whereas today’s NHIS col-
lects information on diagnoses by medical professionals. The changing
approaches to collecting NHIS’ respondent-reported information will be
described in relation to changes in theories of public health.

Policy Uses of National Health Interview Survey (NHIS)
Data on Health Insurance Coverage

¢ Amy J. Davidoff, University of Maryland, School of Pharmacy, Dept
of Pharmaceutical Health Services Research, 220 Arch Street, 12th floor,
Baltimore, MD 21201, adavidof@rx.umaryland.edu

Key Words: Health insurance, National Health Interview Survey, policy
analysis

Over the past decade, the NHIS has been an important source of data for
estimates of insurance coverage and evaluations of policy initiatives affect-
ing eligibility and takeup of public insurance, and offers of, and enrollment
in private group plans. The NHIS permits a focus on population subgroups
defined by health status, and examination of links between insurance and
access to care and healthcare service use. With its commitment to provide
early estimates, rapid public release of microdata, and flexibility in ques-
tionnaire design to capture new policy initiatives such as Medicare Part D,
NCHS has positioned the NHIS to be a critical resource for evaluation of
future policy initiatives. Examples from the literature will be used to illus-
trate the role played by the NHIS. Future information needs and the role of
the NHIS as a key resource for researchers will be discussed.

The National Health Interview Survey in the Present and
in the Future

#* Jane F. Gentleman, National Center for Health Statistics, 3311 Toledo
Road, Hyattsville, MD 20782, JGentleman@cdc.gov

Key Words: National Health Interview Survey, 50th anniversary of the
NHIS

The National Health Interview Survey (NHIS), conducted for 50 years by
the National Center for Health Statistics, is a multi-purpose health survey
of the civilian, noninstitutionalized household population of the U.S. Its
stable core and annually-changing supplementary specialized questions
provide rich multivariate data for numerous types of users. Core topics
include health status, limitation of activities, health care access and uti-
lization, health insurance coverage, socio-demographic information, and
income. Supplement sponsors have included the Centers for Disease Con-
trol and Prevention, numerous Institutes from the National Institutes of
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Health, and various other government agencies. This talk will describe the
rich multivariate NHIS data, the analytic products produced from those
data, the annual NHIS supplements, and expectations and hopes for the
future of the NHIS.

Fifty Years of the National Health Interview Survey

o Nancy Breen, National Cancer Institute, Health Services and
Economics Branch, 6130 Executive Blvd., MSC 7344, Rockville, MD
20852-7344, breenn@mail.nih.gov

Key Words: cancer control, National Health Interview Survey

Since 1987, the National Cancer Institute has collaborated with NCHS to
develop and administer cancer control supplements to the NHIS. Data
resulting from this collaboration provide cancer screening and tobacco
control estimates for measuring healthy people goals and other national
benchmarks. These NHIS supplements have also enhanced the availability
of data for other aspects of cancer control, including tobacco consump-
tion, other risk factors, and family history of cancer. Dr. Breen will present
some trends and how these data have been analyzed to enhance our under-
standing of cancer control. Examples will be taken from cancer screening,
tobacco control and other cross-cutting risk factor data available in the
NHIS. Using the NHIS has been especially productive to NCI because of
the wide range of co-variates collected on the NHIS, the nation’s primary
omnibus health survey.

ﬂ '@ Financial Econometrics

IMS
Monday, July 30, 2:00 pm-3:50 pm

Local Parametric Inference in the Hidden Semimartingale
Model

% Per A. Mykland, The University of Chicago, Department of Statistics,
5734 University Avenue, Chicago, IL 60637, mykland@pascal.uchicago.edu

Key Words: local likelihood, high frequency data, financial data, semi-
martingale, contiguity

The availability of high frequency data for financial instruments has opened
the possibility of accurately determining volatility in small time periods,
such as one day. Recent work on such estimation indicates that it is neces-
sary to analyze the data with a hidden semimartingale model, typically by
the addition of measurement error. The current talk discusses likelihood
approaches to inference in such models.

Parameter Estimation of Diffusion Process with
Sequential Monte Carlo

% Rong Chen, University of Illinois at Chicago, Dept of Information and
Decision Sciences, (MC 294), Chicago, IL 60607, rongchen@uic.edu

Key Words: MLE, diffusion process, importance sampling

In financial markets and other applications, continuous time diffusion
processes are often observed at discrete time. For nonlinear processes, the
likelihood function of the parameters is often much easier to evaluate with
continuously observed paths of the process than with discretely observed
paths. In this paper we propose to use a modified version of sequential
Monte Carlo method to sample the continuous path based on discretely
observed observations. The sampled continuous paths are then used to
estimate the likelihood function surface of the parameters. An enhanced
importance sampling scheme is used to efficiently estimate the entire like-
lihood surface with a small number of samples. Empirical study and real
applications are presented.
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Heterogeneous Autoregressive Realized Volatility Model
% Yazhen Wang, University of Connecticut, Dept. of Statistics, 215
Glenbrook Road, Ubox 4120, Storrs, CT 06269, yzwang@stat.uconn.edu
Key Words: High Frequency, Realized Volatility, Dynamic Model

Volatilities of asset returns are pivotal for many issues in financial eco-
nomics. The availability of high-frequency intraday data should allow us
to estimate volatility more accurately. Realized volatility is often used to
estimate integrated volatility. To obtain better volatility estimation and
forecast, some autoregressive structure of realized volatility is proposed
in the literature. This talk will present my recent work on heterogeneous
autoregressive models of realized volatility.

ﬂ ' ﬂ Large-Scale Data Mining

Section on Statistical Computing, Section on Statisticians in
Defense and National Security, Section on Quality and Productiv-
ity, Section on Nonparametric Statistics, Section on Physical and
Engineering Sciences, Section on Statistical Graphics

Monday, July 30, 2:00 pm-3:50 pm

A New Family of Link Functions Extending Logistic

Regression

#* William DuMouchel, Lincoln Technologies, 6641 E. Circulo Otono,
Tucson, AZ 85750, william.dumouchel@lincolntechnologies.com

Key Words:
polytherapy

additive, multiplicative, AERS, pharmacovigilance,

The logistic regression link function is approximately linear for predicted
probabilities between 0.2 and 0.8, but not when fitted values are very small
or very large, as happens when modeling the occurrence of rare events. In
the latter case, it is advantageous to have a model that can fit situations
both where the effects of multiple predictors are more nearly additive or
more nearly multiplicative. This paper introduces an extension of logistic
regression with a continuous family of sigmoid link functions, including
the standard logistic as a special case, that allows selection of an arbitrary
region of near linearity (fitted probability at the point of inflection). The
utility of this extended family is illustrated with analyses of the adverse
drug reaction database, AERS, maintained by the U.S. Food and Drug Ad-
ministration.

Statistics and Search Engines
o Daryl Pregibon, Google, 76 9th Avenue, New York, NY 10011-5225,
daryl@google.com

Key Words: Search engines, large data sets, data mining

Search engines (SEs) are ubiquitous yet the role that statistics and data
mining play in their care and feeding is not well known. We introduce sev-
eral examples to illustrate the scale and scope of statistical applications
used in modern search engines.

A Poor Man’s View of Data Mining

¢ William F. Szewczyk, National Security Agency, Mathematics
Research Group, R&E Building Suite 6515, Ft. Meade, MD 20755-6515,
wfszewczyk@gmail.com

Key Words: datamining, data analysis

Storing data and indexing is fine if you have the luxury of time and you
know what you're looking for. But if you want to do exploratory data analy-
sis of large data sets, or if what you're interested in changes over time, or the
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time between receiving the data and making a decision is short, then these
solutions become too expensive. In this talk I will present an alternative
approach that answers these challenges, synthesizing collection and pro-
cessing in a unique way. This new approach requires a change in how well-
known statistical methods are implemented and how data is analyzed.

ﬂ ‘2 Missing Data in

Longitudinal Studies ® &

SSC, ENAR, Section on Statistics in Epidemiology, Biometrics
Section, Biopharmaceutical Section, Section on Survey Research
Methods, WNAR

Monday, July 30, 2:00 pm-3:50 pm

Mixed Nonhomogeneous Poisson Process Spline Models
for the Analysis of Recurrent Event Panel Data

o Jason Nielsen, Simon Fraser University, Department of Statistics and
Actuarial Science, 116 4232 Sardis Street, Burnaby, BC V5H 1K5 Canada,
jdn@stat.sfu.ca; Charmaine Dean, Simon Fraser University

Key Words: Discrete Mixture, Frailty, Life History Data, Overdispersion,
Random Effects, Longitudinal Data

A flexible semiparametric model for analyzing longitudinal panel count
data is presented. Panel count data refers here to count data on recurrent
events collected as the number of events which have occurred within spe-
cific follow-up periods. The model assumes that the counts for each sub-
ject are generated by a nonhomogeneous Poisson process with a smooth
intensity function. Such smooth intensities are modeled with adaptive
splines. Both random and discrete mixtures of intensities are considered
to account for complex correlation structures, heterogeneity and hidden
subpopulations common to this type of data. An estimating equation ap-
proach to inference requiring only low moment assumptions is developed
and the method is illustrated on several datasets.

Reducing the Bias of Between- Within-Cluster Covariate
Methods When Data Are Missing at Random
+* John Neuhaus, University of California, San Francisco, 185 Berry Street,

Lobby 4, Suite 5700, San Francisco, CA 94107-1762, john@biostat.ucsf.
edu; Charles E. McCulloch, University of California, San Francisco

Key Words: Covariate decompositions, generalized linear mixed models,
conditional likelihood

Generalized linear mixed models that partition covariates into between-
and within-cluster components can provide effective analysis of longitudi-
nal data in settings where covariates or responses are missing completely
at random. However, like conditional likelihood methods, such between/
within cluster approaches can yield inconsistent covariate effect estimates
when data are missing at random. This talk describes and evaluates several
strategies, including weighted methods, to reduce bias when data are miss-
ing at random. We illustrate these methods with simulation studies and fits
to example data.

Semiparametric Methods for Clustered Binary Data

% Grace Y. Yi, University of Waterloo, Department of Statistics and
Actuarial Science, Waterloo, ON N2L 3G1 Canada, yyi@uwaterloo.ca;
Wengqing He, University of Western Ontario; Hua Liang, University of
Rochester

Key Words: Binary data, Clustered data, Estimating Equation, Missing
Data, Semiparametric regression
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Clustered binary data arise commonly in practice, and generalized estimat-
ing equations methods are frequently used to analyze such data. The gener-
alized linear model is often used to modulate the mean response in which
covariates pertaining to the responses are present in a linear form through
a link function. In practice, however, the relationship between the mean
response and covariates may be very complex and linearity may not be ad-
equate to capture that relationship. Under this circumstance, semiparamet-
ric regression with both linear and nonlinear terms included may be more
flexible to facilitate the relationship between the response and covariates.
In this talk, I will discuss semiparametric regression methods for analyz-
ing clustered binary data with the interest centering on estimating both the
mean and association parameters. Numerical studies will be reported.

Second-Order Least Squares Estimation for Nonlinear
Mixed Effects Models

¢ Liqun Wang, University of Manitoba, Department of Statistics,
Winnipeg, MB R3T 2N2 Canada, wangll@cc.umanitoba.ca

Key Words: Semiparametric model, non-normal random effects, least
squares method, simulation-based estimation, longitudinal data, exact
consistency

The paper deals with nonlinear mixed effects models where the random
effects have a general parametric distribution (not necessarily normal) and
the distributions of other variables and random errors are nonparametric. I
propose a second-order least squares estimator based on the first two mar-
ginal moments of the response variable. I also propose a simulation-based
estimator when the closed forms of the marginal moments are not avail-
able. Both estimators are consistent and asymptotically normally distrib-
uted under fairly general conditions. Monte Carlo simulation studies show
that the proposed estimators perform well for relatively small sample sizes.
Compared to the likelihood approach, the new methods are computation-
ally feasible and do not rely on the normality assumption.

ﬂ '@ Summer Institutes

for Training in Biostatistics (SIBS):
Addressing the Biostatistician Shortage

Section on Teaching Statistics in the Health Sciences, ENAR,
Biometrics Section, Section on Statistical Education
Monday, July 30, 2:00 pm-3:50 pm

Summer Institutes for Training in Biostatistics (SIBS):
Addressing the Biostatistician Shortage

¢ Song Yang, National Heart, Lung, and Blood Institute, NIH, 6701
Rockledge Drive, MSC 7938, Bethesda, MD 20892, yangso@nhlbi.nih.
gov; #* Ronald E. Gangnon, University of Wisconsin-Madison, 207 WARF
Office Building, 610 Walnut Street, Madison, W1 53726-2397, ronald@
biostat.wisc.edu; % Lisa M. Sullivan, Boston University, Department

of Biostatistics, 715 Albany Street, Boston, MA 02118, lsull@bu.edu;

» Kimberly S. Weems, North Carolina State University, Department of
Statistics, Box 8203, Raleigh, NC 27695-8203, ksweems@stat.ncsu.edu

Key Words: teaching, undergraduate, career options

There has long been a shortage of well-trained biostatisticians to collabo-
rate with scientists in academia, industry, and government. The shortage
is expected to worsen as senior biostatisticians retire. Few undergraduate
students majoring in quantitative sciences are aware of the career oppor-
tunities afforded by biostatistics. In 2003 the NIH issued a request for ap-
plications for SIBS. The short-term goal of this initiative is to encourage
quantitative students to attend graduate school in biostatistics. The long-
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term goal is to increase the numbers of practicing biostatisticians. Three
SIBS were funded and trained students in 2004-2006. Many graduates of
these programs have enrolled in top biostatistics programs and most in-
tend to study biostatistics. Discussion will include the need for the SIBS
program, comparisons between the programs, measures of success, and
future plans.

ﬂ '4 Rising from the Ashes of

the SIPP: Opportunities and Challenges
of the New Dynamics of Economic
Well-Being System

Social Statistics Section, Section on Government Statistics, Sec-
tion on Survey Research Methods
Monday, July 30, 2:00 pm-3:50 pm

Rising from the Ashes of the SIPP: Opportunities and
Challenges of the New Dynamics of Economic Well-Being
System

+% David Johnson, U.S. Census Bureau, Washington, DC 20244, david.
s.johnson@census.gov; ** Constance F. Citro, National Academy of
Sciences, 500 5th Street, NW, Committee on National Statistics,
Washington, DC 22001, ccitro@nas.edu; % Howard Iams, Social Security
Administration, 500 E Street SW Room 914, Washington, DC 20254-001,
Howard.M.lams@ssa.gov; 4 Martin David, University of Wisconsin-
Madison, 2603 Middleton Beach Rd, Middleton, W1 53562, david@
sscwisc.edu; % John Czajka, Mathematica Policy Research, Inc., 600
Maryland Ave. SW, Suite 550, Washington, DC 20024-2512, jczajka@
mathematica-mpr.com

Key Words: SIPP, DEWS

The Survey of Income and Program Participation (SIPP) stopped collecting
data in 2006 after having been in the field monthly since 1983. The SIPP
had a long preparation phase - from 1976-1981, where it tested question-
naires, recall periods, respondent types, and processing systems. Reviewed
by a National Academy of Sciences panel in 1993 and recommended as the
data set to improve the measurement of income, poverty, and program par-
ticipation on several occasions, SIPP, nevertheless, ended without achiev-
ing these goals. The distinguished panel, with substantial historical and
practical knowledge of the SIPP program, will discuss the program goals,
expectations, and disappointments, and discuss them in the context of the
program designed to replace the SIPP, the Dynamics of Economic Well-be-
ing System (DEWS). The current plans and goals for the DEWS will be also
described and discussed.

ﬂ ‘5 Invited Poster

Presentations

Section on Statistics and the Environment, ENAR, IMS, SSC,
WNAR, Biometrics Section
Monday, July 30, 2:00 pm-3:50 pm

Estimation of Covariogram Models by Minimum
Prediction Contrast for Kriging

#* Marc Genton, University of Geneva, Dept of Econometrics UNIGE, Bd
du Pont d Arve 40, Geneva 4, CH-1211 Switzerland, genton@stat.tamu.
edu; Olivier Perrin, University of Toulouse 1

140 (S 2007

@ Applied Session

o Presenter

Key Words: Contrast, Covariogram, Kriging, Prediction, Space-time,
Wind speed

The method of spatial interpolation called kriging is based on the covari-
ance structure of the data. Estimation of the parameters of a covariogram
model are typically carried out by least squares fitting or by maximum
likelihood, usually under normality for the latter case. We propose a new
approach for the estimation of covariogram models based on the minimi-
zation of the integral of a contrast over the spatial domain of interest. The
contrast is obtained from the variance of the difference between the krig-
ing predictor based on the empirical covariogram and the one based on
the parametric covariogram model. We derive properties of the resulting
estimators from minimum contrast theory and perform various simula-
tion studies to demonstrate the performances of our proposal. We apply
our methodology to the estimation of space-time covariogram models for
a dataset of Irish wind speed.

Experiments on th