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Weep not that the world changes--did it keep 
A stable, changeless state, '(Were cause indeed to weep. 

William Cullen Bryant (1824) 

INTRODUCTION 

The need to deal with changes in the basis of industrial 
classification is a perennial problem facing users of 
establishment-based data. 

In Canada, the mosl recent such change involved the 
1983 adoption of the 1980 version of the Standard 
Industrial Classification (SIC). As a result, the 171 
manufacturing industries of the 1970 SIC, plus one non
manufacturing industry. convened to 236 1980 SIC 
manufacturing industries and three non-manufacturing 
industries. In many cases, the transition was simple: 79 
1970 SIC industries convened on a one-to-one basis and 
two converted on a many-to-one basis. But. often. the 
transition was less simple: eleven 1970 SIC industries 
convened on a one-to-many basis and eighty converted 
on a many-to-many basis; in one case, a single many-to
many group comprised 59 1970 SIC industries and 84 
1980 SIC indusbies. 

The objective of this paper is to compare different 
ways--all fully automated--that a researcher with access 
to machine-readable microdata can deal with that 
classification break. and put the data on a comparable 
basis. The paper deals with manufacturing 
establishments reporting detailed commodity data; in 
1982 these accounted for 57.0% of statistical units and 
%.0% of manufacturing activity shipments. 

There are three basic strategies used here to achieve 
comparable classification: (1) Extending the 1970 SIC 
forward in time by applying it to establishments now 
classified on a 1980 SIC basis. This would enable 
researchers to update statistical work already undenaken 
on a 1970 SIC basis. (2) Extending the 1980 SIC 
backward in time by applying it to establishments now 
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classified on a 1970 SIC basis. This would reflect the 
more current model of industry structure. (3) Finding 
equivalent aggregations of entire 1970 and 1980 SIC 
indusbies. The resulting indusuies are of neither the 
old standard nor the new, but are closely related to each. 

Three methods are employed to extend the 1970 SIC 
and the 1980 SIC. These involve (1) using reported 
product detail. along with a set of resistance rules 
intended to prevent establishments from flip-flopping 
between indusbies, (2) using a forced one-to-one 
concordance and (3) using a mix of the two. 

More than one method of reclassification exists. even 
with full access to the microdata, due to the subjective 
aspects of industry classification discussed in the next 
section. The one-to-one concordance implicitly reflects 
the subjective considerations embedded in the series 
from which reclassification is taking place. The product 
detail methodology must model them explicitly. 

The frrst section of this paper deals wilt! the 
classification process followed in creating the official 
series. The second section discusses, in general teons, 
three methods of extending SIC-based classification. In 
the third section. those methods are evaluated by using 
them to reclassify manufacturing establishments 
reporting commodity detail in 1982 and by then 
comparing the results against the official assignments 
for that year. In 1982, data were collected on a 1970 
SIC basis. but published on both bases. The main 
finding is that, at the 4-digit level, the industty 
assignments which most closely match those of the 
official series are achieved by bringing the 1970 SIC 
forward and by doing so using a mix of methods. In 
the fourth section, a non·SIC strategy. aggregation. is 
discussed. That strategy is simple to apply; its main 
disadvantage is that the resultant industries are not as 
widely recognized as those of the SIC. 

I . CLASSIFICATION IN THE OFFICIAL SERIES 

Since much of this paper deals with replicating official 
industry assignments for manufa::turing establistunents 
reporting commodity detail, it is useful to review how 
those assignments are made. 



Classification occurs at the 4-digit level of the SIC. 
Each 4-digit SIC industry is defined in tenns of the 
manufacture of specific commodities which are said 10 

be primary to that industry. At the establishment level, 
a tentative industry assignment is calculated by grouping 
reported commodity outputs by primary industry and by 
then detennining which group accounts for the largest 
share of commodity shipments. 

From the 1982 reference year to the present time, this 
calculation has been performed by machine. The result 
is then compared against the establishment's existing 
assignment (typically last year's code; or, for births, an 
assignment based on nature of business enquiries). If 
the comparison indicates that the subject establishment 
should be considered for transfer to another industry. a 
print-out is produced for manual inspection. This 
sometimes leads 10 an amendment 10 commodity codes 
or shipment values. If the existing and calculated 
industry assignments continue to differ, a nwnber of 
subjective considerations enter the process 10 determine 
whether a transfer wiU be immediately implemented. 

One such subjective consideration involves resistance 
rules. Such rules are intended to prevent establishments 
from being transferred as a result of small shifts in 
output proportions. unless those shifts are seen to be 
permanent The effect on industry aggregates of 
transfeIS based on small changes is disproportionate. 
For example, if an establishment with shipments of 
$}OO changes industry as a result of a $1 shift in output. 
the sending industry will decline by 100 times that $1 
shift; and the receiving industry will increase by the 
same factor. If tile shift is only temporary, and the 
transfer is reversed. the impact will be felt a second 
time. Detailed subject matter knowledge of industry 
conditions and intentions will limit such transfers. 
There is, however, no explicit set of rules. 

Another sUbjective consideration involves industry 
coverage. On occasion, an establishment may be 
assigned to an industry that does not account for the 
largest share of that establishment's output. This can 

happen if the establishment is such a significant part of 
a given industry, that its exclusion would result in 
serious undercoverage of the industry's activities. Such 
treatment is more likely to occur if the industry 
accounting for the largest share of the subject 
establishment's output is one set up to incorporate 
otherwise unspecified activities, and if the subject 
establishment cannot be artificially split between the 
industries involved. 
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Classification may also be affected by confidentiality 
considerations. For example, if transferring a large 
establishment to a smaU, stable industry would 
effectively release its confidential data, the transfer 
might be postpOned in order to pennit publication of the 
data for that industry. 

Size significance can also be a subjective consideration. 
A transfer may be postponed if an establishment is 
judged to have an insignificant impact on industry 
aggregates. especially if timeliness is at risk. 

In swnmary, the official classification of manufactwing 
establishments reporting commodity detail is based on 
a mix of objective rules and subjective considerations. 

II. EXTENDING THE SIC: GENERAL 
DISCUSSION 

In this section, the three methods of extending SIC
based classification are discussed in general tenns. 

Method #1: Product Detail Coding 

This method involves going to the microdata and 
calculating an industry assignment from scratch. It 
foUows closely the process used to generate the official 
series. There are two differences. 

The first difference involves the treatment of 
commodities reported at. a level too aggregated to be to 
said to be primary to just one 4-digit industry. For 
example, services perfonned on goods owned by other 
manufacturers (custom and repair work) are covered by 
insufficiently detailed classes. In 1982, too-aggregated 
commodities accounted for just over 4% of the 
manufacruring activity shipments of establishments 
reporting commodity detail. In the offlCial classification 
process. such activity is either made primary to the 
industry in which the reporting establishment is found 
or is made primary to no industry. That treatment 
requires that an industry assignment already exists or 
that manual intervention can occur. In the fully
automated approach used here, these commodities are 
either made primary to the target classification industry 
to which the reporting establishment is assigned by one
to-one coding. or are made primary to the target 
classiflcation industry to which the reporting 
establishment was assigned in the previous year. 



The second difference involves the subjective factors 
discussed in the previous section. Only resistance rules 
are explicitly modelled here. These have been codified 
so Ihat the classification process can be fully automated. 

In general terms the rules used are as follows: (1) IT an 
establishment has experienced significant change, it is 
transferred immediately. (2) Otherwise, the transfer will 
be made when the change is seen to be permanent. 

As applied here, change is measured as 100 minus the 
following: 

Value of current year shipments primary to the 
industry assigned in the previous year ___________________________ x 100 

Value of current year shipments primary to the 
industry accounting for the largest share of 
cwrent year activity 

This formula produces values which range from 0 to 
100. The greater the value, the greater the change. 
Change is considered significant if the value produced 
by the fonnula is greater than or equal to 67. The same 
threshold applies for reclassiflCation to either the 1970 
SIC or the 1980 SIC. And the change (however 
insignificant) is considered permanent if the calculated 
industry assignment of the subject establishment remains 
the same for two consecutive years; in such cases, 
transfer occurs in that second year. 

Table 1: Incidence or Resistance Rules. 1982 
Reclassirlcation to the 1970 SIC 

Manufacturing 
Activity Shipments of 

Establishments with Commodity Detail 
% 

Dominant SIC unchanged 
Dominant SIC changed, test 

Delay transfer « 67) 
Transfer now (>=67) 

Change persists, transfer 
New. move to dominant SIC 

Total 

93.5 

0.6 
0.5 
2.5 
3.0 

100.0 
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In order to link generated assignments to the official 
series of other years, reclassification to the 1980 SIC is 
performed backward through time; for the same reason, 
reclassification to the 1970 SIC is perfonned forward 
through time. This means that in implementing these 
resistance rules (and in handling too-aggregated 
commodities), previous year must be interpreted as the 
previous year in the reclassification process; it is not 
necessarily the previous calendar year. 

To demonstrate the impact of this set of resistance rules, 
the error rates calculated later in this paper will be 
shown both before and after the rules are implemented. 
The before assignment is the same as is calculated by 
the automated edit, except for the differing treatment of 
too-aggregated commodities. 

Method #2: Forced One-to-One Coding 

This method involves reclassif1Cation from existing 
assignments by means of industry-level tabJes (see full 
version of this paper, reference [1]) that map each 1970 
SIC to just one 1980 SIC, and each 1980 SIC to just 
one 1970 SIC. By way of example, 1970 SIC 2710 
Pulp and Paper MiUs, which splits into 1980 SIC 2711 
Pulp Industry, 2712 Newsprint Industry, 2713 
Paperboard Industry, 2714 Building Board Industry and 
2719 Other Paper Industries, will be forced entirely to 
1980 SIC 2712 (which accounts for the largest share of 
the value added of SIC 2710 in the cross-classified data 
of 1982). All establishments assigned to 1970 SIC 2710 
win be recoded to 1980 SIC 2712, none will be recoded 
to 1980 SIC 2711 , 2713, 2714 or 2719. 

Forced one-ta-one coding is perhaps the simplest way of 
effecting 4-digit reclassification. Access to and process
ing of detailed product data are not required. Any 
researcher with a list of an industry's constituent 
establishments can reclassify all those establishments. 
In fact. reclassification need not occur at the 
establishment level but can occur using published 
aggregates. Reclassification by this method also has the 
merit of reflecting subjective decisions embedded in the 
official series. For example, it reflects the application 
of resistance rules--without necessitating an explicit 
fonnulation of those rules. One limitation, is that, 
strictly speaking, a data-based concordance applies only 
to the year from which it was generated (although it 
would not typically be used to reclassify the data of that 
same year). And, even in that year, its application can 
produce errors of inclusion and exclusion (as can the 
other two methods of reclassification). 



Method #3: Mix or Methods 

This is a mix of forced one-to-one coding and of 
product detail coding (with resistance rules). It takes 
advantage of the One-tCKKle mapping in reflecting 
subjective coru>iderations and of the product detail 
ap~h in mirroring actual practice. 

Whether product detail or one-to-one coding is used for 
a given aiginating classification industry depends on 
whether that indusuy maps well (i.e., can be forced with 
less than some predetermined level of error, calculated 
as a percentage of its own shipments total. to a single 
class of the target classification). If so. forcing is used. 
Otherwise, the product detail approach is used. 

As applied here. the error threshold is 3%. ThaI level 
was selected after some experimentation. In mixed 
methods reclassification to the 1970 SIC. one-to-cne 
coding handled 92.3% of subject shipments; for 
reclassification to the 1980 SIC, one-to-one coding 
handled 52.5% of subject shipments. 

m. EXTENDING 11IE SIC: EMPIRICAL 
EVALUATION 

In order to evaluate these methods. each is used to 
classify all establishments reporting commodity detail in 
1982. Assigrunents are generated on both a 1970 SIC 
and a 1980 SIC basis. Those assignments are then 
compared against the official assignments of 1982. 
which also exist on both a 1970 SIC and a 1980 SIC 
basis. The official assignments are trealed as correct. 
The method which most closely replicates the official 
1982 series will be deemed best. It can then be used to 
extend SIC classifICation in other years. 

Error Rate Measure 

The error rate measure used here will be referred to as 
the perctnt erroneously classified. It ranges in value 
from zero to one hundred. and is calculated as: 

Erroneous inclusion + Erroneous exclusion 

Official-series shipments total + 
Methodology-based shipments total 

x 100 
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Erroneous inclusion is the value of shipments of 
establishments wrongly included in a given industry by 
the subject methodology; erroneous exclusion is the 
value wrongly excluded from that same industry. 

To illustrate the calculation of this measure, coru>ider the 
hypothetical case where establishments officially 
classified to an industry report shipments of $100 and 
where the subject methodology assigns establishments 
reporting $ 11 0 to thar: same industry. Also. suppose thar: 
the shipments of establishmems erroneously included in 
this industry total $40. and thar: those of establishments 
erroneously excluded total S30. Under these circwn
stances, the percent erroneously classified is 33.3-i.e .• 
«S40+$30)/($I00+$IIO»xl00. 

An alternative error measure involves comparing the 
shipments total of the official-series industry against thai 
of the industry genern1ed by the subject methodology. in 
this case. SI00 and SIlO. respectively. This wouJd 
indicate a 10% error rate_ Such a comparison of aggre
gates neglects the establishment content behind those 
totals. Consequently, it can produce misleading results. 
For example. if instead of generating a shipments total 
of SIlO. the subject methodology had generaJ,'.(f a total 
of SI00. along with Sloo of erroneous inclusion and 
SI00 of erroneous exclusion. the alternative would have 
indicar:ed zero error. The aItemati ve is not used further. 

Because data users often work 81 the 3- and 2..<f.igit 
levels of detail. the various methodologies are also 
assessed at those levels, using the percent erroneously 
classified. This involves comparing the rust three (or 
two) digits of the 4..<f.igit code generated by the subject 
m~odology against the corresponding digits of the 
official 4-digit code. 

Results 

Table 2 shows the percent erroneously classified 
evaluated at the 4-. 3- and 2-digit levels, averaged on a 
shipments-weighted basis to the all-manufacturing level 
(see reference [1] for error rates averaged at the 2-digit 
level). 

The main conclusion arising from an examination of 
these data is that the best results are obtained by using 
mixed methods. Evaluated at the 4- and 3-digit levels 
for reclassification to ejther the 1970 SIC or the 19&0 
SIC. the mix outperfmns the other methods. 

Adding a set of resistance rules to the product detail 
methodology lowers error rates. 



When evaluation occurs at higher levels of aggregation, 
the perfonnance of all these methods improves. This is 
especially so for one·tooOne coding, which improves 
very sharply between the 4· and 2·digit levels·· 
indicating that most one-to-one error is internal lO 3· 
and 2·digit industries. At the 2-digit level, one·to-one 
coding outpelfonns the mix of methods. 

For reclassification to the 1980 SIC. OIle· lO·one coding 
perfonns particularly poorly at the 4-digit level. 
Underlying the high error rate are 82 empty SIC classes 
(compared to 15 under the 1970 SIC) as well as all the 
erroneous inclusion to which such 100% erroneous 
exclusion corresponds. Those empty target 
classification industries exist as a result of imposing a 
one-to-one mapping on originating classification 
industries that. in fact, split 

Table 2: Percent Erroneously Classirted, 1981 
Summarized at the AII·Manuracturing Level 

Reclassification to: 
[970 [980 
SIC SIC 

4·Digit Level Evaluation 
Product Detail (no resistance) 2.8 2.8 
Product Detail (with resistance) 2.5 2.3 
Forced Qne-to.()ne 1.7 25.6 
Mix of Methods 0.8 1.6 

3·Digit Level Evaluation 
Product Detail (no resistance) 2.5 2.2 
Product Detail (with resistance) 2.3 1.7 
Forced One-to..()ne 1.0 2.9 
Mix of Methods 0.7 l.l 

2·Digit Level Evaluation 
Product Detail (no resistance) 1.5 l.l 
Product Detail (with resistance) 1.3 0.8 
Forced One-to-One 0.4 0.4 
Mix of Methods 0.5 0.5 

IV. A NON·SIC STRATEGY: AGGREGATION 

The two main strategies applied in this paper have 
involved bringing the old standard forward in time and 
taking the new one back. An alternative is to create a 
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completely new classification by fmding aggregations of 
entire 1970 SIC industries and entire 1980 SIC 
industries that are equivalent in tenns of establishment 
content. The groupings are then numbered. The result 
is an aggregation concordance. For any establishment 
classified on a 1970 SIC or a 1980 SIC basis, 
comparably·based classification can be achieved by 
recoding the SIC to the new grouping number. 

This strategy of grouping up has all the advantages 
listed for forced one-tlH>ne coding. In addition, no 
classification error results if this concordance is used for 
reclassification in the year from which it was generated. 

There are three disadvantages: (1) The resulting classes 
are not as well-known as those of the SIC. (2) There is 
no simple hierarchical structure. (3) There is loss of 
detail: the 172 classes of the 1970 SIC and the 239 
classes of the 1980 SIC (referred to in the introduction) 
reduce to just 97 groups·-one of which comprises S9 
1970 SIC industries and 84 1980 SIC industries. 

That loss of detail derives, in pan at least. because 
groupings are generated from actual cross-classified 
data. This means that unusual production behaviour or 
erroneous classification can result in additional 
industries being drawn into a given group. By 
excluding unusual or questionable inter-industry links in 
the underlying data. groupings can be prevented from 
growing in an unwarranted fashion. In this paper. such 
links are defmed to be those in which the overlap 
between two induslries accounts for less than 15% of 
the value added of each. By excluding those Iinlcs. a 
much more detailed concordance has been produced. 
The result (see reference [1J) comprises 147 industry 
groupings; no SIC industry is excluded; and no grouping 
is unduly large. However. excluding any links means 
that the resulting assignments will be subject to error. 
That error is equal to the value of establishments whose 
cross·classification coincides with links deemed unusual 
or questionable; such error accounts for Jess than half of 
one percent of overall manufacturing activity shipments. 

A similar sort of concordance is used in the Input· 
Output tables of the Canadian System of National 
Accounts. The industry groupings, referred to as link· 
level industries or historicallinlcs, relate 1960. 1970 and 
1980 SIC industries. That concordance is not a true 
aggregation concordance (as defmed here) since the 

. groupings do not always comprise entire SIC industries. 
In several caws. SIC industries map to more than one 
link·level industry. Consequently, reclassification is not 
always a simple recode of a given SIC industry. 



CONCLUSIONS 

Afler testing three methodologies for extending SIC
based classification, the mix of product detail and Olle
to-one coding was seen to outperfonn the other 
methods. It was slightly better when used to extend the 
1970 SIC forward in time than when used to take the 
1980 SIC bacJc. 

There are several relaJ:ively minor limitations to the 
extension of SIC-based classification. The rust is that 
a number of 1970 SIC industries changed in defmition 
while that classification was in effect. This produced 
breaks in lhe officially published series that are not a 
prodoct of this reclassifICation. These can be handled 
by reclassifying the underlying data to the 1982 version 
of the 1970 SIC. A second limitation is mat the 
definition of manufacturing. and therefore the content of 
the manufacturing induslries. changed with the adoption 
of the 1980 SIC. However, that change was only slight 
less than 0.5% of the 1970 SIC version of 
manufacturing was dropped. and less than 0.5% of the 
1980 SIC version is new. A third limitation is that the 
new commodity classification. an extension of the 
Hannonized Commodity Description and Coding 
System, must be linked to the 1970 SIC, before that 
standard can be extended beyond 1987. 

In addition, a number of changes could facililale future 
exercises oC this sort. First, the resistance rules used in 
me official series should be codified. Second, all other 
subjective elements, such as coverage and size 
significance. should also be codified. Third. a 
manufacturing services classification should be adopted 
that is sufficiently detailed to allow unique links to 4-
digit industries. 

An alternative strategy Cor achieving historical 
comparability. and Of\e that is simple and highly 
accurate, involves the use oC an aggregation 
concordance. By eliminating unusual or questionable 
inter-industry links in the tmderlying data, the resultant 
groupings are kept small and homogeneous. 1be main 
disadvantage oC this strategy is that the industries are 
not as widely-recogoized as those of the SIC. 

In swnmary. by using il mix of methods to extend SIC
based classification, or by using the non-SIC strategy 
discussed here, the past twenty years of manufacturing 
data can be put on a comparable basis of indusUial 
classification. 
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TE~ING TlIE ADVANTAGES OF USING PRODUCT LEVEL DATA TO CREATE LINKAGES 
ACROSS INDUSTRIAL CODING SV~EMS' 

SuZanne Peck, U .S. Bureau of the Census, Center for Economic Studies 
Washington. D.C. 20233 

Many countries classify business establishments into 
industrial categories based on information collected 
about the products or services produced in the estab
lishment. From this micro-level data countries produce 
aggregate statistics used to measure economic perfor
mance. Unfortunately. the classification of economic 
activity varies over time. To make cross-time compari
sons of industrial performance it is necessary to convert 
the data to a consistent classification system. lhis 
conversion may be done at either the aggregate industry 
level or at the disaggregate product level. Ryten (1991) 
argues thai matching industries at the industry level 
produces biased measures of economic performance.1 

Ideally. according to Ryten, linking industries should be 
accomplished by reclassifying product data of each 
establishment to a standard system, reassigning the 
primary activity of the establishment, reaggregating the 
data to the industry level, and then making the desired 
statistical comparison. The goal of this study is to find 
what difference, if any, is found in the industry statis
tics when industries are reclassified using industry as 
opposed to product level data. 

After the major revision in the 1987 U.S. industrial 
coding system, the Standard Industrial Classification 
system (SIC), the problem arose of bow to evaluate 
industrial performance over time. The revision resulted 
in the creation of new industries, the combination of old 
industries, and the remixing of other industries to better 
reflect the present U.S. economy. A method had to be 
developed to make the old and new sets of industries 
comparable over time. Comparing industries by using 
the product level data although preferable as noted by 
Ryten (1991) bas two limitations, confidentiali ty 
restrictions and expense of using micro data. Using 
industry level data is simpler. This paper provides two 
methods for and discusses problems in comparing 
industrial performance cross-time using both levels of 
linkage. 

To test whether reclassifying establishments using the 
micro level product data makes an appreciable differ
ence, I convert establishments from the 1982 to the 
1987 SIC system. I aggregate total value of shipments 
(TVS) to the industry level and compare this total to the 
TVS generated from converting the 1982 industries to 
the 1987 industries by proportioning the share of the 
1982 industry to the 1987 industry. The data used for 
this project is manufacturing data from the Longitudinal 
Research Database (LRD). The LRD contains product 
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data by manufacturing establishment, the most micro
level data collected in the U.S .. 1982 is the last year 
product data are available before the 1987 SIC revision. 
Using the 1982 LRD file allows the analysis to be made 
without considering any previous coding changes. 

The results are mixed. For the 90 industries unaf
fected by the SIC revision both conversion methods 
produce equal industry TVS and since converting at 
industry level is simpler it is preferred. llnking data at 
the product level conversion is preferred for 3 16 
industries because it recognizes that establishments may 
switch their primary industries as a result of the conver
sion. This results in the two methods' totals differing 
for one industry. For 53 industries linking data at the 
industry level produces the most reasonable results due 
to problems in linking product codes from the 1982 to 
the 1987 SIC systems. CrysdaJe (1993) also finds that 
the best method of constructing comparable industries 
involves a mixture of methods using both product detail 
and industry concordances. 

Section I describes the industrial classification system 
in the U.S. and at the Census Bureau. Section n ex
plains the methodology used in converting the estab
lishment level data at the product and industry level. 
Section ill discusses the results of the comparison. 
Concluding remarks are in section IV. 

I. SIC and Census Industrial Coding Systems 
In the U.S., the SIC is the main industrial coding 

system. The basis of the SIC system is the industry, 
and the basic unit of observation is the establishment or 
production units. Each establishment is assigned a 
primary industry code (four-digit SIC code) which 
represents the primary activity of the unit. The Census 
Bureau uses the SIC to present most of its economic 
data. It also samples economic units for surveys based 
on their industry code. However, for collection pur
poses, Census expands on the SIC. In order to classify 
establishments into specific industries Census collects 
data on products produced in each establishment. 
Census assigns a seven-digit code for each product that 
ties the products to particular industries. The first four 
digits of the product code identify the industry to which 
the product is primary. 10 1987 a major revision of the 
SIC system took place. 3 Any changes to the SIC system 
affect Census' coding system. In 1987 Census revised 
the product codes to account for the new mix of indus
tries. 



U. Two Methods of Linking Statistics Classified Under 
Two Coding Systems 

I show two methods of linking data across the 1982 
and 1987 SIC codes. Both methods convert the 1982 
data to the 1987 system. The first conversion method 
links the 1982 data to the 1987 data using seven-digit 
product codes for each establishment, the product code 
conversion method. The second method involves 
converting data at the four.-digit industry level, the 
industry code conversion method. 

Product Code Conversion Method. Under the product 
code conversion method, 1982 product codes are 
converted to 1987 codes using a conversion table. (See 
1987 Census of Manufactures and Census of Mineral 
Industries: Numerical List of Manufactured and Mineral 
Products, U.S. Department of Commerce. 1989). This 
table maps products from the 1982 to the 1987 coding 
system. 

Table 1 shows examples of each type of conversion. 
Example I shows a simple code cbange where product 
code 3536257 becomes 3537417. This method reassigns 
$100 in TVS from the 1982 code to the 1987 code. 
Example n shows 1982 codes combined into a 1987 
code with the $25 and $75 for the 1982 codes assigned 
to the 1987 code. Example m shows a 1982 code 
3573551 splitting into three 1987 codes. It is impossible 
to proportion out the $100 in TVS from the 1982 code 
to the 1987 codes since no information exists regarding 
the distribution of these products within each establish
ment. In addition, this code change could make assign
ing the establishment's primary industry code impossi
ble because the largest portion of TVS could go to 
industry 3572, 3575 or 3577. The product code conver
sion method arbitrarily assigns the $100 in TVS to 
product code 3572200. Whcn this represents the largest 
portion of TVS for an establishment. its primary 
industry code becomes 3572. This leads to many 
establishments assigned to some industries and no 
establishments assigned to ten industries.' 

The following example summarizes the process of 
converting 1982 to 1987 codes using the product code 
conversion method. First, establishments producing the 
products coded as 3536257 change their product code 
to 3537417 . Next, 1 aggregate by the first four digits of 
the product code each establishment's total dollar value 
of products including the newly coded products. The 
industry code representing the greatest dollar value 
becomes the establishment's primary industry code. 
Finally. I sum statistics for all establishments with the 
same primary industry code. 

Industry code conversion method. The second method, 
the industry code conversion method, involves convert-
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ing data at the industry level. First I sum TVS for all 
establishments in the 1982 LRD to the industry level 
based on the 1982 coding system. Next, each 1982 
industry code is linked to a 1987 code using a linkage 
table. The linkage table created for the industry conver
sion method maps codes from the 1982 to the 1987 SIC 
system by assigning proportions of TVS of the old 
industry to the new industry . The proportion value 
represents the percentage of the old industry distributed 
to the new industry . 

Information for the industry level conversion table 
comes from two sources. The first source of informa
tion, Appendix A - Section ill in Standard Industrial 
Classification Manual 1987 (Executive Office of the 
President, 1987) shows the relation of the 1977 to the 
1987 SIC industries and serves as the foundation for 
creating the conversion table. The table provides all 
industry code changes that occurred in the 1987 SIC 
revision. Table l c-2 of the 1987 Census of Manufac
tures Industry Series reports (U.S. Department of 
Commerce. 1990) serves as the second source of 
information. 'Th.is source provides the means to calcu
late the proportion of TVS of the old industry assigned 
to the new industry. During the processing of the 1987 
Census of Manufactures, Census computes for each 
establishment a 1982 and a 1987 primary industry code. 
Table 1c·2 shows the TVS for 1987 tabulated by the 
1982 industry code. Each 1982 industry has a corre
sponding 1987 industry and a proportion ofTVS for the 
1982 industry that went into the 1987 industry . From 
this table, I calculate the proportion of the 1982 indus
try converted to each 1987 industry. 

Table 2 clarifies the method of proportioning out the 
TVS for 1982 industries to 1987 industries. From the 
1987 SIC Manual, I know which industries did not 
change or simply changed industry code between 1982 
and 1987. For these industries to convert the 1982 
industry data to the 1987 system I multiply the industry 
TVS by one. In example I industry 3331 does not 
change between 1982 and 1987. To convert industry 
333 1 I multiply the 1982 TVS in 333 1 by one coming 
up with the 1987 TVS for industry 3331. From the 
1987 SIC Manual, I also know the 1982 industries 
combined in 1987. These industries are also assigned a 
proportion of one. For example, as shown in example 
n. TVS for industry 2351 and 2352 are both multiplied 
by one and reassigned to industry 2353. 

Industries rearranged or split into new industries 
require information provided in table l c-2 to proportion 
out data from the 1982 industry into the 1987 indus
tries. Example ill shows how this is done for industries 
rearranged in 1987. Industries 2047 and 2048 exist in 
both years of this analysis, however , products shifting 
from industry 2047 to industry 2048 make the two 



industries look different in the 1987 system from the 
previous system. Multiplying TVS for industry 2047 by 
0.9 gets the 1987 industry value for industry 2047 and 
by 0.1 gets the portion of industry 2047 now in industry 
2048. The TVS for industry 2048 is reassigned to the 
1987 industry 2048. 

Example IV shows the TVS for 1982 industries 
proportioned out to new 1987 industries. From table le-
2, I calculate the proportion of industry 2831 distributed 
to the 1987 industries 2835 and 2836. I multiply the 
TVS for industry 2831 by 0.58 to get the TVS assigned 
to industry 2835 and by 0.42 to get the TVS assigned 
to industry 2836. 

The summary of the process of converting 1982 to 
1987 codes using the industry conversion method is as 
follows. Industry level data summed from the I..RD and 
the conversion table are merged. I multiply the TVS 
assigned to each 1982 industry code by the number in 
the proportion column. The result is the value assigned 
to the 1987 code. The dataset created contains 1982 
data summed to industries that resemble 1987 indus
tries. 

ill. Comparison of Product Code and Industry Code 
Conversion Methods 

The product and industry code conversion methods 
link 1982 industrial codes to 1987 codes. In this sec
tion, I calculate the percent difference in TVS for 1981 
industries created from the two methods of conversion. 
To illustrate the difference in the totals generated under 
both conversion methods, I graph the intersection of the 
logarithm of the two values. The more distant the 
intersection is from the 45-degree line the greater the 
difference in the two methods. Discussion of the 
source of these differences follows. 

To simplify the analysis. I separate the 459 1981 
industries into four groups. Table 2 shows the group 
defInitions. Unchanged industries from the 1982 to 
1981 coding systems make up group I. Group n 
consists of 1982 industries combined into one 1981 
industry. Group ill represents industries that remained 
in the 1981 system. however, no longer resemble the 
former industry. For group IV, I include all 1981 
industries that resulted from old industries splitting and 
creating new industries. 

Measuring the Difference in Levels. In this section I 
show the difference in the 1982 statistics generated 
from the two conversion methods described in section 
D. To compare the two methods I measure the percent 
difference in TVS for each 1981 industry. The percent 
difference measure is 

839 

(I) 

where YI is TVS for industry i for 1982 from the 
product code conversion method and X; is the value for 
industry i for 1982 from the industry code conversion 
method. Industry i represents 1987 codes. Finally, di 

represents the percent difference in TVS for the two 
methods of conversion for one industry. 

From the analysis, I expect ~ to be smaller for 
groups I and D than for groups ill and IV because 
groups m and IV experience more change in their 
industry definitions than groups I and D. Table 3 
presents the mean and maximum values of ~ for each 
group of industries. The values of ~ range from zero 
to 625 percent. For ten industries d, equals 1 because YI 
equals O. This occurs for ten industries that had no 
establishments classifIed to them under the product code 
conversion method. 

Figures la-d plot In(X;) on the x~axis and In(yj on the 
y-axis to show the differences in the two methods. 
Points that lie along the 45-degree line represent 
industries where the methods do not differ. The farther 
a point is from the line the greater the difference in the 
conversion methods. The ten industries in group IV 
where Yi equals zero are missing from figure IV. 

As expected, for groups I and II very little difference 
exists between the two conversion methods. For group 
n the mean ~ is less than 1 percent. For group I the 
mean ~ is 2.7 percent. Throwing out tbe 84 industries 
where ~ equals 0 raises the mean ~ to 3.6 percent. 
Figures la and Ib show that for group I and D indus
tries very little difference exists in the TVS generated 
under the product code and industry code conversion 
methods. 

Two sources of the difference between the two 
methods in TVS in these industries are product codes 
within the industry changing and the establishment's 
product mix changing and redefming its primary 
industry. Under the product code conversion method an 
establishment may switch its primary industry code due 
to a shift in its product structure. In industries where 
plants produce a large volume of secondary products. 
the two conversion methods could prod.uce different 
results. The product code conversion method accounts 
for the movement of secondaty products while the 
industry code conversion method does not. The mean 
of ~ is larger in groups m and IV because industries in 
these groups experienced more coding change between 
1982 and 1981. In table 3 the average ~ for group ill 
is 8.7 percent and for group IV is 66.0 percent. Ex-



cluding industries where d; equals zero raises the mean 
for group m to 9.2 percent. For group IV, after 
subtracting the ten industries where d; equals one or Yl 
equals zero the mean d j falls to 57.9 percent. 

Figure Ic sbows that for group ill more points lie off 
the 45-degree line than for group I. The mean d; is 6.0 
percent larger for group III then for group I. For 
group m the product code conversion method captures 
switches in establishments while the industry code 
conversion method does not. The point for industry 
3679, electronic components, not elsewhere classified, 
lies off the 45-degroe line. In the 1987 SIC revision, 
five products shifted from this industry to five indus
tries. Most of the cbanges for industry 3679 involved 
conversions like examples 1 and II in table 1. Howev
er , one product· code was distributed to two new 
product codes in different industries. The mean of d, for 
these two methods differs due to the handling of the 
product structure change. 

Obviously from figure Id , the method of conversion 
makes a d ifference on newly created industries. In this 
graph many points lie off the 45-degree line. The 
methods differ on average by 57.9 percent after elimi
nating the ten industries where under the product code 
conversion method their TVS equals zero. For some 
industries these methods produce large differences due 
to the lack of product detail in 1982. Example m in 
table 1 illustrates one example. Another example is the 
electronic computing equipment industry, 3573, which 
is broken into five new industries in 1987: 3571. 3572, 
3575. 3577, and 3695. Here. product data for the five 
new industries were not collected under the old coding 
system in enough detail to break out the products to the 
new industries. In figure Id points for industries 3575 
and 3572 lie off the 45-degroe line and industries 3577 
and 3695 do not appear on the graph at all. The product 
code conversion method allowed more establishments 
assigned to industries 3575 and 3572 and none assigned 
to industries 3577 and 3695. 

IV . Conclusions 
The goal of this study is to find what difference if 

any is found in the industry statistics when industries 
are reclassified using industry as opposed to product 
level data. When creating a time series of industry data 
between 1982 and 1987 when a major coding change 
occurs, I conclude that the preferred method. depends on 
the industry. 

For 90 industries from groups I, II, and m no 
difference exists between the two conversion melhods. 
Although, both methods produce similar results when 
converting industries the preferable method is the 
simpler industry code conversion method.. For 316 
industries, 69 percent of all 1987 industries, the 
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product code conversion method is the best method of 
conversion. This method recognizes establishments 
switching industries so it beller represents real cbanges 
in the industries. Por the remaining 12 percent of 1987 
industries I recommend using the industry code conver
sion method.. For these 53 industries the industry code 
conversion produces the most reasonable results. 
Linking emerging industries over time at lhe product 
level is d ifficult and in some case impossible because 
new products did not exist in the earlier years. 

In order to link industries the method of reclassifying 
industria1 data over time matters. Even in linking codes 
across two vintages of the sa.me coding system the 
method produces different results. Usually the product 
code conversion method works best. For new emerging 
industries linkage across time is very sloppy so it is 
better to use the simpler industry code conversion 
melhod. 
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commenll .nd I"istance of Robert McOuclcin , H ...... ey Monk, 
Kenneth Trof.k:e. Ind Lynn WeidlTlln. 
2. Linking industri .... overtime i. problemltic hecause establis.hmenta 
produce m9f"e than one product or provide more Ibln one lervice. 
When linkinl iodustri .... one . "umet hOlTlOleneoul .... tlblishmentl in 
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TABLE I 
SAMPLE OF THE TABLE FOR THE CONVERSION OF PRODUCT CODES' 

1982 1987 
product code IY£- l!roductcode TV' 

1.0 ne to One Comparison 3536257 'HIO 3537417 '100 

II. 1982 Codu Combined in 1987 3545143 ,7S 3545153 ' 100 
3545144 '25 

m .1982 Code Splitt. in 1987 3573551 '100 3572200- '100 
35mOO $0 
3575200 $0 

• u.s. Department of Commerce, 1989 
"!he coluTllJI I. beled TVS (tou.1 value of &hipmenUl) &hOWl how $100 in TVS i. di stributed under the e.och coding system. 
- Data classified under these product codet ending in '00' . re coUe<;led under the Current Indullnal Report. progra m. 

A SAMPLE OF TIlE TABLE OF PRO .. 'R1 1982 lNDUSI'RIES IN 1987 INDUSTRIES 

1982· 198T 
induslry industry proportion-

I. No Chlnge 333 1 3331 1.00 

II . 1982 Codes Combined in 1987 2351 '353 1.00 
2352 2353 1.00 

m . 1982 Codu Runanged in 1987 '04' 2047 0 .90 

'04' 2048 0 .10 
2048 "48 1.00 

IV. 1982 Code Splils in 1987 2831 2835 0 .58 
2836 0.42 

• The industry colulTllU Ire elUted from the tab le in the 1987 SIC manua l &howing the relation of the 1977 to the 1987 SIC 
industries (Exe<:ulive Office of the President, 1987). 
- The proportioll& are c.1cu1ated from information in table 1c-2 in the 1987 Census of ~bnuf.cture$; Induslry Series (U.S . 
Department of Comme...::e, 1990). 

I. No Change 
I. All indUlin ... 
b. Exclude industri ... where d,= 0 

II. 1982 Codel Combined in 1987 
I . All industri ... 
b. Exelude induRrin where d,= 0 

III. 1982 Codes Rearranged in 1987 
I. All industries 
b . Exclude industries where d,= 0 

IV. 1982 Code Splits in 1987 
I . Al l Industriea 
b . ExclUde induslri ... where d,= I 

TABLE 3 
PERCENT DIFFERENCE BETWEEN X. AND YI 

Number Muo 
of 1987 percent 
Industrie. difference Cd) 

341 2.7 $ 

25' 3.6 $ 

4 0 .4 $ , 0 .9 $ 

61 8.7 $ 
57 9 .2 % 

53 66.0 $ 
43 57.9 $ 
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Maximum 
pe...::ent 
d ifference (dJ 

39.4 $ 

1.0 $ 

59.2 $ 

624 % 
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FIGURE 1a. Group I 
Log of TVS for Industry j from Industry 

and Product Code Conversion Methods 
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FIGURE 1c. Group III 
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Log of TVS for Industry i from Industry 
and Product Code Conversion Methods 
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FIGURE 1b. Group II 

Log of TVS for Industry i from Industry 
and Product Code Conversion MethOd/ 
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FIGURE 1d. Group IV 
log of TVS for Industry i from Industry 

and Product Code Conversion Methods 
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Recent advances in PC computing power have made it 
possible to replace the arduous computer listing
intensive review of estimates and sample data in large 
surveys with easier to use graphical and query 
methods. Such a graphical and query system has been 
successively used in the Current Employment Statistics 
(CES) program of the Bureau of Labor Statistics of the 
U.S. Department of Labor since November, 1991. This 
new ARIES (Automated Review of Industry 
Employment Statistics) system has improved the data 
review capabilities of CES analysts, and has 
occasioned a fundamental rethinking about the 
possibilities for improving data review in the BLS. 
ARIES, as so far developed, uses a top-down approach 
for outlier detection and treatment, in that the search 
for suspect sample data is driven by preliminary 
identification of suspect estimates. Graphical depiction 
of industry estimates which deviate from historical 
trends enables viewers to limit their search for sample 
outliers to a small subset of the numerous industry 
estimates computed, and query and graphical search 
techniques are then used to pinpoint individual suspect 
sample members which may have caused those 
estimates 10 be suspect. Finally, outliers are given 
appropriate weights and new estimates calculated using 
easy to use tabular screens on the Pc. 

Description of the Current Employment Statistics 
Program 

The CES program of the BLS estimates total 
employment, employment of women, non-supervisory 
employment, average weekly hours, and average hourly 
earnings for virtually all non-agricultural industries in 
the United States, and average overtime hours in 
manufacturing industries. These estimates are 
computed from a month-to-month malched sample 
survey of over 300,000 governmental and private 
establishments each month, with estimates computed 
for over 1600 sample-based and 1000 aggregate level 
industry cells. for each of the data elements mentioned. 
The quality of the sample data and estimates is the 
responsibi lity of about a dozen industry analysts who 
guide the data through a series of quality control steps, 
from the receipt of the sample data from state offices 
which collect the data from establishments, through the 
process of computing final estimates. 
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Description of the Pre-ARIES CES Sample Review 
Process 

For about 16 years, data review in the CES program 
has been a mix of powerful main frame computers 
utili zed for number-crunchi ng, and powerful human 
frame computers utilized for paper-crunching. Both 
machine and human computers can be said to have 
been underutilized. Many tasks which would have 
made the human task less arduous were never assigned 
10 the machine, and humans and machines were not 
involved in feeding the other side useful information 
which would have made both sides' tasks more 
efficient. This is probably the point on which ARIES 
makes its most significant contribution. The 
infonnation which we intend the ARIES computer 
system to provide is essentially a better understanding 
of the data on a current basis. The old system of 
reviewing many thousands of lines of computer paper 
owed its success to the ability of the human industry 
analysIS 10 construct over time their own internal 
pictures of the industries, gaining, through arduous 
labor and from bits and pieces, some idea of the whole. 

The ARIES System: A Short Description 

Industry employment and earnings estimates are 
computed from establishment sample data 3 times each 
month; first preliminary, 2nd preliminary, and final 
estimates are computed, each estimate using more 
cumulated sample as establishments report their data 
for the given month. Typically for 1st preliminary 
estimates, 200,(}()() sample data reports are processed 
on an IBM mainframe. For all industry estimating cells 
which fail tolerance checks, all sample data and 
associated historical data are downloaded from the 
mainframe to 12 individual 386-based PC's, accordi ng 
to the industries for which each of 12 industry analysts 
is responsible. This transfer of data from the 
mainframe to PC's is done automatically overnight, 
using a combination of programs written in C and ACS 
ExcellinkIHost-Y. An investigator program 
automatically notifies the mainframe computer to begin 
alternative fall~back procedures if any individual PC 
fails to receive its data. 

By the time industry analysts arrive at work in the 
morning, all relevant data has been automatically 
downloaded to their individual PC's and the review 



procedure can begin. A short description of this ARIES 
review process is as follows: each analyst uses an 
estimate level graphical representation of all of their 
industries to identify those industries with suspect 
estimates, based on normal historical month-to-month 
changes. For each suspect industry estimate identified, 
the analyst will use either of two graphical methods, or 
a query method, to identify suspect sample reports 
which may have contributed to the suspect estimates. 
Suspicious sample thus identified can then be 
automatically corrected or given an appropriate weight 
for estimation, and new estimates are automatically 
and immediately calculated based upon any weightings 
perfonned. 

All changes made are automatically entered into an 
audit trail, and also copied to a LAN server, so that a 
permanent record is kept for supervisory review and 
later analysis. At the end of the review process, 
corrected and weighted sample data are uploaded back 
to the mainframe for storage. 

Development Considerations in ARIES 

Each step in ARIES has not only fulfilled a specific 
need, bUl has also generated ideas for future 
improvements. 

Industry analysts begin their review with the "Anomaly 
Map" for their own spec ific industries. 
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Figure I: Anomaly Map 
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A typical anomaly map is shown in Figure I, with all 
inqustry identifying infonnation eliminated because of 
confidentiality requirements. 
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The anomaly map is a tree of the industry structure for 
that industry analyst, wi th more finely differentiated 
estimating cells on the perimeter, and more aggregate 
levels closer to the center of the map. Essentially, each 
node of the tree represents a specific industry. 
Estimation from sample dala is done for perimeter cell 
industries, and estimates for more aggregate level 
industries towards the center are obtained by addition 
from the perimeter cells. On the PC, colors are used to 
mark industry nodes whose estimates are outside 
historically detennined tolerances, and the specific 
color used indicates how much out of tolerance that 
industry's estimate is. The connecting lines of the tree 
are also colored to connect parent and child nodes 
which have similar tolerance failures. When any given 
industry node is clicked on with the mouse, historical 
monthly estimates are charted stacked-by-year in the 
lower left corner, and for the most recent two years in 
the upper left corner. In Figure I, historical time-series 
are shown for the industry marked with the larger 
arrow (for this anicle, a large size c ircle has been 
substituted for the color indicator on the PC). The 
smaller arrow in the upper left corner points to the 
current estimate, which can clearly be seen to be far 
below the historical trend for this industry. The 
anomaly map shown here shows tolerance anomalies 
for Average Hourly Earnings estimates; by using the 
mouse, the colors will change to show tolerance 
exceptions for Employment, Woman Worker, 
Production Worker, Average Weekly Hours, or 
Average Overtime Hours. 

The anomaly map was created for two reasons. The 
first motivation was to give industry anal-ysts a better 
picture of what is happening to the estimates in their 
industries, and the second was 10 enable a quick top
down search for industries whose sample may be 
causing an estimate to be suspect. Suspicious estimates 
at the published level can quickly be {raced back to the 
specific basic estimating node which caused the 
deviation. The design impulse to create the anomaly 
map was to try to fit as much information on all of the 
industries on a single screen. The anomaly maps can 
be seen as a first step in obtaining an overall picture of 
what is happening in a large subgroup of industries. At 
present, only one category of estimates is shown at a 
lime, for example, in Figure 1, only the colors for 
average hourly earnings would be plotted. Ideally, the 
relationships between all categories for all industries 
could be pictured at once. We supply a partial solution 
to that problem by plotting the color representation, in 
the six circles in the upper right corner, for all the 
associated data categories for a single industry, once 
that industry'S node has been pointed to by the mouse. 



That eliminates a lot of paging back and forth between 
screens. 

The anomaly map is used to concemrate the search for 
suspect sample data on only those industries which 
have problems with their esti mates. Once an industry 
analyst has identified those industries on the anomaly 
map, he or she will begin the search for suspect sample 
data, confining the search to only those suspect 
industries. 

To isolate suspect sample data in a given industry, two 
graphical methods and one query method are available. 
The first graphical method is to identify sample 
outl iers from a scatter gram such as Figure 2. 
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Figure 2: Scatter Gram for a Single Industry 

Each industry's scatter gram takes a few seconds to plot 
on the PC screen. Each point on the scatter gram 
represents the current month's reported data (on the 
vertical ax is) and the previous month's reported data 
(on the horizontal axis) for an individual 
establishment. In the CES survey. month-to-month 
matched sample data is used to calculate estimates. A 
natural expectation is that data points will group along 
the 45 degree line, with seasonality and trend factored 
in. Employmcm estimates tend to group along th is line 
better than average hourly earnings. average weekly 
hours and average weekly overtime hours worked. 
Automatically computed screening ranges are 
constructed and ploued on the screen at a set number 
of standard deviations from the (approximately) 45 
degree expected value line. The establishment points 
outside the solid lines (extreme failure region) and 
those OUlside the dashed lines (less extreme failu re 
region) would normally be the establishments whose 
data the industry analyst would select, using the 
mouse, to look at more carefully. The information 
boxes to the right in Figure 2 contain a legend for the 

various actions performed on each point, and these 
actions and various categories of sample data are 
marked with special symbols on the scatter gram. By 
selecting onc or more scatter gram points with the 
mouse, the analyst can quickly bring up on the screen 
detailed tabular and graphical historical sample data 
corresponding to the establishment represented by that 
point. 

The second graphical method used to identify sample 
outliers is through the plotting of the sample 
distribution of the month-ta-month change in all 
sample establishments in an industry. An example of 
such a distribution graph is seen in Figure 3. 
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Figure 3: Sample Distribution for a Single Industry 

Selection of sample outliers to further investigate is 
done from the distribu tion graph by moving the tall 
double bars to isolate sample reports on either end of 
the distribution. The sample distribution itself is shown 
as the darker bars; a comparison normal distribution is 
also plotted as the less dark bars. 

The third method used to isolate sample outliers is 
through the use of pre-set query questions; various 
parameters can be set for any of 108 different queries. 
and the PC will search the particular industries sample 
data to select those sample members which meet the 
conditions set by the queries. The query mode of 
selecting outl iers is especially suitable for fi nding 
sample with speci fi c characteristics, or with particular 
relationships among their different sample data items. 

Once outliers are isolated using any of these three 
methods. the industry analysts will give suspect sample 
data appropriate weights. and new estimates are 
immediately calculated on the PC and added to more 
aggregate industry levels. 



Recent Prototype Developments 

In order to provide a better and more comprehensive 
visual representation of data, we are attempting to 
provide solutions to several specific goals which the 
ARIES system has brought into focus. For this purpose 
we have constructed a prototype system which we 
anlicipate will be eventually integrated inio the ARIES 
system. This "Phase 2" prototype is seen in Figure 4. 

In Figure 4. the scatter grams for all six sample data 
types for all sample reports for an industry are shown 
on one screen, so that each sample establishment is 
represented by six points. one in each scatter gram. 
When a single point in any of the six scatter grams is 
clicked using the mouse, the associated points in the 
other fi ve scalter grams for that establishment are 
circled, as well. When more than one establishment 
point is captured by the mouse, associated circles are 
color coded to keep the establishment infonnation 

. .. . ~ .. 

; .. 

~ Da~01 a: Cornpa~,tnc. 
This Industry 

L-I Da~o1a: CC*lpan", Inc. 
This induslr" 

, . 

,. 

Figure 4: Interactive ScaUer Crams for All Data Types and Information by State, Comment Code and Firm 
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separatc. At the same time, the establishment name 
and address and other identifyi ng information appear 
in the bottom row, fourth box from the left (replaced 
here by company names from West Dakota), and a 
graphical time-series for the most reccnt 16 months of 
sample data are displayed fo r all six data types in the 
smaller boxes in the center of the screen (also color 
coded on the PC screen). In the bottom row, 3rd box 
from the left in Figure 4, is shown the numerical 
values for those 16 months for any of the 
establishments shown, which appear by mouse-cl icking 
on the company name. In Figure 4, we have mouse
clicked the points for two sample member 
establishments. 

These scatter grams are an evolution from the scatter 
gram of Figure 2. In Figure 2, only one sample data 
type is pictured on the screen at one lime; in Figure 4, 
all data types are shown, and this makes it much eas ier 
to see relationships among data types for the same 
establishments. For our review, that is very important. 
In Figure 4, the horizontal axi s represents the change 
from the previous month to the current month in the 
current year, and the vertical ax is represents the 
change from the previous month to the current month's 
value lagged one year (An exception is the All 
Employees scatter gram). Thus, points along the 4S 
degree line represent establishments whose data 
acti vity thi s year matched their own data activity last 
year. Zero month-ta-month change this year and zero 
month-to-month change last year is represented in the 
very center of each scatter gram. As. an option, the 
hori zontal axis here for the All Employment scatter 
gram represents the actual magnitude of the 
establishment, rather than the change from last month, 
in short, the size of the firm. In thi s case, the ven ical 
axis has zero point at the midpoint of the vertical ax is, 
and represents the difference in month-ta-month 
movement between this year and last year. Thus, when 
any point is selected by the mouse, the size of that 
establishment's employment is instantly obvious. 

How would an industry analyst use Figure 4 on hi s or 
her PC? Selection of the industries for display of 
scatter grams is controlled by the selection box in the 
lower right hand corner. The number code of an 
induslf'y is selected by the mouse, and the analyst can 
choose to cycle through a large group of industries one 
at a time, or view combined industries. The scatter 
grams can be limited to show only establishments of a 
certain size, which would be important in finding only 
the most signifi cant sample outliers. Once the selection 
of an industry to view has been made, the scatter grams 
for that industry appear. At the same time, each state 
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in the state map changes color to indicate an index of 
sample activity for that state. One can then see if an 
estimate level problem is limited to a single state or 
subgroup of states. The state map can also be used to 
plot scatter grams for only a particular state. 

The pie chart to the right of the state map is a pie chart 
of the percentage of specific explanation codes used 
when reporti ng sample data. For example, a state 
agency will affi x a "stri ke" code if sample values for an 
establishment have been affected by a strike. The pie 
chart thus shows at a glance some of the most 
important factors influencing the data in the current 
month. Codes which indi viduall y comprise less th an 
two percent of all comment codes received are 
arranged as tiny boxes below the pie chart. 

When the scatter grams first appear on the screen, the 
center six lime-series boxes are reserved to describe 
and portray information about sample data and 
estimates. These machine descriptions will be 
constructed from automatically prioritized judgements 
based on historical and cross-sectional characteristics. 
This is still in the development phase. 

Conclusion 

We view the successful introduct ion of the ARIES 
system as just a beginning. The principles that we have 
followed and have been led to can be said to be the 
following; 

I. Make the system appl icable to the task at hand . 
2. Try to make information digestible by using 
graphics. 
3. Make the system interactive, to increase flexibility of 
use. 
4. Make a system for which it is more natural 10 make 
improvements rather than a system for which it is more 
natural to just use and ignore. This means, make a 
system which gives information which is useful to 
guiding future improvements. 
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" The advantage of randomization is that if a 
rarldomized design has been employed no further 
justification is needed; the whole scielllific community 
will accept the sample (hal has been selected. With 
other forms of sampling users would need to be 
cOllvinced in each case Ihal the sampling scheme could 
be igllored." SMITH (1983) 

1. Introduction '" 

Thi s paper dea1s wi th an allempt at exploiting an 
imponant source of data which were collected in order 
to in vestigate farms belonging to the European 
Economic Community (EEC): the Farm Accounling 
Data Network (FADN). This source. was created in 
1965 by European Community and has reen 
implemenled in llaly from 1967 to meet the 
Community Agricultural Policy infonnation needs. 

The goa1s of FADN are to create a dala base for the 
agricultural sec lor and 10 deftne a common 
melhodology for dala collection 10 sct up a 
comprehensive infonnatioll syStem for observing and 
analyzing agriculture both in the whole European 
Community and in ilS Regions. Such analysis should 
be carried out at macro and micro level. For this reason 
the infonnation to be collected concerns: i) structural 
dala aboul farms, i.e. land use. labour, equipment , 
indebtedness. etc. ; ii) detailed dala for all main 
livestock and crop productions, i.e. dala concerning a 
delailed description of costs and returns. 

From the above description. FADN seems 10 be an 
important source of data for the agricultwal economic 
policy because it contains a great amount of 
infonnalion and gives the possibility to obtain macro 
and micro data about the various counlries and regions 
of Europe. In fact. many studies. based on FADN. have 
been carried out (among them. we limit to recall the 
Dubga.'U"d, Grassmugg. Munk 1984). 

In spite of the effort of EEC to define a common 
methodology for data collection, different criteria are 
followed by each country. In some cases a sample is 
selected but, in some others. neither a sample design is 
arranged nor random selection of farms is perfonned. 
The heavy burden of survey for sample units. due to the 
complex ity of keeping detailed records as requested by 
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FADN, could explain the diffic ulties mel in 
implememing a proper sample survey. 

The FADN is even more interest ing for Italy. where 
a national survey aimed at obtaining data on Slruclural 
aspects of farms as well as economic data is not carried 
oul. Moreover, in hilly, agricultural GNP is not 
estimated from farm data and Agricultural Censuses 
gives only slructuraJ data. Italy contributes to FADN by 
COllecting data from a large number of farms in each 
region bUi the survey cannot be considered a proper 
sample survey. In fact. in 1t.11y the selection of 
participants is detennined by IwO main devices: i) the 
farms asking for fmancial support from the ECC or 
from Regions arc requested to keep their accounts 
according to FADN: ii) the farms asking for assistance 
in improving farm management are included in 
FADN. For above reasons and bec.1use of the absence 
of any sample design the survey can be considered a 
sort of administrative source. 

Another aspect of FADN must be stressed: because 
of the parti cular reasons leading fann s 10 participate in 
FADN, il is possible to observe a portion of fanns at 
more than one time poinl (repeated survey) . The 
interest in such a survey is considerable and increasing 
(basic references are: Duncan. Kahan, 1987: 
Kasprzyck, Duncan, Kallon. Singh, 1989; Fuller. 
1990; Statistics Canada, 1992) . in fact. the measure of 
changes and of indi vidual behaviours is the increasing 
need for economic and social sciences as well as for 
govcrnment and officiill statist ics. Furthennore. as it is 
well known (Duncan and Kalton, 1987). repeated 
observations of sample uni ts improve measures of nct 
change. to reduce variance of the estimates at any 
specific time. 10 measure components of change: gross 
change, change and variability for an indi vidual 
(important applications are for micro econometric 
modelling) and to obtain infonnation 10 study some 
important aspects of data quality. 

The interest for the infonnalion provided by FADN. 
the lack of the official sources about data for 
agriculture. especially with repeated observations. and 
Ihe large resources devoted to F ADN were the main 
reasons that led us to undertake a statistical 
investigation aimed at exploring if FADN can oc 
exploited as a stat istical source. The study started by 
referring to one Italian region very important for 
agriculture. Emilia Romagna. In particular. this paper 
deals with two main aspects: i) to inUoduce some 
considerations and analyses aimed al Clarifying how 
and if data could be used: ii) by taking into account the 
longitudinal slTUcture of data. to apply some proper 



techniques to obtain estimates exploiting the 
information given by overlapping as much as possible. 

We feel that the work done for FADN might be 
useful for other similar administrative sources. 

2. Some characteristics or FADN in Emilia 
Romagna 

The National Institute of Agricultural Economics 
(lNEA) is responsible for FADN but the Fanners 
Associations are entrusted with data collection. 

The F ADN's universe includes no fanns having less 
than 2 ESU (European Size Unit. about $ 2,800 of 
Standard Gross margin). Below such a threshold it is 
very difficult to identify a real agricultural activity: 
about this question, we refers to "part-time" fanns 1. 

As we have previously stated. a proper survey design 
docs not exist and only some general guidelines are 
given by lNEA: as a consequence, in many regions (as 
in Emi lia Romagna) more fanns than requested arc 
obselVed2. In Emilia Romagna during the last 5 years 
the percentage of fanns taking part to FADN to have 
assistance has increased 10 70% of the totaJ and the 
30% onJy partecipates because of a request of 
financing. This resull is quile important. In fact, 
part icipants in the survey because of a request for 
fmancing might not be willing to keep records, 
considering the survey as just a bureaucratic burden; 
moreover they may be considered a biased set of the 
fann population, that is the fanns more prone to 
innovate. On the contrary, the request for assistance 
comes from a more generalized need of fanns to face 
deep agricultural changes, so participation cannot be 
ascribed to a particular group of fanns. 

Interviewers are agricu ltural technicians having a 
basic knowledge of agriculture and accounting but poor 
statistical skill. From a statistical point of view, the 
main problem to face is no random selection of fanns3. 

The investigation of the survey in Emilia Romagna 
has been limited 10 the period 1986- 199 1 (on the 
average about 1750 fann s), both because the above 
mentioned reasons for participation and the increasing 
quality of records that we have checked in the last few 

I A great deal of li terature exist on this topic, here we 
refer to an EEC study (lNEA, I992) 
2 The number of fanns it is quite hi gh. We have 
calculated the optimal sample size of fanns with 8 ESU 
or more, in 1986. The sample was stratified (ESU, 
Provinces) selected on the basis of "deW analysis. The 
size was 713 versus 2089 fanns observed in the actual 
survey. 
3 Some studies were promoted by INEA to give a 
statistical ground to the analysis of data (Scala, 1986): a 
sample was selected from the actual FADN. 

years 4. About the overlapping of fanns taking part in 
FADN (1 986- 199 1) see tab I. 

TAB.l - O~'erliJpping patterns over lime in Emilio. 
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Romagna 
86 87 88 89 90 91 period of ,. % 

permanence fanns 
----_._----_._ ..... _-------------- ------------------- -------------
x x X X X X 6 7rf2 21.0 
X X X X X 0 5 162 4.9 
0 X X X X X 5 199 6.0 
X X X X 0 0 4 118 3.5 
0 X X X X 0 4 198 5.9 
0 0 X X X X , 56 1.7 
X X X 0 0 0 3 122 3.7 
0 X X X 0 0 3 24 0.7 
0 0 X X X 0 3 15 '.5 
00 0 X X X 3 20 0.6 
X X 0 0 0 0 2 562 16.8 
0 X X 0 0 0 2 15 05 
00 X X 0 0 2 30 0.9 
00 0 X X 0 2 82 2.5 
00 0 0 X X 2 " 1.3 
X 0 0 0 0 0 I '5(1 13.5 
0 X 0 0 0 0 137 '.1 
0 0 X 0 0 0 20 0.6 
0 0 0 X 0 0 49 1.5 
0 0 0 0 X 0 I 92 2.8 
0 0 0 0 0 X I 12 0.4 
X 0 X X X X 5 20 0.6 
X X 0 X X X 5 16 0.5 
Others pallems &0 1.8 
TOTAL 3341 100 

3, Could FADN be considered representative of 
rarm populution? 

As we have seen, sample representativeness is the 
main problem to face. We could choice to limit 
ourselves to the observed subset of fanns leaving data 
users free to decide how and if it is possible to 
generalize the results, This is not a solution and, it 
leaves room for unsuitable and uncontrolled 
generalizations. Moreover, both the potentialities of [he 
survey and lhe resources employed were inadequately 
exploited. While a new and proper survey would be a 
better solution to meet the need of data asked by policy 
makers and fanners, the present lack of public 
resources proves prOhibitive. For these reasons using 
FA DN data seemed to liS worth to investigating. 

Our problem could be faced in two different ways. 
One involves reasoning on the meaning of 
representative sample; the other is looking for possible 
ignorability of non-random sample selection. 

4 Data quality was considered: i) detection and 
correction of outliers have been carried out according 
to both univariate and multivariate analysis; ii) fanners 
and interviewers were interviewed to check data 
collection procedures. Few outliers were fOWld and 
data collection were found quite satisfying. 



KruskaJ and Mosteller (1979), in a comprehensive 
survey. review many dermitions of representativeness, 
but we feci they do not give room to analytic solutions 
and can be considered only a philosophical 
justification.The second approach seemed a more 
general solution and has been explored in this work. 

Randomization is the real basis for statistical 
inference as it eliminates personal choices and hence 
the possibility of a subjective selection bias. However. 
randomization is not such a general and simple 
concept, we must distinguish between experimental 
and observational frameworks (S mith 1983; Smith. 
Sugden 1988). Wold (1967) argucd that experimental 
knowledge is reproducible knowledge arising from the 
control exerted by the sc ientist over the assignment of 
treatments. On the contrary, considering surveys, 
randomization means control over the selection of 
units. In any case, reproducibility acquires a very 
different meaning in finite population connected to 
social and economic phenomena. Moreover. in a social 
Survey non-response and missing values. which 
introduce non·random selection. arc qui te large, so the 
basis for statistical inference appears weak even if a 
random srunple is adopted. Finall y, it must be 
considered that in many empirical woli;s uni ts from a 
social survey are necessarily selected without any 
randomization at all. For these reasons, designing and 
analysing in the social field is a very difficult task. 

Slc"Uling from this point of view it is natural to accept 
the results obtained by Smith (1 983). here summarised. 
~Non-random selection method can be ignored in a 
model based approach to inference if certain conditions 
arc satisfied. The main condition that guarantees 
ignorabilily .. ,is ... (when) the selection of unils does not 
depend on the measurement variables ... but only on 
the prior variables". In the liglll of this statement, the 
model based approach seems a possible way to face the 
problem. But Smith goes further and clarifies another 
possibility when the sample concerns observational 
studies and the units are chosen for convenience. 
" ... The key assumption in generalising results from 
purposively selected observational studies lO a wider 
population ... amounts to a statement that post
stratifying variables contain all the inferential 
infonnation available in the design variables~. From 
this quotation we draw that "For many non-random 
samples post-stratification is employed as a method for 
making descriptive inferences" 

Furthennore, in a previous work Holt and Smith 
( 1979) claim that ~ ... (post stratification) is a device for 
protccting statistician'S inference against those 
occasions when his randomization gives an unbalanced 
or unrepresentative sample." and concl ude that M ... post 
strat ification (is) ... a robust technique, relatively free of 
assumptions, which can be applied in a wide variety of 
situations. This confonns wi th our feeling thaI it is the 
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structure of the populatio n, ra the r than the sample 
design, which an estimalOr should renec!." 

If we tum to the case of FADN, we find at least three 
main aspeCtS that justify thc possibility 10 refer to the 
above mentioned framework . 

First of all, we have to stress that in agricultural 
surveys participation represents a quite general 
problem at least in Italy. It is quite meaningful that in 
the most important Ilalian sample survey on 
agriculture. the Structure of Farms. in front of a large 
sample rate and independent repeti tions of the survey, 
the 38% of the fanns observed have 50 Ha and more. 
Besides, in this group the srunpling rate is 47 %. It is 
fairl y evident that, in spite of the independence over 
time. the srune farms arc included in different surveys. 
Moreover it should be cons idered that most Ilc1lian 
fanns is small, and such farms cannot be considered 
proper fanns, because economic activity and family 
management cannot be separated. Hence, farm size 
appears as an important a priori knowledge and we 
believe that even if the best sample were designed it 
woold be very difficult to avoid some son of non
random selection of sample farms. According to these 
considerations and taking into account the very few 
small fanns included in FADN we decided to 
concentrate on farms having no less than 8 ESU (about 
12,000 $). From now on we shall referlO this subset. 

The second point is the panicular condition of 
agricolture production. Especially in Emilia Romagna 
the technology is fairl y constant, the main fac tors of 
variability are cOlUlected with the quali ty of the land 
and its altitude. the "degree of specialisation of the 
area", on the one hand, and with types of fann ing. on 
the other. To check this aspect the cross-sectional 
p.·utems of the main variables of interest (production, 
value added and intennedia te costs) have been 
observed. The analysis confUlTIed our assumptions. 

The third point is that the above mentioned variables 
are the rcal factors driving the inc lusion of farms in 
FWN. To check this aspect a twofold strategy was 
followed. First, a comparison among the sample 
distributions of some variables and the corresponding 
distributions from the survey on the Structure of Farms 
and population distributions (Agricultural Census) has 
been carried out. The variables considered were: 
altitude. Provinces; types of fanning (fie ld crops, frui L" 
and vineyards, livestOCk, etc.), fanns size: ESU. 
Second, a probit analysis was perfonned to evaluate 
how much the above variab les ex plain the probabilty of 
inclusion of fanus in the survey. We do not have room 
to present the results, in any case they confirm the 
importance of the variables cons ide red in driving the 
(arms inclusion in the smple, ex.luding allitude only. 
This means that groups of fanns. characterized by 
combinations of the above three variables, arc more 
prone to be included in the FADN. 



The consequence we draw is mal POSI stratification 
allow us to make inferences on population so thai non· 
random selection can be ignored. 

Post strutifying according 10 me above specified 
variables or some combination of them has to be 
evaluated in order to choose me most suitable criterion. 
Because !.he type of fanning create many post slmta 
wi!.h very few units, the post stratification has been 
perfonned according to Province and ESU. 

The results obtained are in table 2 and show clearly 
me imponant effect of post strulification. Moreover, we 
would like to point out that posl stratifi cation estimates 
were submitted 10 experts of agricultural economics 
who considered the results very close to their 
expectations. About Utilized Area the difference of our 
estimate and the true vaJuc is 1.5%. 

TAB 2 • Post stratified e~·timates of revenue costs and 
value added means and S £ in 1986 (000 Lit) 

Revenue Cost V.added U.A . 
Mean 
Simplc 125 18 1 45 306 79820 20.2 
Post stratified 98837 35686 6325 1 17.3 
Relative error 
Simple 2.52% 3.07% 2.50% 2.05% 
Post stratified 1.76% 2.43% 1.86% 1.73% 

4. Improving change estimates using repeated 
observations at successive time 

We have aJ ready srrcssed thc interest in repeated 
surveys and the contribution thcy give to the analysis of 
change. We have ruso shown (tab I) that FADN is 
characterized by successive observations over timc of 
subscts of fanns. In this sect ion our at tention will be on 
the estimation of longitudinal parameters evaluating 
thc opportunity to adop a Generalized Least Squarc 
(GLS) procedure restricted to take possible internal 
incons istency (Fuller. 1990) into account. 

Repeated surveys allow for revision of the estimatcs, 
according to new infonnation collected each point time 
on the samc units, as a consequcnce of the correlation 
they induce between the estimates over time (Wolter, 
1979). As Patterson (1 950) stressed, repeti tions of a 
survey over time allow for efficient estimates of change 
which are obtained by efficient estimates on both 
occasions. But efficient estimales of the first occasion 
come from a revision on lhe basis of survey repetitions. 

However. when some fonn of partial overlap ex ists. 
there are several aJternatj ves to manage the new 
infonnation for revision, depending on assumptions on 
population and on sample pattern repetition , Woller 
(1 979) and Fu ller (1990) are good references. 

If we have repeti tion and revis ion of the fi rst 
occasions we must consider various subsets of units 
defined according to the p.'ltterns of pennanence. The 
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problem to solve is to combine over time the simple 
estimates arising from !.he various patlern s of 
pennanence to defme composite estimates. The usual 
approach is to assume a linear relationship betw(.'Cn 
simple and composite estimates. In any case, there are 
some alternative estimators of 10ngitudinaJ parameters 
of the re lationship to take into account constraints 
connected to the variables of inte rest (internal 
consistcncy) and charac teristics of sample selection. 

O.L.S. was considered, among o!.hers by Pallerson 
(1950) and Jones ( 1980). This approach perfonns well 
in many situations. but OLS is no longer internaJ ly 
consistent when different subsets of observations are 
used for estimations. To face this problem, a diffcrent 
approach has been proposed (Wolter, 1979: Fuller, 
1990). GLS, originaJly proposed by Jessen (1942), 
allows management of restric ted estimates of 
parameters and ensures internal consislern:y. 

Besides. as Fuller (1990) points out , by usi ng all 
appropriate fonnulation of constraints, it is also 
possible to take into account the assumption made on 
the relationship between simple and compositc 
estimates. Post stratification, which has a crucial role 
in this work, conditions the fonn of this relation. 

In principle restricted GLS seems the most general 
and nexible approach. nevenheless, this approach 
could be very complicated to implement since the 
dimension of the model and !.he system of constraints 
increase very quickly as !.he complexity of the survey 
and the length of the time period increase. In !.his 
work . wc have applied restricted GLS and have also 
checked if the difficulties arisin g in the practical 
implement.'llion of restricted GLS are baJanccd by a 
real improvement of estimates. 

In the following, we brieny introduce the GLS 
approach, thc preliminary results of its applicat ion and 
some comparisons with other approaches arc presented 

The linear model is 
y = Xp + e 

where: Y, vector of the simple estimates of the variable 
of interest: p. = (X'V-I XyI X' V- I Y. vector of 
composite estimales of the variable of interest: e. error 
component, wilh Ele) = 0 and :Elee'} = V , the 
covariance matrix of the vector of simple estimators, 
assumed to be non singular: X is a matrix of dummies 
defined to take into account which simple estimates 
contribute to the estimate of each element of p. 

The GLS estimator P restricted 10 be a linear 
combination of Y, as described above is developed by 
Fuller: 



where ri is a flXed row veclOr containing 
coefficients. of me conSlTained linear combination of P 
'so A' = ( AI' A2"'" At» are Lagrange's muilipliers, G 
contains the coefficients of the linear combination 
(GY). The above equation defines the Ws restricted 
estimator: the varirulce of the estimator is the upper k It 

k portion of 

S, The implementation of GLS for FADN 

Owing to the increasing amount of calculations 
involved and the emphasis on the eltperimentai 
character of this step of our study, an empirical 
application will be carried out referring to a simplified 
frame, where the post stratification is limited to the 
size of fanns. and the period of me pennanence of the 
fanns considered (period of overlapping) is limited to 2 
successive waves of the survey (in practice, 1988-89), 
These two limitations require a comment. Post 
stratifying according to only one variable is not an 
optimal solution, as we have already shown. For the 
revision of estimates the period considered do not 
usually exceed four (Cicchitelli , Heml, Montanari. 
1992). In our case we have observed that the 
coefficients of adjustment decrease very quickly: on the 
third occasion the coefficients are very close to zero. 
Thi s resu lt was an important support to our decision to 
limit the application to 2 occasions and important as 
well for the pnlc lieal Uliliz..'1 tion of FADN according to 
the procedure here proposed 

TIle variables considered for estimation are value 
added (V). revenue (R) and intennediate costs (C), 

In our case 

~ = (8R. 8V. 8C·9R·9V, 9C) 
where me elements of the row vector are composite 
estimates, indices refer to years 1988 and 1989. 

To simplify the eltpos ition. in the remaining part of 
Ihis sect ion the notllion refers to only one stratum. 

y = ( 8R8.· 8R89. 8V8.· 8V89· 8C8.· 8C89' 9~.' 
9R89, 9V9.'9V89· 9C9.' 9C89) 

the meaning of subscript in me vector is 
8. = fanns included only in 1988, 
9. =" " " 1989, 
89= in 1988 and 1989. 
II should be 10 IX'int out that the components of Y 

are imcmally consistent. 
V is (he covariance malrilt of simple estimates 

obtained as in Ballese, Hasabelnaby and Fuller (1989). 
Considering the non-randomness of our data could be 
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preferable a model-based approach 10 obtain the 
estimation of the co-variance matrix. 

X cltplains how the simple estimates are combined 

x_ 

100000 00000 

001100000000 

0000 00001)0 

o 0 0 0 0 0 1 1 0 0 I) 0 

000000001100 

o 0 0 0 0 0 0 0 001 1 

r (I on the principal diagonal and 0 elsewhere) 
e"'presses the constraints we are imposing on each P to 
ensure that it is a panicular combination of Y 
detennined on the basis of the post stratification. 

G contains actual coefficients used for the post 
stratification. 

The resutls of the application of the above procedure 
(restricted GLS) arc presented in table 3. where the 
estimates for the averages of the variables of interest 
are compared with the corresjXlnding estimates 
obtained by applying alternative approaches. 

"Simple" (A), "Post strdtified" (8). "Pallerson" (C) -
taking into account post stratifica(ion-,"Full GLS" (D) 
-no reslTictions on estimates are imposed-," Restric ted 
GLS~ (E) introduces constraints to ensure internal 
consistency and to take into account jXlst stratification. 

TAB. J- Estimation of mean.f of re~enue (R), costs 
(C), mJue added (V) in 1989 willi different techniques 

(000 LIT.) 
(A) (B) (C) (D) (E) 

Mean 
R '88 121804 108438 107928 64212 108304 
C88 41532 37239 37342 19835 37 184 
V '88 80273 7 11 98 70943 44405 71120 

R '89 125294 109589 11119467170 109402 
C '89 45400 39669 395 16 22 127 39597 
V'89 79895 69920 7 105845115 69805 
Relative errors 
R '88 2.7% 2.2% 2. 1% 1.7% 2.1 % 
C '88 3.6% 3.1% 2.9% 2.0% 3.2% 
V '88 2.7% 2.3% 2.2% 1.8% 2.3% 

R '89 2.5% 2. 1% 1.9% 1.8% 2.1 % 
C '89 3. 1% 2.7% 2.6% 2. 1% 2.7% 
V '89 2.5% 2. 1% 2.0% 2.0% 2.1 % 

6. Conclusion 

In this study we have investigated the possibility of 
exploiting an important source of data for analysis of 
agriculture and policy making. Three main 



considerations led us to start this research. First. 
surveyi ng agriculture is a quite difficult task, since 
there is a high rate of nonresp:mse and missing values 
arc wide, hence the basis for inference are weak even if 
proper sample design is pcrfonned. Second, as a 
consequence of the first statement and considering the 
present lack of resources, it seems necessary to exploit 
as much as possible a ll available dala sources. Third , a 
large part of fanus included in the FADN is observed 
over time so, FADN can be considered a useful source 
for aggregate estima tes and for estimates of individual 
change as well . In Italy, it is nOI possible to obtain this 
kind of data from other surveys. 

According to a well known piece of li terature, we 
have proposed post stratification to lIuthorizc 
inferences on the population of fanus, finding very 
satisfactory resullS for the main variables of interest. 

Special attention was paid to the longitudinal 
structure of the survey. A general frame to deal with 
this aspect, proposed for repeated surveys, was recalled 
and an empirical investigation was carried out to check 
the effectivencss of different approaches in our case. 
The resul ts suggest some general considerations 

Post stratification plays a very important role, in our 
case provid ing large gains in tenns of efficiency of 
level estimates and, we can suppose, in tenns of 
unbiasedness. Funhennore, its role is crucial when we 
consider longitudinal estimators. In fact. using non 
restricted GLS, where post stratification is not 
considered, the estimates of means cannot be accepted. 
On the contrary. techniques like restricted GLS, which 
take into account constraints imposed by post 
stratification and by the request of internal consistency, 
give much more satisfy ing results. Moreover the 
specification of constraints does not greatly increase 
the re lative error of the estimates. 

However, internal consistency . looking at our 
cstimates, is respected even if constraints are not 
imposed. Gene rally. all the tcchniques used pnxloce 
consistent estimates. Of course, this is not a general 
conclusion but only empirical evidence connected to 
some special case. This result suggests that when the 
problem of consistency can be relaxed, it seems not 
worth to using restric ted GLS because, as we showed, 
they are more complicated to implement and the 
presence of constraints do not improve the efHciency. 
In such a case, and if high and stable individual 
correlations are found, as we checked in FADN. 
Patterson's is a better and more simple approach. 

Nevertheless, the general advantage to use Restricted 
GLS seems evident when suitable infonnation is not 
available about the problem of inconsistency or other 
assumptions requested by estimation tcchniques (as for 
Patterson). In such a situation restricted GLS is a very 
general and nexible approach with acceptable relative 

errors, and nOt too difficult to be implemented in 
practical situation as FADN. 

References 

Battcsc G,E., Hasabelnaby N.A,. Fu ller W.A, 
( 1989), Estinullion of livestock inventories using 
several area and multiple frame estimators, "S urvey 
Methodology", vol 15. 13-27. 
Cicchitelli G., Henel A., Montanari G.E. (1992). If 
campiollametlfo sfatistico. Bologna, iI Mulino. 
Duncan G.I" Kalton G. (1987); Issues of design and 
analysis of surveys across time. "International 
Statistical Rev iew ~, vol. 55. 97· 117. 
Dubgaard A., G rassmugg n., Munk K,J. ( 1984) , 
Agricultural Data and Economis Analysis, "European 
lnst. of Public Administration", Maastricht. 
Fuller W. A, ( 1990), Analysis of repeated surveys, 
MSurvey Methodology", vol 16, 167· 180. 
Holt D., Smith T.M.F.( 1979), Post stratijicatiOfI, "J. 
ofthe Royal Statistical Society "A. vol 142,33-46. 
INEA (1992). Strategie famigliari, pluriattivito e 
politiche agrarie, Bologna, iI Mulino. 
Jessen RJ. (1942), Statistical investigation of a 
sample survey for obtaining farm facts . "Iowa Agric. 
Experiment Slation Research Bu lletin , 304. 
Jones R.G. ( 1980), Best linear wlbiased estimators for 
repeated surveys. "Journal of lhe Royal Statistical 
Society" B, vol 42, 221·226. 
Kasprzyck D., Duncan G.I., Kalton G., Singh M.P .. 
(1989); Panel surveys, NY. J. Wiley. 
Kruskal W., Mosteller F.( 1979), Representative 
sampling IJIJII,IV, "International Statistical Review", 
vol. 47. 
Patterson H. D. (1950). Sampling on successive 
occasion wih partial replacemem of units. "Journal of 
Royal Statistical Society". B, 12,24 I ·255. 
Scala C. (1986), n programma Inca per 10 
progerraziolle e Ie analisi statistiche di un campione 
rappresenrativo, Roma, INEA. 
Smith T.M.F.(l983), On the validity of inferences 
from non·ralldom sample, "Journal of the Royal 
Statistical Society" A. vol 146,394-403. 
Smith T.M.F., Sugden R.A. (1988), Sampling and 
assignment mechanism in experiments. surveys and 
observational studies, "International St..1tislical 
Review". vol. 56,165·180. 
Statistics Canada (1992), Design and analysis of 
longitudinal surveys, Otlawa, November. 
Wold H,O, ( 1967). NOli-experimental statistical 
analysis from the general point of view of the sciemijic 
method, "Bull . of the International Statistical 
lnstilUlC". 36th Sess., book I. 
Wolter K.M. (1979), Composife estimation in fillite 
populations, "Journal of the American Statistical 
Assoc iation". vol 74. pp. 604·61 3. 


