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Uses of meta-analysis in a regulatory setting

* Non-inferiority studies

* Meta-analysis 1s used to derive a confidence limit for the
placebo-adjusted treatment effect

* The lower bound of this confidence limit then becomes the
benchmark for the computation of the non-inferiority margin

* Orphan diseases/subgroups

* Meta-analysis can be used to estimate treatment effect for a
well-defined subgroup of individuals across studies, for
example, genetic mutations



Example 1

* Non-inferiority study
* Two treatment modalities — standard is a nasal administration,

experimental treatment 1s a pill

* Three studies available to estimate placebo-adjusted effect of
the standard treatment

* One study had a large number of subjects (548), the other two
had a small number of subjects (40, 17)

* The largest placebo-adjusted effect was seen in the two small
studies

* Meta-analysis was used to estimate the effect



Example 1

Study TRT N Var Mean % Placebo-
change adjusted
1 Pill 280 1.40
Std 268 4.1 0.21 1.19
2 Pill 20 1.40
Std 20 5.5 -0.70 2.10
3 Pill 9 7.6

Std 8 ? 1.9 5.70




Example 1

* No variance estimate for the third study.

* Regulatory agency decided to use 2.5 as the estimate of the
variance

* Inverse variance method used to combine results



Example 1

Study TRT N Var Mean % Placebo-
change adjusted
1 Pill 280 1.40
std 268 4.1 0.21 1.19
2 Pill 20 1.40
Std 20 5.5 -0.70 2.10
3 Pill 9 7.6
Std 8 ?25 1.9 5.70

Effect size 1.56 +/-0.33
+ /- std error
95% CI (0.91, 2.21)



Example 1

Assumption Placebo-adjusted trt effect 95% CI

Var = 2.5 1.56 (0.91, 2.21)
Var = 4.1 1.35 (0.69, 2.01)
Var = 5.5 1.29 (0.63, 1.97)

Study 1 1.19 (0.40, 1.98)




Example 1

Assumptions make a substantial difference

Lower bound of the CI ranges from 0.40 to 0.91 as the variance
ranges from 2.5 to 5.1

Meta-analyses involving a small number of studies are sensitive
to changes in the assumptions



Meta-analytic techniques — fixed etfects

. Assumptions
* One true effect size

* Inferences based on the studies included in the meta-analysis
and cannot be extended beyond the collection of studies
included

* Properties of estimates, tests, and Cls depend on the total

number of subjects across all studies

w; 1

— where w; = — and
2 Wi Vi

v; is the within study variance. Note that this weight function

is ~ proportional to n, so that studies with a larger n recetve

* Weights used to combine studies are

greater weight
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Meta-analytic techniques — random effects

Inferences related to treatment effect can be made to the full
population

Sample size is number of studies

Between study variability is included in all computations
Best if approximately 25 or more studies are included in the
analysis. This insures that the type 1 error 1s accurate
Weights used to combine studies are generally similar in size.
Thus small studies receive a weight that is approximately the
same as a large study.
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Estimation of overall treatment effect —
fixed effects

K = number of studies

N

0; = estimate of treatment effect in ith study i1 = 1, ..., K)
var (Hi) — variance of the estimated treatment effect

1
W; = —
Y'ovar(9;)
é‘ — VK 0; wi
F =1 Z w;
~ 1 ~
Ve = = variance of 6
F Z w; F

Zi—q/2 = (1 —a/2) percentile of the standard normal
distribution (1.96 for a two-sided 95% CI)
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Estimation of overall treatment effect —
fixed effects

* Test statistic for O is

* Confidence interval (two-sided 95%) is as follows:

~ 1 A 1
@r -1.96 /ZWi’HF +1.96 /2wi>
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Estimation of overall treatment effect —

random effects (DerSimonian and Laird)

3 ._%

w
l ZWi

—~ —~ 2
~ . (6; — 0 -K -1
Tz—max<0,zwl( : R) )
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Estimation of overall treatment effect —
random effects (DL)

* Test statistic for O is given by

—~~

Or
/vﬁr(@R)

* Confidence interval (two-sided 95%) 1s given by

Lp =

(Og - 1.96 * \/v/a\r(éR) ,Og + 1.96 * \/U/@T(éR) )
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Pertormance of Random etfects approach
when the number of studies is small

Simulation results: Meta-analysis including only 2 studies:
* Studies of equal size type 1 error ranged from 6% to 25%
* One large, one small type 1 error ranged from 13.8% to 30.9%

Three studies:
* Type 1 error ranged from 5.9% to 22.1%

Ten studies: type 1 error is below 10%
Range of 2-10 studies is unpredictable

IntHout J, Ioannidis JPA, Borm GF (2014)
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Methods for small number of studies —
random effects

* Three reasons why methods are inaccurate: normal
approximation is questionable, weights that are used are estimates
and not fixed, sample size 1s number of studies and not number
of subjects

* Hartung, Knapp, Sidik, Jonkman (HKS]J) address some of these
issues by modifying the variance estimate to account for the fact
that the weights are estimated and base the proposed test and
confidence intervals on the t-distribution rather than the normal
distribution
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HKSJ method — random eftects

~ 1 Vi -~ A~ 2
¢ DCﬁﬁGC[—EZZW (01 — HR)
* Modified test statistic is given by

|0k
Ja
* Modified 95% confidence interval is given by

2] x [A A x [A
Or - tit1a2 VI Or T ticiia2 VG

where ti 1.1 o/, denotes a t distribution with K -1 df
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HKSJ method — random eftects

* Confidence intervals will be larger when compared to standard
methods

* Multiplier for DerSimonian and Laird is always 1.96. For HKS]J
this 1s 12.71 and 4.30 for two and three studies, respectively. For
nine studies it 1s 2.31 and for 10 studies it 1s 2.25.

* Modified Knapp Hartung method (mKH) replaces q with

q=max|1,q].
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Example 2

Use of Ivacaftor for treating cystic fibrosis in groups with
specific genetic defects

Limited number of studies available

Outcome is percent predicted FEV,

Patients aged 18 and older with CF, baseline PPFEV1 >90%, and
two copies of the F508del mutation
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Paper (M) i Favors CFTR mod. } Mean difference (95% Cl)

1
Boyle 2014, | 200mgiday (45
oyle 2014, luma 200mg/day (43) ! —e—| 353 (2.72, 4.34)
1
|
1
Boyle 2014, luma 400mg/12hrs (34) : e 7.66 (6.28, 9.04)
1
|
|
|
Boyle 2014, luma 400mag/day (44) ! —e—] 3.56 (2.73, 4.39)
|
|
|
|
Boyle 2014, luma 600mg/day (44) ! —e—| 7.72 (6.89, 8.55)
|
|
1
COwerall egtimate (208) :
|
1
1
DSL method | I 9 | 5 59 (3.24, 7.94)
1
|
|
| |
HEKJ method | - > 5.59 (0.66, 10.52)
|
|
|
| |
5.50 0.66, 10.52
mKH method o , > 068, :
|

Cutcorme of interest in this plot is pulrmonary funclion as measured by absolute change in percent predicted FEV for research question 0. Weights are computed within each ivecaftor dosage subgroup. Only research questions with
three or more sources of outcome data in an necafior dosage subgroup included in the random efiects analysis.

CFTR mod =cyetic fibrosis transmemmbrane conductance regulator modulator. For research questions 21-40, active treatment is Orkambi®. Cl=Confidence intenval; DSL=DerSimonian and Laird method; HES)=Hartung-Krapp-Sid k-
Jonkman method, mkH=Modfied Knapp-Hartung method.

Raian datahass as of 210CT2016
E'Prof\RCA CFF meta\Programe'f_forest_con.sas w001 (last runc 122002018, 13221), {_forest_con_nopool_PIC030 FEV abs.rif
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Example 2 - Continued

Upper respiratory symptoms: percentage of subjects reporting
symptoms
baseline PPFEV1 >90%, and two copies of the F508del

mutation: Upper respiratory symptoms
Rate ratio 1.19

« DL (0.72, 1.96)
« HKS]J (0.68, 2.08)
« mKH (0.59, 2.41)
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Paper [N] - Favors CFTR mod. Rate ratio (35% CIj

Boyle 2044, Cobort 1 (&1
ayle ort 1 (211 } - 1.54 [0.50, 4.700
Boyle 2014, luma 200mgiday (42) } - > 131 (035, 457)
Boyle 2014, luma 400mgii 2hrs (35) } - 1 8 0.96  (0.33, 277

Boyle 2014, lumia 200mgiday @7) I

- | 168 (DT, 423)

Boyle 2014, lumia E00mgiday @&7) I * 1 0.51 013, 1.592)

werall estimate (221)

| 148 (.72, 1.9E)

DEL meod I
HEKS methed F { 143 (.58, 2.08)
mKH method f i 118 (0.5S, 241)

Dot of =t = s phot i oy resplsiory By TEms b remsrch Gusstion 30 Vg aoe cormmuted witin secs heceior dousgs ubgeous. Dy remssnch qasstions wih s o mors sourcss of coioorms dets n es eceior
Zomag = b o ircharisd in e meeciom eflecs sl

CF TR med =opsi o fiorosl s Fenememorss concuciancs -sgulsior modulsion. For sssesr o™ gussiors Z1-40, sciws et m Orimmdil. Cl=Corficence inferal . DSL=0w Smorien snd Lerd mettad. HFSS= H artung - repp-Sd e
Jerirmn refod A=Wzl ed Frapp Farbeg mefed

Mol Sristmns = SHOCTNE
EAProfitCA P retsProg rarmetf dorest wh e w000 [huet o CYOICXNE, 155005, foreet_ewf_nopeed_ Y C0K) uprenps of



Conclusions

* Newer methods can be very helpful when the number of studies
is small

* If 2 — 3 studies are being combined, it 1s probably best to use a
fixed effects approach

* If a small number of studies are available and the studies differ in

size, the HKSJ or mKH should be used when random effects are
taken into account.
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Other considerations

The approach should fit the application

Studies may “reuse” the placebo groups, particularly in the case
of subgroup analyses. Thus, the same data may appear in
multiple computations.

Care should be taken in all analyses
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